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Abstract
Timely and accurate wheat yield forecasts using Unmanned Aircraft Vehicles (UAV) are crucial for crop management deci-
sions, food security, and ensuring the sustainability of agriculture worldwide. While traditional machine learning algorithms 
have already been used in crop yield modelling, previous research used machine learning algorithms with default parameters 
and did not take into account the complex, non-linear relationships between model variables. Especially, the combination of 
vegetation indices, soil properties, solar radiation, and wheat height at the field estimation has not been deeply analysed in 
scientific literature. We present a machine learning based wheat yield estimation model using comprehensive UAV datasets 
with the implementation of hyperparameter tuning to improve model performance. The performance of the models before and 
after optimisations was measured using the metrics RMSE, MAE and R2, and the results showed that the models improved 
after tuning. Furthermore, we find that the Random Forest (RF) and Extreme Gradient Boosting (XGBoost) models outper-
formed other examined models. Furthermore, a non-parametric Friedman test with a Nemenyi post-hoc test indicates that 
the best-performing algorithms for wheat yield estimation and prediction are RF and XGBoost models. In the final step, we 
utilised a SHapley Additive exPlanations approach to identify the direct impact of each input variable on the yield estimation 
model. Among the input variables, only the Red-Edge Chlorophyll Index, the Normalised Difference Red-Edge Index and 
wheat height were found to be of high explanatory power in predicting wheat yield. The optimised model is 7–12% more 
accurate in estimating wheat yields than traditional linear models.

Keywords Machine learning models · Drone sensors · Wheat yield · Comprehensive datasets · Feature importance

Introduction

The advancement of satellite-based remote sensing data 
has enabled timely and accurate yield estimates on a large 
scale (Ferencz et al. 2004; Singh et al. 2002). In agriculture, 
satellite-based crop yield estimation models make a signifi-
cant contribution to avoiding crop losses, thereby improving 
food security as well as climate change mitigation (Ashapure 
et al. 2020). Higher-resolution optical satellites are needed to 
provide reliable estimations on village, farm, or plot levels, 
however often don't provide data at high frequency or his-
torical dimension and also suffer from cloud-cover blockage. 

Agricultural drones (or unmanned aerial vehicles UAVs) are 
more flexible in terms of image collection time, provide a 
higher degree of accuracy, and are not affected by cloud 
cover (Cao et al. 2021). Moreover, the new generation UAVs 
can fly longer distances, providing opportunities to collect 
various climates, soil, fertilizers, nutrition levels, and crop 
height (Lopatin and Poikonen 2023). Recent studies dem-
onstrated that UAV-based yield estimation models are sig-
nificantly more accurate for predicting crop yields in various 
areas compared to traditional methods (Gevaert et al. 2015; 
Honkavaara et al. 2013).

In recent years, the development of artificial intelligence 
has opened a wide range of applications of machine learning 
(ML) and deep learning (DL) algorithms, which can signifi-
cantly outperform other traditional linear methods (Milla-
Val et al. 2024; Mwaura & Kenduiywo 2021). ML and DL 
models are now also successfully applied to estimate crop 
yield. For instance, Everingham et al. (2016) demonstrated 
that the random forest (RF) model can estimate sugarcane 

 * Shovkat Khodjaev 
 khodjaev@iamo.de; khodjaevshovkat@gmail.com

1 Department of Agricultural Markets, Marketing and World 
Agricultural Trade, Leibniz Institute of Agricultural 
Development in Transition Economies (IAMO), 
Theodor-Lieser- Str. 2, 06120 Halle (Saale), Germany

http://orcid.org/0000-0002-8643-9502
http://orcid.org/0000-0003-2166-6234
http://orcid.org/0000-0002-1453-0040
http://orcid.org/0000-0003-0640-9387
http://crossmark.crossref.org/dialog/?doi=10.1007/s40808-024-02188-9&domain=pdf


 Modeling Earth Systems and Environment           (2025) 11:15    15  Page 2 of 16

yield estimation better  than the traditional linear model 
(LM). Ajith et al. (2024) indicated that the support vector 
(SV) model is the most powerful for weather-index-based 
yield estimation among the linear models. You et al. (2017) 
applied convolutional neural machine (CNN) and SV mod-
els for soybean yield prediction in the United States. Their 
results showed significant superiority compared to linear tra-
ditional yield estimation methods. Khaki and Wang (2019) 
demonstrated prediction accuracy machine learning models 
based on satellite images for the maize yield, which showed 
that RFM had more significant outperformance than SV and 
DT models. Peerlinck et al. (2019) demonstrated that the 
Gradient Boost model provides more accurate yield predic-
tion compared to other Booster models. Shahhosseini et al. 
(2021) applied linear regression, LASSO, LightGB, RF, and 
XGBoost models to estimate corn yield in the US. Their 
results indicate that the XGBoost hybrid model is more pow-
erful for crop yield prediction than other fundamental linear 
and non-linear models.

It should be noted that these existing studies were 
restricted to utilising a single variable or considering linear 
relations between yield and variables, which underutilises 
the full potential of machine learning models and fails to 
capture the complex relationships and interactions which 
play a crucial role in crop yield estimation (Kiran Kumar 
et al. 2023; Krishnadoss and Ramasamy 2024). More holis-
tic indicators should take into account a wide range of vari-
ous influencing factors, such as physical parameters and 
spectral information (Sun et al. 2020). Vegetation indices, 
wheat height, solar radiation, and soil properties are impor-
tant parameters for a comprehensive understanding of crop 
yield (Khaki and Wang 2019; Mateo-Sanchis et al. 2019). 
Furthermore, combining crop physical parameters, soil prop-
erty, solar radiation, and VIs can improve the model qual-
ity because each of these indicators has unique biophysical 
information which can minimise various errors or comple-
ment insufficient datasets (Chen et al. 2020; Semeraro et al. 
2019; Xu et al. 2019).

However, including a wide range of parameters can 
increase the complexity of the model and may potentially 
reduce model metrics (Cai et al. 2019; Mwaura and Kend-
uiywo 2021) and also raises the potential risk of increasing 
model errors (Greitzer et al. 2012; Marsh et al. 2014). Previ-
ous machine learning models have applied the Importance 
Method to determine the importance of predictor variables. 
However, this method is limited to comprehensive datasets, 
which include data from different levels such as regional, 
district, and farmer (Altmann et al. 2010; Strobl et al. 2008). 
Moreover, this method is primarily designed to analyse 
numerical features on a global scale and may not be effec-
tive for categorical features. Jones et al. (2022) indicated that 
the feature importance method might not capture complex 
relationships, interactions, or non-linear effects and may not 

completely represent all the nuances impact of each vari-
able’s impact on final results. The SHapley Additive exPla-
nations (SHAP) approach, in contrast, is a deeper analysis 
of the contribution of all input variables to the final results, 
which ensures that each player or feature has obtained their 
actual share of the total contribution (Kim and Kim 2022; 
Remman and Lekkas 2021; Shapley 1953). Compared to 
other methods, the SHAP approach assesses the contribution 
of each variable to the final outcome based not only on the 
presence or absence of influence of the variable, but also on 
local accuracy and the stable effect of the variable across 
different time intervals (De Filippi et al. 2020; Remman and 
Lekkas 2021).

Most crop yield estimations use traditional machine 
learning models with default parameters (Krishnadoss and 
Ramasamy 2024), which does not allow for maximis their 
performance and, therefore, are suboptimal solutions for 
specific complex models (Kiran Kumar et al. 2023), such 
as a yield estimation model. Machine learning-based crop 
yield estimation models often consist of complex non-linear 
variables (Ajith et al. 2024), and default parameters may not 
be capable of fully capturing these interactions. For exam-
ple, soil properties and solar radiation variables often have 
non-linear effects on crop yields (Camargo-Alvarez et al. 
2023; Kigo et al. 2023). Without optimising machine learn-
ing parameters, it is impossible to capture all these linear 
and non-linear effects. Hyperparameter tuning supports opti-
mising machine learning models and their predictive power 
for yield estimation. These tunings are done by finding the 
optimal number of trees in the ensemble, maximising the 
node depth of each tree and the weights at each iteration 
(Bischl et al. 2023). Moreover, optimising a model with 
hyperparameter tuning can reduce overfitting problems for 
a specific training dataset.

Within the existing research, we identify the following 
research gaps: First, very few studies applied the SHAP 
method for crop prediction models which used machine 
learning models with default parameters (Srivastava et al. 
2021; Zhu et  al. 2021). These existing researches use 
machine learning models with default parameters, and their 
models may suffer from overfitting problems because they 
are not optimised to the specific characteristics of the data-
set. Furthermore, these studies used meteorological param-
eters, including temperature, precipitation and humidity for 
crop yield modelling. However, as previous studies have 
shown, in many cases, meteorological datasets contain noise 
that might lead to either over- or underfitting of the data, 
which affects model performance (Kigo et al. 2023; Kiran 
Kumar et al. 2023). In this circumstance, several studies 
demonstrated that isolated meteorological variables could 
not adequately represent crop yields (Chen et al. 2020; 
Semeraro et al. 2019). There is a general lack of studies 
optimising the performance of machine learning models for 
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wheat yield estimation using comprehensive datasets such 
as vegetation indices, wheat height, solar radiation, and soil 
properties to estimate wheat yield.

To close this gap, this study aims at identifying an 
optimising machine learning algorithm for wheat yield 
estimation using various combinations of input variables 
to increase the efficiency of yield estimation. This aim is 
approached by optimising different machine learning algo-
rithms and comparing their performance in terms of predict-
ing true yields. From this perspective, the main contributions 
of this research are outlined below: First, we utilise a multi-
indicator approach by testing a large number of parameters 
such as crop height, vegetation indices, solar radiation, 
and soil properties along with machine learning models. 
Second, we optimise traditional machine learning models 
using hyperparameter tuning to improve model accuracy 
and reduce overfitting or underfitting of datasets. Third, we 
identify optimal input variables for redundancy elimination 
from the input datasets and calculate the relative significance 
of variables based on the SHAP approach.

Materials and methods

Analytical framework

The estimation procedure is implemented in several steps. 
In the first step, we integrated comprehensive datasets to 
estimate wheat yield at the farm level based on optimised 
machine learning models. The detailed process of analysis 
is laid out in the flowchart of Fig. 1. In the first stage, the 
vegetation indices, wheat height, and solar radiation data 
were collected through UAV from farmers' fields twice, 
on 20 May and 16 June 2020 (see the next section on 
more details). After obtaining the necessary ultra-high-
resolution multispectral images of the study areas, the next 
task is ortho-mosaicking of the raw images using Agisoft 
PhotoScan Pro software and preparing digital elevation 
models (DEM) and digital surface models (DSM). Ready 
ortho-mosaic DEM and DSM data for study areas were 
used to calculate wheat height parameters for both periods 
(Fig. 3). The solar radiation parameters for both periods 

Fig. 1  Flowchart of analytical 
tasks
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were calculated in the ArcGIS 10.8 software, while infor-
mation on soil properties was obtained from the Bavarian 
State Office for Environment at the district/province level.

Overall, we tested the suitability of the Normalized 
Difference Vegetation Index (NDVI), Normalized Dif-
ference Red Edge index (NDRE), Chlorophyll red-edge 
Index (CIred-edge), Simplified Canopy Chlorophyll Con-
tent Index (SCCCI), Green Chlorophyll Vegetation Index 
GCVI and Enhanced Vegetation Index (EVI2), combined 
with wheat height, solar radiation, and soil properties 
indicators, to estimate wheat yield. After that, we exam-
ined the potential of all input variables for crop yield 
estimation, applied six machine learning models such 
as XGBoost, RF, DT, AdaBoost, ET, and GB models as 
well as compare their performance. In the next stage, all 
datasets were randomly split into a 30% testing set and 
a 70% training set. Based on evaluation metrics of Root 
Mean Square Error (RMSE), R squared (R2), Mean Abso-
lute Error (MAE), and Mean Squared Error (MSE), we 
assessed the performance of XGBoost, RF, DT, AdaBoost, 
ET, and GB machine learning models. In the final stage, 
we identify the optimal input variables based on the SHAP 
model and optimise the performance of machine learning 
models using hyperparameter tuning.

The aforementioned steps are illustrated in more detail 
in the following flowchart (Fig. 1), and each flowchart step 
is described in more detail in the next sections.

UAV data collection

UAV data for this study was collected on several farms in 
the Southern part of Germany in the scope of this study. 
The total study area of the three plots was approximately 30 
hectares, with planted wheat belonging to the same pheno-
type. Farmers planted wheat in February–March 2020. Yield 
data, as collected by the combine harvester in July–August 
2020, and yield data from the combine harvester were used 
as actual (‘true’) yield data. A total of 2548 polygons were 
utilised in the research, the range of wheat yield values 
ranging from 0.6 to 12.5 t/ha across the various polygons. 
The farmer’s field was split into many small zones for more 
in-depth analysis, which can significantly improve the effi-
ciency of the yield estimation method (Fig. 2).

Figure 2 illustrates one of the study fields, which is split 
into many small plots/cells based on ground yield data. The 
red line in Fig. 2 represents the wheat crop area, and the 
yellow rectangles show individual plots.

Extracting wheat height

All crop data in the study areas were collected using a 
MicaSense multispectral camera mounted on our UAV. 
The images have a 3D ultra-high resolution of 4.5  cm. 
Our UAV’s multispectral camera has an extra GPS sensor, 
which allows us to measure the wheat crop height more 

Fig. 2  RGB-band spectral 
image from the study area at 
4.5 cm resolution
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accurately and is essential for performing ortho-mosaics to 
create an accurate 3D shape/form of the fields. The ultra-
high-resolution 3D multispectral images from UAV were 
acquired in the study areas on 20 May and 16 June 2020. 
All collected 3D multispectral orthophotos were processed 
using Agisoft Photoscan Pro software to extract the digital 
elevation model (DEM), digital surface model (DSM), and 
vegetation indices.

To extract wheat height parameters, a UAV was launched 
before sowing and after harvest. Both DEM and DSM data 
were obtained from survey farm fields and processed using 
Agisoft Metashape software. The absolute wheat height vari-
able or crop height parameter is calculated by subtracting the 
DEM from each DSM for the two periods, 20 May and 16 
June 2020, during the wheat growing season (Fig. 3).

Solar radiation

Solar radiation is the essential indicator that directly influ-
ences photosynthetic activity, growth, and crop yields 
(Holzman et al. 2018; Zhang et al. 2010). A few previous 
yield estimation studies (Holzman et al. 2018; Zhang et al. 
2010) demonstrated that solar radiation can provide valu-
able insight for a comprehensive understanding of crop yield 
and help to optimise the crop yield estimation model. This 
parameter was calculated for all study fields based on a digi-
tal surface model for 20 May and 16 June 2020 using the 
Solar Radiation tool of ArcGIS spatial analyst toolbox. This 
tool allows us to calculate diffuse, reflected radiation and 
beam, as well as the shadow effect caused by terrain features. 
Furthermore, this tool takes many important factors affecting 
solar radiation into account, such as the slope, diffusion, and 
direct and global solar radiation.

Soil properties

Soil properties provide key insights into nutrient availability, 
water retention, and root development (Ransom et al. 2019; 
Tripathi et al. 2022), which directly affect plant health. For 
all study fields, information on soil properties was obtained 
from the Bavarian State Office for the Environment. In total, 
the research fields have seven soil types and they vary within 
the fields.

Vegetation indices

In recent years, most studies to estimate crop yields have 
utilised vegetation indices such as the Normalized Differ-
ence Vegetation Index (NDVI), Green Chlorophyll Veg-
etation Index (GCVI), Enhanced Vegetation Index (EVI), 
Soil-Adjusted Vegetation Index (SAVI), Normalized Differ-
ence Water Index (NDWI), Normalized Different Red-Edge 
(NDRE) index, Simplified Canopy Chlorophyll Content 

Index (SCCCI), and Chlorophyll red-edge (CIred-edge) 
index (Ashapure et al. 2020; Bendig et al. 2015). Each of the 
selected VIs has been found to add important information 
on crop conditions and contributing to more accurate yield 
estimations (Vallentin et al. 2022). However, the selection 
of an effective vegetation index remains a challenge due to 
the requirement to take into account environmental condi-
tions and crop characteristics (Xu et al. 2021). Therefore, 
several vegetation indices were selected for a comprehensive 
understanding of crop health. For instance, the SAVI is more 
effective in monitoring crops with low vegetation density 
(Xu et al. 2019), whereas NDWI is more effective for meas-
uring water stress in crops as well as for identifying flooded 
agricultural lands (Chen et al. 2020; Semeraro et al. 2019). 
The NDVI is widely utilised for crop classification and crop 
yield estimation as well as for measuring the density of the 
vegetation captured (Semeraro et al. 2019; Tucker 1979). 
Liu and Huete (1995) showed that EVI is sensitive to iden-
tifying crop yield changes at different crop growth stages, 
which is essential for crop yield estimation. Furthermore, 
NDRE, SCCCI, GCVI, and CIred-edge are widely applied 
to estimate canopy chlorophyll and nitrogen content, which 
directly impacts crop health and crop yield (Barnes et al. 
2000; Gitelson and Merzlyak 1994; Gitelson et al. 2003a). 
An overview of the selected indices is provided in Table 1. 
The examination of different vegetation indices helps us to 
comprehensively understand which index is more appropri-
ate to integrate with wheat height, solar radiation, and soil 
properties, as well as improves the accuracy of wheat yield 
estimation.

Model optimization

The analysis was conducted using machine learning libraries 
in Python 3.9, which is an optimal tool for data processing, 
modelling and evaluation. To examine whether optimisa-
tion of machine learning algorithms significantly affects 
the accuracy of wheat yield estimation, we analysed both 
cases without and with optimisation. The performance of 
XGBoost, RF, DT, AdaBoost, ET, and GB machine learning 

Fig. 3  Extracting wheat height from UAV imagery
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algorithms was evaluated utilising Root Mean Square Error 
(RMSE), R squared (R2), Mean Absolute Error (MAE) and 
Mean Squared Error (MSE) (Table 2). The goodness of fit of 
the machine learning models based on the R2 score, where 
the value ranges from 0 to 1, and a higher value ≥ 0.70 is 
considered strong, explaining all the variability in the 
dependent variable (actual wheat yield) (Huang et al. 2014). 
The RMSE calculates the discrepancy between modelled 
and observed data values (Zacharias et al. 1996), while the 
MAE indicates the average magnitude of errors between two 
continuous variables without taking into account their direc-
tion (Allen 1971). Moreover, another model evaluator metric 
is MSE, which measures the average of the squares of model 
errors (Jacovides & Kontoyiannis 1995). MSE and MAE are 
appropriate metrics for evaluating prediction accuracy or 
error and comparing the performance of machine learning 
models. The values of RMSE and MAE range from 0 to 1, 
with smaller values indicating a better fit between model 
predictions and actual yields. A value of 0.4 is often consid-
ered a critical threshold for a sufficient model fit (Oikono-
midis et al. 2022).

In order to conduct a comprehensive evaluation of the 
performance of machine learning models, we utilised non-
parametric statistical tests, as proposed by (Demšar 2006), as 

non-parametric statistical tests are considered more appro-
priate and reliable than parametric tests for statistical com-
parisons of different machine learning models (Feng et al. 
2019; García et al. 2015). We selected the Friedman test, 
which evaluates statistical differences across various models 
based on their ranks (Friedman 1937). In case the Fried-
man test rejected the null hypothesis of equal performance 
between methods (Nemenyi 1963), a Nemenyi post-hoc test 
can be conducted. The Nemenyi test is mainly used to assess 
whether differences between models are indeed statistically 
significant or due to randomness (Kamir et al. 2020). Based 
on the test results, a critical distance graph is plotted, which 
reveals the performance rank of each machine learning 
model and the critical distance.

Another important aspect of developing an accurate yield 
estimation model is identifying the optimal input variables 
to avoid redundancy, which can introduce noise and reduce 
the model's performance. The SHAP method evaluates the 
importance or contribution of an individual player to the 
collaborative work of the command (Jones et al. 2022; Shap-
ley 1953; Srivastava et al. 2022). In the machine learning 
case, the "games" are the different models, such as XGBoost, 
Random Forest, and Decision Tree models, while the "play-
ers" are all input variables. As the input data increases, the 
number of variations of input variables increases exponen-
tially (Lundberg and Lee 2017). Therefore, marginal effects 
from the predicted values become more computationally 
complex (Shendryk et al. 2021). In this respect, the SHAP 
method can provide a unique solution based on fair share or 
reasonable reward for each input variable/feature (Remman 
and Lekkas 2021).The contribution of each feature to the 
final model output is assessed by natural properties such 
as symmetry, additivity, and efficiency (Rodríguez-Pérez & 
Bajorath 2020).

The SHAP feature importance equation is given below:

Table 1  Vegetation indices equations

Vegetation Index Equation Reference

Normalized difference vegetation index (NDVI) NDVI =
PNIR−PRED

PNIR+PRED

(1) (Tucker 1979)

Normalized difference red edge index (NDRE) NDRE =
PNIR−PRed−Edge

PNIR+PRed−Edge

(2) (Gitelson and Merzlyak 1994)

Chlorophyll red-edge index (CIred-edge) CIred−edge =
PNIR

PRed−Edge

− 1 (3) (Gitelson et al. 2003a)

Simplified canopy chlorophyll
content index (SCCCI) SCCCI =

PNIR−PRed−Edge

PNIR+PRed−Edge

PNIR−PRed

PNIR+PRed

(4)
(Barnes et al. 2000)

Green chlorophyll vegetation index (GCVI) GCVI =
PNIR−PGreen

PNIR+PGreen

(5) (Gitelson et al. 2003b)

Enhanced vegetation index 2 (EVI2) EVI2 = 2.4
PNIR−PRED

PNIR+PRED+1
(6) (Jiang et al. 2008)

Soil-Adjusted Vegetation Index (SAVI) SAVI =
PNIR−PRED

PNIR+PRED+0.16
∗ (1 + 0.16) (7) (Huete 1988)

Normalized Difference Water Index (NDWI) NDWI =
PGreen−PNIR

PGreen+PNIR

(8) (McFeeters 1996)

Normalized Difference Water Index – Blue (NDWI-B)2 NDWI − B =
PBlue−PNIR

PBlue+PNIR

(9) (Wei et al. 2011)

Table 2  Equations of the evaluation metrics

Name Equation

R squared (R2)
R2 = 1 −

∑n

i=1(yi−ŷi)
2

∑n

i=1(yi−yi)
2
(10)

Root Mean Squared Error 
(RMSE) RMSE =

�
1

n

∑n

i=1

�
yi − ŷi

�2
(11)

Mean Absolute Error (MAE) MAE =

∑n

i=1
�yi−ŷi�
n

(12)

Mean Squared Error (MSE)
MSE =

∑n

i=1
(yi−ŷi)

2

n
(13)
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Here, i is the conditional value of SHAP, whereas f (S) 
corresponds to the output of the machine learning model to 
be explained using a set S of features, N is the full set of all 
features, and i(�i) is defined as the average value of its input 
over all possible rearrangements of the feature dataset.

Results

The results obtained from machine learning models for 
wheat yield estimation are summarised in Table  3. We 
observe that the RF and XGBoost models outperformed 
other examined machine learning models, demonstrating a 
high R2 ≥ 0.87 with a low RMSE ≥ 0.27 and MAE ≥ 0.19. 
GB and LM models demonstrated a medium performance 
(Table 3, R2 ≥ 0.68, RMSE ≥ 0.63 and MAE ≥ 0.46), while 
the AdaBoost model demonstrated slightly lower perfor-
mance (Table 3, R2 = 0.62, RMSE = 0.73 and MAE = 0.57).

Optimisation machine learning algorithms based on 
hyperparameter tuning exhibited more accurate predictions 
than traditional machine learning algorithms with default 
parameters (Table 3). These results demonstrated that tak-
ing into account the non-linear effects between variables 
can improve the accuracy and performance of the model. 
Table 3 reveals that among machine learning models RF 
and XGBoost results perform better (Table 3, R2 ≥ 0.89, 
RMSE ≥ 0.25 and MAE ≥ 0.18) than other machine learning 
(Table 3, R2 ≥ 0.66, RMSE ≥ 0.67 and MAE ≥ 0.49). The 
DT and ET models showed interestingly low results in both 
cases for the test dataset (Table 3). However, the evaluation 
metrics MAE and RMSE could not be calculated for these 
models due to certain limitations or challenges encountered 
during the estimation process. One of the potential reasons 
for the weak performance of DT and ET models may be 
their ensemble learning mechanism, which is very sensitive 
to noise in the data, especially when the data consists of 
various physical and spectral information (Cao et al. 2021; 

(14)𝜑i =
1

|N|!
∑

S⊆N�{i}

|S|!(|N| − |S| − 1)!
[
f (S ∪ {i} − f (S)

] Oikonomidis et al. 2022; Sun et al. 2020). In other words, 
small fluctuations or inconsistencies in the data arising from 
the combination of qualitative and quantitative variables 
with different scales can have a considerable effect on the 
accuracy of the model.

As can be seen in Table 3, optimisation of the machine 
learning algorithm leads to an approximation of the R2 val-
ues between the training and test datasets, which indicates 
better generalisation of the model and control of overfitting. 
The improvement in the performance of machine learn-
ing models after hyperparameter tuning is associated with 
the fact that during the tuning process, the machine finds 
the optimal parameters for specific datasets and correcting 
parameters such as learning rate, maximum depth, and num-
ber of estimators. In both cases, the RF and XGBoost models 
demonstrated superiority over the GB and AdaBoost models 
on all evaluation metrics for the testing, training, and full 
datasets alike (Table 3). The potential cause of the higher 
performance of the RF and XGBoost models is that each 
node tries to enhance the performance of the previous node 
in the tree as well as all nodes in the tree learn the errors of 
the previous nodes and try to correct their mistakes of the 
next nodes.

As an additional test for goodness-of-fit, we generated 
prediction error plots for each machine-learning model 
(see Supplementary Figure S1). The prediction error plots 
of XGBoost, RFM, GBM, and AdaBoost models demon-
strate different high and low values but still present adequate 
results for predicting wheat yield with R2 > 0.63. The RF 
and XGBoost prediction error plots illustrate that the pre-
dicted points are very close to the line of best fit. According 
to the results of all evaluation metrics, we can assert that the 
best-performing models for wheat yield estimation are the 
optimised RF and XGBoost models (Table 3).

Furthermore, we are interested in the goodness-of-fit 
across the actual yield distribution. Figure 4 illustrates that 
the prediction accuracy for yields ≥ 4.3 t/ha is higher com-
pared to that for low yields.

Previous yield estimation models found RMSE and 
MAE found 0.58 and 0.49 values from 0.6 to 1 (Kogan 

Table 3  Machine learning 
models results of R2, MAE and 
RMSE

Model name R2
Test

R2
Train

Full MAE RMSE R2
Test

R2
Train

Full MAE RMSE

Traditional Optimized

LM 0.70 0.71 0.70 0.50 0.68 0.70 0.71 0.70 0.50 0.68

XGBoost Model 0.71 0.93 0.87 0.23 0.32 0.74 0.94 0.87 0.21 0.31
RF Model 0.71 0.95 0.88 0.19 0.27 0.75 0.95 0.89 0.18 0.25
DT Model 0.44 1.00 0.83 0.00 0.00 0.45 1.00 0.83 0.00 0.00
AdaBoost Model 0.62 0.67 0.65 0.57 0.73 0.65 0.68 0.66 0.55 0.71
ET Model 0.69 1.00 0.91 0.00 0.00 0.70 1.00 0.91 0.00 0.00
GB Model 0.69 0.74 0.73 0.47 0.64 0.71 0.75 0.74 0.45 0.62
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et al. 2013; Naderloo et al. 2012), while our optimised RF 
and XGBoost models demonstrated RMSE results of 0.25 
and MAE of 0.18, which means that optimising machine 
learning algorithms through hyperparameter tuning can 
improve model accuracy and performance.

In line with the findings of Elavarasan et al. (2020), 
residual plots of machine learning models can reveal 
how effectively a model is capable of predicting crop 
yields. Figure 5 demonstrates the residual plots of RF 
and XGBoost models, with residual points concentrat-
ing around zero. Moreover, the residual plots of the RF 
and XGBoost models indicate that no serious deviations 
occurred except for a few outliers, all residuals of the mod-
els being randomly distributed. Also, this test confirms 
that RF and XGBoost can produce predictions with a close 
fit to actual wheat yields.

Multiple machine learning algorithms were examined 
with and without adjustment for multicollinearity. The 
accuracy before and after removing collinear variables from 
machine learning models did not exceed 2%, which means 
that machine learning algorithms can be highly robust even 
when facing collinearity issues (Supplementary Table S1). 
However, the accuracy before and after removing collinear 
variables from the linear model exceeded 5%, which means 
that the multicollinearity effect has a higher influence on 
the accuracy of the linear model than on nonlinear machine 
learning models. These results demonstrate that machine 
learning algorithms can provide more reliable and robust 
results than traditional statistical models such as linear 
regression, which is consistent with the results of previous 
studies (Arabameri et al. 2020; Ransom et al. 2019).

To examine whether considered machine learning models 
are statistically different and statistically significantly differ-
ent from each other, we applied the Friedman test. The test 
results indicate that the p-value is 0.002, which rejects the 
null hypothesis, which means all machine learning models 
are significantly different from each other. The Nemenyi 
post-hoc compares the performance of the machine learn-
ing models with respect to their accuracy in predicting wheat 
yield (Fig. 6). Based on the test results, all machine learn-
ing models were divided into two groups, the first group 
incorporates the highest ranked RF, XGBoost, GB, and LM 
models and the second group includes low ranked AdaBoost, 
ET, and DT models. In this post-hoc, the RF and XGBoost 
models demonstrated a higher average ranking compared to 
other models, confirming them as the most reliable machine 
learning models for wheat yield estimation and prediction 
within our dataset.

To better understand the distribution of the MSE and to 
gain insight into its central tendency, spread, and potential 
outliers, we generated negative mean squared error boxplots 
for each optimised machine learning algorithm (Fig. 7). 
High dispersion, i.e. low performance, was observed for the 
DT model, while XGBoost and RF machine learning models 
had low dispersion, i.e. superior performance.

The results of the SHAP analysis on all optimised 
machine learning models (see Supplementary Figure S2) 
are summarised within the SHAP plot in Fig. 8, ordering 
all input variables according to their degree of explana-
tory power. The vertical axis in the graph of Fig. 8 repre-
sents all input variables (vegetation indices, solar radia-
tion, wheat height and soil properties) for both periods, 

Fig. 4  Scatter plot predicted wheat yield with actual yield a) Random Forest and b) XGBoost
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while the horizontal axis refers to SHAP values. Each dot 
on the plot refers to one observation point in the dataset. 
The SHAP approach revealed that the variables NDRE, 

CIred-edge, and CSM (wheat height) have high importance 
for wheat yield, while solar radiation and soil properties 

Fig. 5  Residual plots of models for a) Random Forest and b) XGBoost

Fig. 6  Nemenyi critical distance diagram for various ML models
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have medium importance, but the variables NDVI, NDWI, 
and SAVI had low importance (Fig. 8).

Variables with positive SHAP values can increase the 
accuracy of wheat yield prediction, while variables with 
negative SHAP values can decrease the accuracy of the 
model. Within the lower part of the SHAP plot, we find 
variables with the lowest contribution to overall explana-
tory power, such as NDWI, EVI2 and SAVI vegetation 
indices.

According to the finding of our first SHAP analysis, 
we dropped variables located at the bottom of the SHAP 

plot (EVI2_16, NDWI_20, EVI2_20, solar radiation_16, 
CIred_16 and GCVI_20). Figure 9 shows the SHAP plot 
after the exclusion of these variables. As the last step, we 
re-ran all optimised machine learning models to provide 
a comprehensive assessment of the stability of our model.

According to previous works (Liakos et al. 2018; Sriv-
astava et al. 2021), a stable prediction model should be 
robust to exclusion of individual input variables. As shown 
in Table 4, our changes in the input variables did not have 
major effect on our model results.

Fig. 7  Negative mean squared error (MSE) plots for various ML models a) testing dataset and b) training dataset

Fig. 8  RF model SHAP plot

Fig. 9  RF model SHAP plot after exclusion of variables
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Discussion

In this study, we present a machine learning based wheat 
yield estimation model using comprehensive UAV datasets 
with implementation of hyperparameter tuning to improve 
model performance. Furthermore, in this research, we uti-
lised various UAV datasets and qualitative data (soil prop-
erties), which significantly improved the accuracy of the 
model (Ashapure et al. 2020; Khoshroo et al. 2018). Com-
prehensive datasets such as vegetation indices, wheat height, 
solar radiation, and soil properties were used as the input 
variables for machine learning models.

Our optimised machine learning algorithms using hyper-
parameter tuning demonstrated higher performance com-
pared to traditional machine learning with default param-
eters. Among the optimised machine learning models, the 
best performance was observed for RF and XGBoost mod-
els, which outperformed other examined machine learning 
models. The comparison results indicate that the optimised 
machine learning model with comprehensive datasets incor-
porating physical and spectral information are an effective 
way to estimate wheat yield. The findings revealed that tra-
ditional machine learning models with default parameters 
are constrained in their ability to accurately estimate yields 
when analysing complex, non-linear variables, which is con-
sistent with the results of the studies (Bischl et al. 2023; 
Kiran Kumar et al. 2023). Many crop yield estimation stud-
ies (Kastens et al. 2005; Nebiker et al. 2016; Panday et al. 
2020) utilised various ground-based sensors and ground-
based data to obtain comprehensive datasets, which is costly 
to replicate at a larger scale. Meanwhile, our approach dem-
onstrated the possibility of obtaining comprehensive datasets 
based on UAVs, which is cost-effective and capable of col-
lecting highly accurate data. The results reveal that machine-
learning-based yield estimation using high-quality UAV data 
can provide accurate yield estimation, which can be a use-
ful tool for agriculture systems, especially in low-income 
or developing countries. Moreover, compared to previous 
machine-learning-based yield estimation approaches achiev-
ing an R2 coefficient of 0.65–0.75 (Ashapure et al. 2020; 

Jones et al. 2022; Srivastava et al. 2022) compared to our 
approach R2 coefficient of 0.70–0.89. Our results revealed 
that the measured wheat yield based on the comprehensive 
data was an excellent fit with the actual yield, which indi-
cates the importance of proper model selection and the opti-
misation of model parameters.

All the evaluation metrics of MSE and RMSE confirmed 
that RF and XGBoost machine learning models are the most 
efficient algorithms for all training, testing, and full datasets. 
The model comparison based on the Nemenyi post-hoc test 
demonstrated that the average ranking of RF and XGBoost 
machine learning models was higher than other machine 
learning models; oppositely, the linear model revealed a 
lower average ranking. Furthermore, we compared all opti-
mised machine learning algorithms based on the negative 
MSE of the box plot, and results revealed that linear model, 
extra tree, and decision tree models have a negative MSE 
with a very high mean deviation, which indicates a lower 
accuracy of these models compared to the other examined 
models. The RF and XGBoost models revealed opposite 
results, the negative MSE values of the box plots showing 
very close mean deviation, indicating their higher predictive 
ability compared to the other machine learning models. We 
also observed a considerable difference in yield estimates 
between the machine learning (RF and XGBoost) models 
and the linear model. However, several previous studies have 
demonstrated that non-linear models or machine learning 
models do not have significantly different advantages from 
linear models, on the contrary, they have difficulties with the 
algorithm (Aghighi et al. 2018; Johnson 2016; Kamir et al. 
2020). This might be caused by many factors, such as input 
variables, machine learning algorithms were not optimised 
for the input datasets of the model, the number of training 
and test sets. Each of these listed factors plays a major role 
in the accuracy of the model and directly affects the final 
results, for instance, selecting the correct input variable is a 
critical point at the initial stage of modelling because irrel-
evant input variables can lead to inefficient utilisation of 
resources. On the other hand, the correct selection of the 
number of training and test data, as well as the appropriate 
estimating period are crucial factors in obtaining reliable/
trustworthy machine learning results. Improper taking into 
account the listed parameters/factors may lead to biased and 
unpredictable modelling results as well as can be misleading 
in solving the research problem (Shendryk et al. 2021; Xu 
et al. 2021).

This study also identified the importance of each vari-
able based on the SHAP approach for all machine learning 
models. All the input variables impact wheat yield estimates, 
some greater and others lesser degree. However, only the 
variables NDRE, CIred-edge vegetation indices, wheat 
height (CSM), solar radiation, and soil properties were 
observed to be of high prediction power in both periods in 

Table 4  Machine learning model results after SHAP analysis

Model name R2
Testing

R2
Training

R2
Full

MAE RMSE

LM 0.68 0.68 0.68 0.51 0.70
XGBoost Model 0.72 0.92 0.86 0.22 0.32
RF Model 0.73 0.93 0.88 0.18 0.26
DT Model 0.43 1.00 0.82 0.00 0.00
AdaBoost Model 0.64 0.67 0.66 0.57 0.72
ET Model 0.70 1.00 0.89 0.00 0.00
GB Model 0.70 0.72 0.73 0.46 0.63



 Modeling Earth Systems and Environment           (2025) 11:15    15  Page 12 of 16

the considered region. These NDRE and CIred-edge vegeta-
tion indices are calculated based on the red-edge spectrum, 
which is sensitive to changes in chlorophyll concentration 
in the crop. Chlorophyll concentration is the main parameter 
demonstrating the level of crop health and photosynthetic 
activity in crops (Gitelson & Merzlyak 1994). The SHAP 
results also indicated that SAVI, NDWI, and NDVI for both 
periods of 20 May and 16 June had a very low impact on 
wheat yield estimates. These indices may be related to the 
utilisation of the red spectrum, which is more suitable for 
identifying green biomass and vegetation density but less 
effective for estimating chlorophyll content concentration 
in wheat crops (Xu et al. 2019). In our case NDRE, CIred-
edge vegetation indices and wheat height (CSM) variables 
demonstrated a higher contribution to the final model output 
than solar radiation, soil properties, and other vegetation 
indices (Fig. 8). In other words, solar radiation, soil proper-
ties, and other vegetation indices predict less variation than 
NDRE, CIred-edge, and wheat height (CSM) indicators. 
Identifying the most important vegetation indices and vari-
ables for crop yield estimation can help farmers, downstream 
value-chain actors, and decision-makers avoid unnecessary 
costs and labour for data collection and risk management 
(Ashapure et al. 2020; Khoshroo et al. 2018). Furthermore, 
SHAP analysis can suggest which input variables have less 
contribution to final results and might be removed from the 
model to optimise machine learning analysis time. Further-
more, we found that the accuracy of our model demonstrates 
the same robust results after removing variables, which were 
found to have less impact on the prediction accuracy of the 
SHAP analysis (Table 4).

Accurate wheat yield estimation can be very helpful 
in farm management. This information could be used for 
the optimisation of crop growth and manage climate risks 
as well as developing agricultural insurance products. For 
instance, accurate monitoring and forecasting of crop yields 
can increase farmers crop insurance enrolment by 10–15%, 
which is an important factor in farmers’ financial security 
(Badani et al. 2020). Furthermore, improving the accu-
racy of yield prediction by 5% can reduce farmers' input 
costs by up to 10%, especially reducing water and fertiliser 
costs (Lobell et al. 2009; Wang et al. 2021). This optimised 
machine learning algorithm using comprehensive datasets is 
focused on wheat yield estimation, but it can be easily modi-
fied for other crops with changes in the specificity of the 
input attributes. Moreover, this model is one of the simple, 
inexpensive, and very effective approaches for wheat yield 
estimation and prediction based on an optimised machine 
learning algorithm.

The presented approach is flexible and easier data pro-
cessing than analysing satellite images (e.g., WorldView 
and GeoEye) (Whitehead and Hugenholtz 2014). Over the 
past two to three years, many companies have produced 

low-cost ($5000–7000 USD) UAV technologies (Lopatin 
and Poikonen 2023; Whitehead and Hugenholtz 2014), 
which are analogous to the UAVs we utilise in this approach. 
These low-cost UAVs can collect information on crop height, 
solar radiation, and crop conditions from multispectral 
imagery to analyse and monitor crops. Furthermore, UAV 
technology is multifunctional and more flexible than ground-
based sensors, satellites, and other technologies, as well 
as easily upgradable. In many countries such as the USA, 
China, and Korea, the sharing method is practised where 
several farmers can buy one UAV (Lopatin and Poikonen 
2023; Whitehead and Hugenholtz 2014) and use it instead 
of buying high-resolution satellite imagery for crop analysis/
monitoring. Furthermore, a new generation of UAVs has 
a more automated flight system, image processing, and a 
simple interface that does not require extensive training or 
technical knowledge from farmers/users.

This approach revealed very good accuracy results (R2 
coefficient of 0.89 and RMSE of 0.18) in wheat yield esti-
mation by combining comprehensive datasets and optimised 
machine learning algorithms. However, several limitations 
should be considered in future works to improve the accu-
racy of this approach. Firstly, data collection was limited to 
one year, while multiple years of datasets and datasets from 
sowing to harvesting could have significantly improved the 
robustness of the model. For future research, we suggest the 
use of long-term datasets that include between-year vari-
ability to fully capture the effects of annual yield fluctua-
tions. Secondly, we collected data from different farmers and 
soil properties, sample fields were all located in the same 
climatic zone. For future research, increasing the number 
of sample fields, including those from different climatic 
zones, as well as adding more sensors for UAVs, would be 
advantageous. Thirdly, acquiring additional parameters such 
as fertiliser amount, precipitation, and maximum and mini-
mum temperature variables can improve machine learning 
capabilities and improve wheat yield estimation accuracy. 
Moreover, we utilised hyperparameter tuning techniques to 
improve the performance of machine learning models, but 
future research may consider cross validation or regularisa-
tion techniques.

Conclusions

In this study, we integrated comprehensive (complex) data-
sets for wheat yield estimation to minimise the risk of mis-
interpretation or overreliance on a single metric. The appli-
cation of an optimised machine learning algorithm enabled 
us the overcoming of the limitations associated with individ-
ual variables and thereby facilitating a more robust estimate 
of wheat yield. Our approach can be valuable insight for 
the improvement of crop management and decision-making 
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processes. The increased accuracy was achieved through 
hyperparameter tunning of machine learning algorithms 
and the use of comprehensive datasets obtained from UAVs. 
This model can potentially contribute to the development 
of methodologies for wheat yield prediction and field-scale 
crop monitoring. Our approach identified the impact of each 
input variable on yield, which is important information for 
farmers and agricultural scientists and can be useful in 
improving farm productivity and agricultural sustainability. 
Furthermore, our approach has demonstrated that optimised 
machine learning algorithms and comprehensive datasets 
may allow estimating wheat yields 7–12% more accurately 
than traditional models.

Findings from this research could be a valuable tool for 
the early prediction of wheat yields and might be used in 
governmental programs for sustainable agriculture develop-
ment. If agriculture specialists can implement this or similar 
approaches into practice, there is a potential opportunity to 
decrease yield losses and increase farmers' incomes. We con-
clude that comprehensive datasets and optimised machine 
learning are promising methods for acquiring accurate esti-
mates of actual yields at the farm and field scales.
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