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Abstract 
 
In this work we characterise French firms using artificial intelligence (AI) and explore the link 
between AI use and productivity. We distinguish AI users that source AI from external providers 
(AI buyers) from those developing their own AI systems (AI developers). AI buyers tend to be 
larger than other firms, but this relation is explained by ICT-related variables. Conversely, AI 
developers are larger and younger beyond ICT. Other digital technologies, digital skills and 
infrastructure play a key role for AI use, with AI developers leveraging more specialised ICT 
human capital than AI buyers. Overall, AI users tend to be more productive, however this is related 
to the self-selection of more productive and digital-intensive firms into AI use. This is not the case 
for AI developers, for which the positive link between AI use and productivity remains evident 
beyond selection. 
JEL-Codes: D200, J240, O140, O330. 
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1 Introduction

Artificial intelligence (AI) is rapidly transforming economies and societies. It permeates a wide range of products and

services used by consumers on a daily basis, it is changing the demand for skills, and may play an important role

to tackle societal challenges such as climate change. Notably, AI has the potential to boost the productivity of its

adopters (Brynjolfsson et al., 2021) and stimulate economic growth (Besiroglu et al., 2022), while spurring innovation

(Cockburn et al., 2018; Bianchini et al., 2022) and enabling workers to operate more efficiently (Brynjolfsson et al.,

2023; Noy and Zhang, 2023). However, empirical evidence characterising the diffusion of AI across the economy and

assessing whether how AI adoption is related to firm productivity remains in its early stages (Acemoglu et al., 2022;

Zolas et al., 2020; Alekseeva et al., 2021; Babina et al., 2024), particularly outside the United States. On the one hand, the

diffusion of AI technologies among firms is still limited (see e.g. McElheran et al., 2023; Calvino and Fontanelli, 2023),

also due to the high fixed costs of developing large datasets and acquiring the ICT skills necessary for deploying AI

systems (Brynjolfsson et al., 2021; Fontanelli et al., 2024). On the other hand, productivity returns may fail to emerge

because firms may not have yet learned how to effectively implement AI systems. The integration of AI systems within

organisations is not merely an additive process to the firm’s operations and activities, as discussed by Agrawal et al.

(2022). Instead, it involves a comprehensive embedding of AI applications and functionalities across various dimensions

of the firm. This integration process is complex and may need a careful alignment of AI systems with organisational

workflows and objectives before generating significant productivity gains (Dell’Acqua et al., 2023).

In this context, make-or-buy decisions regarding AI may depend on the characteristics of AI users and may differ-

ently affect productivity returns from AI adoption. Purchasing AI solutions from external providers is likely less costly,

as it limits the need for in-house IT assets necessary to develop AI in-house. Indeed, developing AI systems internally

may require larger investments in IT resources and human capital.1 Nevertheless, building AI systems in-house offers

greater versatility and control over the implementation process, enabling firms to tailor AI solutions more closely to

their specific needs, better integrate them into their organisational structures, and more readily adapt them based on

feedbacks. In this sense, while in-house AI development may involve higher fixed costs and is more accessible to larger

firms, it can also yield greater productivity gains, as the AI system can be more effectively and flexibly customised to

meet firm-specific needs.

In this work we characterise French firms using AI and explore the link between AI use and productivity by dis-

tinguishing firms sourcing AI from external providers (AI buyers) and those developing their own AI systems (AI de-

velopers). In particular, we leverage detailed survey microdata – collected by the French statistical office – that include

comprehensive information on the use of digital technologies in 2018, a period wherein the use of AI systems by firms

predominantly captures predictive AI, aimed at generating out-of-sample predictions based on data (e.g., customer clas-

sification via machine learning algorithms), process automation (e.g., data collection via text mining, intelligent robots)

and upgrading (e.g., anomalies detection and quality control). We match this survey with firms’ balance sheets that

contain additional information on their characteristics and financials. The level of detail of these data and their rep-
1For instance, highly-skilled occupations – such as data scientists, machine learning engineers and software developers – and

up-to-date IT capital are necessary to build and maintain an AI infrastructure.

3



resentativeness of the French economy – differently from other commercial surveys – make them unique sources to

analyse the patterns of AI use among firms in great detail.

Our contribution to the literature is twofold, and relates to the distinction between firms buying vis-á-vis devel-

oping in-house AI systems. First, we uncover a series of stylised facts concerning the diffusion of AI in France. In

particular, we explore the characteristics of different types of AI users and the role played by IT assets (i.e. ICT skills,

digital infrastructure and the use of other digital technologies) for AI use. On one hand, we focus on firm age, size and

sectoral heterogeneity, first pooling together all AI users, and then distinguishing AI buyers from developers. We show

that AI users tend to be overall younger and larger than other firms, in line with existing evidence (see for instance

Acemoglu et al., 2022), and that sectoral shares are highest in the ICT and professional services sectors. However, we

show that the AI-size relation appears largely explained by IT assets. Furthermore, when we separate out AI buyers and

developers, several differences emerge. Differently from buyers, AI developers remain larger than other firms even after

accounting for these confounding factors, and are also significantly younger than other firms. This result highlights

that the development of AI systems may be linked to higher fixed costs and new managerial capabilities. Sectoral shares

of firms buying AI are more homogeneous than the ones of AI developers, which exhibit a particularly high share in the

ICT sector. On the other hand, once we focus on the role of various measures of firm digitalisation and human capital,

we find that these are all positively and significantly related to AI use. AI use is indeed more likely among firms using

larger bundles of business digital technologies, and it is thus likely fostered by the presence of a digital architecture

within the firm, through which business data can be more easily stored and managed. ICT skills (i.e., the presence of

ICT specialists and the provision of ICT training to non-ICT personnel) and digital infrastructure (i.e., the use of a fast

broadband connection) also play a critical role for AI use. When distinguishing AI buyers and developers, results show

that ICT training is associated with a higher probability of purchasing AI, while the presence of ICT specialists is posi-

tively linked with AI development. This suggests that different types of AI users leverage different types of ICT-related

human capital, with AI developers hinging on more specialised ICT human capital than AI users.

Second, we analyse the relationship between AI use and labour productivity. On average, AI users tend to be more

productive than other firms. However, this appears largely related to the selection of more productive and highly-digital

firms into the use of AI (consistently with Acemoglu et al., 2023). Indeed, when considering all AI users together, the

link disappears after controlling for IT assets and past productivity. Similar results characterise the productivity of AI

buyers. However, this is not the case for AI developers, for which the AI-productivity link remains significant. This is

robust to the inclusion of several confounding factors, to the use of alternative models (i.e., an endogenous treatment

model, long-difference regressions) and measures of productivity (i.e., multi-factor productivity), to the exclusion of

firms belonging to ICT business services industries, and to the estimation on comparable subsamples of AI users, buyers

and developers.

Our findings provide valuable insights into how managers can effectively implement AI systems within their or-

ganisation and how policymakers can foster a wide diffusion of AI and its returns across firms and sectors, ensuring

an inclusive digital transformation (see also Goos and Savona, 2024). On the one hand, it may not be enough to use a

novel and disruptive technology such as AI to boost productivity. Indeed, our findings are coherent with the idea that
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firms better adapting AI systems to their productive and organisational structure by developing their own AI solutions

already experiment productivity returns from AI use. On the other hand, our research indicates that AI buyers and de-

velopers are profoundly different, with AI development predominantly driven by large and young firms with specialised

ICT skills. This underscores the importance of ICT human capital, the capacity to sustain high ICT-related expenses

(e.g., the extensive cumulation of meaningful data), and new managerial capabilities in the development of AI systems.

However, it also suggests that only a handful of firms have been already benefiting from predictive AI systems.

The remainder of the paper is organised as follows. In Section 2 we review recent contributions to the literature

related to AI use by firms, focusing on those mostly related to our paper. In Section 3 we discuss in detail about the data

sources used in this work, the French ICT survey and balance sheet data, and provide a series of basic summary statistics

of the main variables used. In Section 4 we focus on the characteristics of firms using AI vis-à-vis those of other firms

and explore the role of IT assets. In Section 5 we analyse the relation between the use of AI and productivity, using

different empirical models. Finally, in Section 6 we draw some conclusions and point to next steps for future analysis.

2 Existing evidence on AI use by firms

Studies on AI use by firms primarily rely on US data and are mainly based on three data sources: firm-level ICT surveys,

online job posting data that contain information on AI skills demand, and Intellectual Property (IP) records, in particular

patents.2 The literature more closely related to the current analysis on AI use by firms highlights four key facts.

First, notwithstanding the surge in the demand for AI jobs (Squicciarini and Nachtigall, 2021; Borgonovi et al.,

2023; Alekseeva et al., 2021) and AI related innovations (Dibiaggio et al., 2022), the diffusion of AI technologies is still

limited and heterogeneous across sectors. Evidence from ICT surveys carried out in the United States, Germany and

Korea (Zolas et al., 2020; Rammer et al., 2022; Cho et al., 2022; McElheran et al., 2023), from matching different data

sources in the United Kingdom (Calvino et al., 2022) and from recent cross-country analysis (Calvino and Fontanelli,

2023) shows that the use of AI technologies is still rare and concentrated in the ICT and professional services sectors.

AI innovations occur more frequently in ICT-related services and manufacturing, and in the Wholesale & Retail sector

(Igna and Venturini, 2023; Santarelli et al., 2022).

Second, existing evidence highlights a positive relation between AI adoption and firm size, which can be driven

by both self-selection of larger firms into AI use and by a positive effect of AI on firm size. The probability to use AI

is positively linked with size (McElheran et al., 2023; Rammer et al., 2022; Calvino et al., 2022; Calvino and Fontanelli,

2023; Dahlke et al., 2024). Ex-ante larger firms demand more intensively AI skills (Alekseeva et al., 2021; Babina et al.,

2024). The self-selection of larger firms into AI use can be explained by scale advantages related to the availability of

high computing power, massive amount of data and, more in general, of intangibles related to AI, which are necessary
2Recent contributions to the literature have also used other proxies of digital investments such as automation shocks or IT ex-

penditures (see e.g. Jin and McElheran, 2018; Acemoglu and Restrepo, 2020; Aghion et al., 2020; Domini et al., 2021, 2022), which –
although related – do not only proxy for AI use by firms but have instead a broader nature. Recently the literature has also used in-
formation from online websites to identify and characterise companies and organisations with an AI-related online presence (Dernis
et al., 2023). Concerning ICT surveys, these are typically conducted by statistical offices. However, there is a part of literature that
examines survey data collected by other institutions (see for instance Cette et al., 2022; Bessen et al., 2022; Czarnitzki et al., 2022;
Cirillo et al., 2023).
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to reap the full benefits of AI technologies (Brynjolfsson and McAfee, 2014; Brynjolfsson et al., 2021). However, part of

the literature suggests that the relation between AI use and size is not exclusively limited to self-selection, as AI also

has a positive impact on firm size in the US, mostly through innovations (see Babina et al., 2024; Alderucci et al., 2021;

Damioli et al., 2023).3 Relatedly, Conti et al. (2024) estimate a positive effect of the use of Big Data analytics on firms’

value added and sales.

Third, some analyses suggest that a wave of high-tech young firms has been driving – at least partly – the devel-

opment of AI technologies (Calvino and Fontanelli, 2023; Acemoglu et al., 2022; Calvino et al., 2022), notwithstanding

the role of high entry costs for AI startups (for instance, in terms of proprietary data, see Bessen et al., 2022). Relatedly,

venture capital investments in AI startups has been significantly growing over time (Tricot, 2021), in line with the exis-

tence of a generation of AI start-ups. Furthermore, in the US, AI adoption by young firms is also related to indicators

of high-growth entrepreneurship, with few cities and emerging hubs leading AI adoption by startups (McElheran et al.,

2023).

Finally, the evidence on the firm-level relation between firm productivity and AI use is mixed.4 Using measures

of AI skills, Babina et al. (2024) and Alekseeva et al. (2020) do not find a robust effect of AI on the productivity of

firms. A positive impact of AI-related innovations (i.e., patents) has been instead found on the productivity of SMEs and

service firms and on the output and costs per worker in a dataset including worldwide patenting firms (Damioli et al.,

2021), and on the output per workers of US patentees (Alderucci et al., 2021). This impact is found to be larger in more

productive patentees from 15 European countries (Venturini et al., 2024, see also Ikeuchi et al., 2023 for related analysis

on Japan) and driven by changes in workforce composition (Yang, 2022). When considering ICT surveys, Czarnitzki

et al. (2022) find a positive impact of AI on German firms’ productivity. However, Acemoglu et al. (2022) show that the

relation between labour productivity and AI use is not significant for US firms. Finally, Calvino and Fontanelli (2023)

show that the productivity premia of AI users tend to disappear – or to reduce – in several OECD countries when

the role of IT assets and technologies is taken into account. This evidence clashes against studies finding a positive

effect of ICT and digitalisation on productivity at the firm level (Brynjolfsson and Hitt, 2003; Commander et al., 2011;

DeStefano et al., 2023), but it is consistent with the existence of a lag in the effect of AI on productivity after following

its adoption (Brynjolfsson et al., 2021). Furthermore, an effective use of AI by firms may need a complex restructuring of

their productive and organisational structure (Agrawal et al., 2022), suggesting that different patterns of adoption (e.g.

developing in-house vs buying) may affect the returns to performance from AI use.

Our work is innovative with respect to the above literature in several aspects. First, we analyse representative
3Similarly, AI exposure is positively related to the change of employment of European regions (Guarascio et al., 2023) and em-

ployment share of sectors-occupations within European countries (Albanesi et al., 2023).
4A recent wave of works tends to find a positive impact of generative AI on the productivity of specific categories of workers (see

also Brynjolfsson et al., 2023; Noy and Zhang, 2023; Peng et al., 2023; Eloundou et al., 2023; Kreitmeir and Raschky, 2023). However,
the direction of such relation seems to depend on the extent to which tasks are within or outside the current capabilities of AI systems
(Dell’Acqua et al., 2023). This evidence is complementary to our work. First, the use of generative AI by workers is just one of the
types of AI systems that can be adopted by firms, and it was unlikely to be used by the firms considered in our analysis in 2018. Second,
these analyses often refer to specific categories of workers. Finally, the extent to which AI-driven increases in workers’ productivity
translate into firms’ productivity needs still to be explored. As a matter of fact, Dell’Acqua et al. (2023) provide experimental evidence
suggesting that the introduction of AI may reduce team performance and increase coordination failures and Svanberg et al. (2024)
highlights that only a limited share of worker compensations exposed to AI would be cost-effective to automate.
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microdata for France, matching the ICT survey with balance sheet data. These data have not yet been explored for

such purpose by the literature, which tends to focus on US firms. Furthermore, the ICT survey includes information on

relevant confounding variables related to digital technologies and skills, whose role has been shown to be relevant by

the above literature. Second, our data allow for a further characterisation of AI users, by providing information on the

source of AI systems used by firms (also see Hoffreumon et al., 2024). Notably, we show that AI users are not all alike by

distinguishing AI buyers and developers. As will be discussed in the next sections, the differences between these two

groups of firms span over several dimensions, including size, age, sector, ICT skills of workers, and productivity.

3 Data

Our analysis is based on microdata from the 2019 French ICT survey.5 The survey is administered by INSEE (the French

statistical office). It consists of a rotating sample of about 9000 firms from manufacturing and market-services sectors

with questions related to the use of advanced digital technologies in 2018. The sample is representative of the population

of firms with employment greater than or equal to 10 and is exhaustive for firms with more than 500 employees. These

data are characterised by a unique level of detail and representativeness compared to other commercial surveys, which

allow an in-depth analysis of AI adoption patterns among firms. Furthermore, they can be easily merged with other

sources of French firms’ data thanks to the Siren code, which uniquely identifies French companies.

Part of the ICT survey is dedicated to questions on AI use by firms. In particular, firms are asked whether they used

AI technologies in 2018.6 Our main AI use variable takes thus the form of a dummy, which indicates whether firms use

AI technologies or not. Furthermore, the ICT survey relevantly allows to separate out AI users into AI buyers vis-à-vis

AI developers. In particular, AI buyers are firms using AI technologies developed by external providers (off-the-shelf or

customised), while AI developers use AI systems developed in-house.

Our data refer to a period prior to the recent boom in generative AI, focusing therefore on predictive AI systems

aimed at performing data-driven out-of-sample predictions (e.g., forecasts and classifications). On the one hand, predic-

tive AI systems find application in several activities spanning multiple industries. These include applications relative

to operations (e.g., pricing, sales and demand forecasting), supply chain (e.g., inventory churn prediction and energy

management) and human resources (e.g., employees turnover forecasts, selection of candidates for hirings, employees

classification based on performance analysis) management, customer behaviour classification for marketing purposes,

predictivemaintenance and anomalies detection in IT and industrial machineries and infrastructures (e.g., power plants),

and cybersecurity (e.g., detection and prediction of IT fraud).

The ICT survey also includes questions on the use of other business digital technologies or tools, i.e. the use of Cos-

tumer RelationManagement (CRM), Enterprise Resource Planning (ERP) software, and regarding e-commerce activities.

We count the number of these business digital technologies to build the variable “Number of digital technologies”, which

takes values equal to the number of technologies used by the firm (from 0 to 3) and represents a proxy for its level of
5"Enquête sur les Technologies de l’Information et de la Communication (TIC)", further information about the survey can be found

here.
6Firms are asked the following question: “In 2018, did your company make use of software and/or equipment incorporating

artificial intelligence technologies?”.
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digitalisation.7 In the survey, firms are also asked about the presence of ICT specialists. We use this variable as a proxy

for the presence of digital skills within the firm. In this respect, we also use the presence of ICT training for non-ICT

specialists, as firms relying on newAI technologies may also need to build the IT skills of the existing workforce. Finally,

we use the speed of the broadband connection as a measure of digital infrastructure. In particular, we build a dummy

for the presence of a fast broadband connection, which takes value equal to 1 in presence of a speed greater or equal to

100 mbit/second.8

We match the ICT survey with French firms’ balance sheet data between 2011 and 2019.9 This data allow us to

gather information on firm sales, age, employment and value added (i.e., sales net of intermediate costs) and to compute

a proxy of labour productivity as the ratio of value added to the number of workers employed by the firm.10

All the regressions and summary statistics reported in this work have been weighted using probability weights

available in the ICT survey.

AI User AI Buyer AI Developer
All firms User Non-User Buyer Non-Buyer Developer Non-Developer

Age 24 24 24 24 24 21 24

Productivity 64000 70000 64000 68000 64000 92000 63000

Employment 63 154 51 137 55 268 56

ICT Specialists 0.17 0.30 0.16 0.23 0.17 0.59 0.16

ICT Training 0.19 0.28 0.18 0.25 0.18 0.40 0.18

Fast Broadband Connection 0.13 0.21 0.12 0.19 0.13 0.36 0.12

Number of digital tech. 0.90 1.16 0.86 1.11 0.88 1.54 0.88

Table 1: Averages for the whole sample and classifying firms by AI type. Age and employment statistics have been rounded to the
closest unity, productivity to the closest thousand.

Based on the database described above, we report on Table 1 a series of summary statistics, which also allow for a first

basic (unconditional) comparison of AI users, buyers and developers with other firms. AI users, buyers and developers

are on average larger and more productive than their counterparts. They also more likely employ ICT specialists and

provide ICT training to their workers. The presence of a fast broadband connection is more likely in AI firms, which

are characterised by a higher average use of digital technologies other than AI. Finally, AI developers are younger than

other firms, whereas AI buyers and AI users (when considered altogether) are very close in terms of age.

4 The characteristics of AI adopters

In this section we discuss the main characteristics of AI users in the database – disentangling between AI buyers and

AI developers – and focus on the role of IT-related variables, such as digital infrastructure, skills, and other digital
7Business digital technologies are less likely to be related to sectoral specificities than other advanced technologies, whose use

may be largely sector specific. For example, Robots and 3-D Printers are more likely to be used in manufacturing than in consulting
services and would not be useful in identifying a more general proxy of firm digitalisation.

8In the 2019 wave of the ICT survey this is the highest speed included among the possible choices in the question about broadband
connection speed.

9Further information about balance sheet data can be found here.
10Data on sales and value added are in real terms and have been deflated at the 2-digit sector level.
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technologies for AI use. French AI users account for 11.26% of French firms with more than 10 employees. The use

of AI technologies is thus still limited, but probably slightly higher than in some other countries (see the discussion in

Section 2, although the comparison may be challenging given differences in timing and definitions). There is however a

considerable difference between AI buyers and developers, that represent respectively 9.83% and 3.11% of French firms

with more than 10 employees.11

AI Developers

AI Buyers

AI Users

M
an

ufa
ctu

rin
g

Utili
tie

s

Con
str

uc
tio

n

W
ho

les
ale

 &
 

 R
et

ail

Tra
ns

po
rt 

&  

 S
to

ra
ge

Acc
om

od
at

ion
 &

  

 F
oo

d

In
for

m
at

ion
 &

 

 C
om

m
un

ica
tio

n

Pro
fes

sio
na

l &
  

 S
cie

nt
ific

Rea
l E

sta
te

Adm
ini

str
at

ive

0%

5%

10%

15%

20%

25%

0%

5%

10%

15%

20%

25%

0%

5%

10%

15%

20%

25%

Sector

S
ha

re

AI Type
AI Users
AI Buyers
AI Developers

Figure 1: Shares of AI users, buyers and developers within sectors (see Table A.2).

When focusing on the shares of AI use within sectors (see Figure 1), a highly uneven distribution of AI actors across

sectors emerges. The share of AI users is highest in the Information &Communication (24.67%) and in the Professional &

Scientific services sectors (16.7%), whereas other sectors tend to lag behind in terms of diffusion. Again, distinguishing

between AI buyers and AI developers reveals significant heterogeneity. Even though the highest shares of AI users,

buyers and developers are always in the ICT sector, the gap between ICT and other sectors is remarkably high for

developers. Conversely, the sectoral shares of firms buying AI technologies from third parties are more homogeneous,

which support conjectures about the general-purpose nature of AI technologies. The sectoral heterogeneity in adoption

shares also suggests that users developing their own AI or buying from third parties are different. The fact that the

sectoral gap between AI developers is the highest in the ICT sector is consistent with the necessity of advanced ICT and

technical skills to develop AI systems, that workers in other sectors may not have.
11Some firms are both AI buyers and AI developers, this is why the sum of shares of AI buyers and developers is higher than the

overall share of AI users. This way of grouping AI users allows for both a simple setting in the regression analyses and to focus on
groups of firms that are large enough to assess relevant information.
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Notwithstanding the high shares of firms using, buying and developing AI systems in the ICT sector, the sectoral

composition of AI users reported on Table 2 highlights that AI users in our sample do not operate only in sectors where

the use of AI is more frequent. Approximately half of firms using AI, independently from how the technology was

sourced, have their main activity in the Wholesale & Retail and Manufacturing sectors, the largest French sectors in

terms of number of firms.

Sector AI Users AI Buyers AI Developers

Manufacturing 23.1% 24.6% 20.9%
Construction 7.1% 7.9% 5.7%
Utilities 1% 1% 1.1%
Wholesale & Retail 25.8% 26.5% 23.8%
Transportation & Storage 5% 4.8% 3.7%
Accommodation & Food 4.4% 10.4% 1.8%
Information & Communication 13.2% 9.9% 22%
Professional & Scient. 12.1% 10.9% 14.6%
Real Estate 1.7% 1.9% 1.1%
Administrative 6.6% 7% 5.2%

Total 100 100 100

Table 2: Sectoral composition of AI users, buyers and developers across sectors (see Table A.2).
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Figure 2: Shares of AI users, buyers and developers by size class.
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Figure 3: Shares of AI users, buyers and developers by age class.

Focusing on the characteristics of AI firms, we report the shares of AI users, buyers and developers by size and age

classes in Figures 2 and 3 respectively. The relation between size and AI use is positive, with the largest firms (with more

than 249 employees) exhibiting about two times the share of AI use than the smallest ones. Also considering the high

fixed costs possibly characterising AI-related IT investments (Brynjolfsson et al., 2021), the AI use-size relation may be
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related to digital intensity, as IT assets are crucial for AI systems. Indeed, the association between AI use and firm size

seems stronger for AI developers than for AI buyers, suggesting again that drivers of AI use by firms may differ by the

source of AI technologies. Differently from size, the relation between AI use and age is negative. This is noteworthy,

because in general size and age are positively correlated. Younger firms are more likely AI users, possibly suggesting

a role of new managerial capabilities. Furthermore, young firms often introduce more radical innovations, especially

when new technological paradigms – such as the one brought by AI – emerge. Again, the relation between AI use and

age seems stronger in the case of AI developers, in line with the summary statistics in Table 1.
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Figure 4: Shares of AI users, buyers and developers by number of digital technologies.

Finally, we focus on the shares of AI users by number of business digital technologies adopted in Figure 4. Firms us-

ing a higher number of digital technologies are also more likely to be users, buyers and developers of AI. This highlights

that a proper digital architecture may be useful in order to exploit business data to use AI systems.

Although already informative, the descriptive unconditional patterns presented in Section 3 may be potentially

influenced by a number of confounding factors that are not accounted for. This is why we turn to a regression analysis

that further takes those into account. First, the relations discussed above may depend on the sectoral composition, such

as the possible concentration of AI users in sectors in which average age is lower. Second, regressions may help further

disentangle the role of other confounding factors affecting the use of AI, in particular considering intangibles, skills,

digital infrastructure together and beyond the role of the firm characteristics explored above. We therefore estimate the

following Probit regression:

P (AITypei = 1|X) = Φ(α+ β1Log Sizei + β2Log Agei + β2ICT Skillsi + β4Digitalisationi + Ind.j + Reg.r + ϵi) (1)

Where AITypei is a dummy variable that equals one if a firm uses, buys or develops AI (the first type focuses on all AI users,

the second one on AI buyers, and the third one on AI developers), Log Sizei is the logarithm of the number of employees,

Log Agei is the logarithm of age, ICT Skillsi includes dummy variables indicating the presence of ICT specialists and the

provision of ICT training for non-ICT employees, Digitalisationi refers to a dummy variable that equals one if the firm

uses a fast broadband connection and to a variable recording the number of other business digital technologies used

(ERP, CRM, e-commerce), and Ind.j and Reg.r are vectors of controls including industry and geographic fixed effects

11



respectively.12

Characteristics of AI Users, Buyers and Developers

AI Users AI Buyers AI Developers
Model 1 Model 2 Model 3 Model 4 Model 5 Model 6

Log Employment 0.0142*** -0.00165 0.00659* -0.00359 0.0120*** 0.00419**
(0.00349) (0.00415) (0.00348) (0.00409) (0.00145) (0.00175)

Log Age -0.0121* -0.0111* -0.00652 -0.00622 -0.0124*** -0.0118***
(0.00654) (0.00646) (0.00629) (0.00624) (0.00322) (0.00324)

ICT Specialists 0.0356*** 0.0118 0.0249***
(0.0122) (0.0122) (0.00578)

ICT Training 0.0273** 0.0211** 0.00180
(0.0110) (0.0107) (0.00492)

Fast Broadband 0.0266** 0.0225* 0.00820*
(0.0119) (0.0117) (0.00480)

Number of Digital Technologies 0.0225*** 0.0178*** 0.0122***
(0.00542) (0.00525) (0.00276)

Observations 8,268 8,268 8,268 8,268 8,268 8,268
Industry FE Yes Yes Yes Yes Yes Yes
Region FE Yes Yes Yes Yes Yes Yes
Pseudo R2 0.0331 0.0480 0.0175 0.0260 0.153 0.191

Robust standard errors, clustered at the sampling strata level, in parentheses
*** p<0.01, ** p<0.05, * p<0.1

Table 3: Marginal effects from probit regressions employing the AI User (Models 1-2), AI Buyer (Models 3-4) and AI Developer
(Models 5-6) dummy as dependent variable (see Equation 1).

We report the results of the estimation of Equation 1 in Table 3, which includes the estimated average marginal

effects from the Probit regressions using dummies for AI users, buyers and developers as dependent variables in separate

estimations. Reported numbers can therefore be interpreted as the average changes of AI use, buying or development

probabilities due to a change in a covariate, ceteris paribus. The baseline regression model (Model 1 in Table 3) shows

that in absence of other controls, larger firms have a higher probability of AI use, while older ones exhibit a lower

likelihood of using AI, in line with the previously presented descriptive evidence. Distinguishing between AI buyers

and developers confirms that, for both groups, being a large firm is associated with a higher probability of AI use.

However, being a younger firm is related only to the probability of AI development, given the negative and significant

coefficient of the logarithm of age. This may drive the overall result on the role of age evident for all AI users and

suggest the relevance of new managerial capabilities for developing AI systems in house.

The link between firm size and AI use loses strength when accounting for other IT-related controls (fast broadband

connection, other digital technologies, presence of ICT specialised workforce, training for non-ICT workers and the

number of other digital technologies). This suggests that scale advantages in the adoption of AI technologies are at least

partially driven by the joint presence of proper digital infrastructures, of a firm digital architecture and of ICT skills.
12Industry fixed effects are based on the OECD STAN A38 classification. More information can be found by opening this link. Ge-

ographic fixed effects correspond instead to French regions. Controlling for geographic fixed effects is relevant to capture differences
in terms of regional development and other geographic factors possibly driving the diffusion of IT (e.g., see Andersen et al., 2012).
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In particular, the coefficient of the logarithm of size becomes not significant when considering all AI users together

and AI buyers, but its significance remains in the AI developer case – even though the coefficient’s magnitude reduces

to approximately one third of the coefficient reported. This hints at the presence of further drivers of AI development

related to firm size – and therefore to fixed costs – with respect to the ones of AI buyers. These may concern for example

the need of large amounts of data to develop and train large-scale AI systems or to costs related to acquiring computing

power, as conjectured by Brynjolfsson and McAfee (2014).

Focusing on the coefficients of ICT-related controls suggests that these are crucial for AI use. Digital infrastructure is

key to foster AI diffusion, as highlighted by the positive association between the presence of a fast broadband connection

and the use of AI, which is significant throughout all regressions, in line with the evidence on the ICT-broadband nexus

(DeStefano et al., 2018). The positive and significant coefficient of the number of digital technologies suggests that firms

may leverage digitalised business information to adopt AI (see also McElheran et al., 2023).

In contrast, the positive relation between ICT specialists, ICT training and AI use depends on the type of AI users

considered. In particular, the presence of ICT specialists is only linked to the use of AI when it is developed by the firm,

whereas the training of non-ICT specialists is significant for AI buyers and not for AI developers. Albeit both suggest

the importance of ICT skills for the diffusion of AI technologies (also see Babina et al., 2023), this result hints at the

relevance of different skills for firms developing vis-à-vis buying AI systems. On the one hand, the development of AI

requires a more in-depth knowledge of AI algorithms, as provided by ICT specialists. On the other hand, the use of

ready-made AI systems may only require workers to know which inputs are needed to interact with AI systems in order

to interpret their outputs, without necessarily a comprehensive understanding of the whole process behind them.

These results are robust to alternative modeling choices that further account explicitly for the relations between

the decisions to make or buy AI systems. In this context, we estimate a Biprobit model, whose marginal effects can be

found in Table A.1 of Appendix A. This model enables to control for the correlation between the decisions to buy and

develop in-house AI systems by capturing omitted variables driving the joint decision to make and/or buy AI systems.

Estimated marginal effects from the biprobit specification confirm the differences between AI buyers and AI developers,

corroborating the Probit estimates and providing further support to the discussion above.

5 AI use and labour productivity

In this section we investigate the relation between AI use and labour productivity. We do so by estimating a series of

regressions that employ the logarithm of productivity, measured by the ratio of the real value added to the number of

employees, as dependent variable and AI use as main explanatory variable.

We organise the discussion in three sub-sections. In Section 5.1 we present the results of productivity regressions

focusing on AI users, buyers and developers. We then explore in Section 5.2 the extent to which the AI-productivity

nexus is heterogeneous across firms belonging to different sectors. Finally, we further address possible endogeneity

issues in the AI-productivity link in Section 5.3 by estimating an endogenous treatment model. Further robustness

checks are briefly discussed in Section 5.4 and placed in Appendix B.
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Productivity regressions for AI Users, Buyers and Developers

AI Users AI Buyers & Developers
Model 1 Model 2 Model 3 Model 4

AI User 0.0464** 0.0310
(0.0210) (0.0223)

AI Buyer 0.0291 0.00572
(0.0234) (0.0201)

AI Developer 0.0936** 0.100***
(0.0378) (0.0381)

Log Employment 0.00633 -0.0242** 0.00542 -0.0247**
(0.0145) (0.0111) (0.0145) (0.0111)

Log Age 0.0661*** -0.0188** 0.0670*** -0.0180**
(0.0115) (0.00882) (0.0116) (0.00897)

Initial Log Productivity 0.522*** 0.523***
(0.0251) (0.0250)

ICT Specialists 0.0656** 0.0628**
(0.0291) (0.0296)

ICT Training 0.0274* 0.0278*
(0.0161) (0.0160)

Number of Digital Technologies 0.0124 0.0118
(0.00942) (0.00941)

Fast Broadband 0.0905*** 0.0898***
(0.0190) (0.0189)

Observations 8,268 8,268 8,268 8,268
Adj. R2 0.277 0.497 0.277 0.498
Industry FE Yes Yes Yes Yes
Region FE Yes Yes Yes Yes
Robust standard errors, clustered at the sampling strata level, in parentheses
*** p<0.01, ** p<0.05, * p<0.1

Table 4: OLS estimates of regressions using the logarithm of productivity in 2019 as dependent variable and AI users, buyers and
developers as main explanatory variable.

5.1 Productivity regressions across different types of AI users

In this section we investigate the link between AI use and productivity by estimating the following regression models:

Log-Productivityi,2019 =α+ βAIAIi,2018 + β2Initial Log-Productivityi + β3Log Sizei,2018+

+ β4Log Agei,2018 + β5ICT Skillsi,2018 + β6Digitalisationi,2018

+ Ind.j + Reg.r + ϵi

(2)

where Log-Productivityi,2019 is the logarithm of labour productivity (i.e., the ratio of real value added to the number of

employees), AIi,2018 is either the dummy variable indicating the use of AI by a firm or a vector of dummies including both

AI buyers and AI developers, Initial Log-Productivityi is the productivity level either in 2011 or in the birth year of the

firm (when later than 2011). As in equation 1, we include the logarithm of the number of employees (Log Sizei,2018) and

of firm age (Log Agei,2018), the dummy variables for the presence of ICT specialists and the provision of ICT training
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for non-ICT employees (ICT Skillsi,2018), the dummy for the use of fast broadband and the number of other digital

technologies used by the firm (Digitalisationi,2018), as well as industry (Ind.j ) and geographic (Reg.r) fixed effects.

We include initial productivity in the regression model because it allows to isolate the association between AI and

productivity after accounting for firm productivity at amoment (2011) inwhichAI usewas very unlikely.13 The inclusion

of the initial productivity term is also aimed at controlling for selection of most productive firms into AI use. This is

relevant because the data do not contain information on the date of first use/adoption of AI.14 Finally, the presence of

ICT-related assets in the regression rules out potential under and over estimation biases related to productivity J-curves

dynamics (see Brynjolfsson et al., 2021).15

We report the results of the estimation of Equation 2 in Table 4. We perform these regressions with and without

initial productivity and IT-related controls other than industry, geographic fixed effects, size and age. On average, AI

use is significantly linked to firm labour productivity, but the relation loses significance when the regression controls for

IT-related variables and initial productivity, whose coefficients tend to be positive and significant. Next, we distinguish

between users buying AI from external providers vis-à-vis those developing their own AI (see Models 3 and 4 of Table 4).

Although the AI coefficients remain positive, AI use in the buyers’ case is not significantly associated with productivity.

Conversely, the relation between AI use and productivity is significant for developers, also when accounting for initial

productivity and IT assets. The point estimate of the coefficient of AI developers is slightly higher and increases its

significance in their presence, whereas the one of AI buyers is reduced to one fifth of the initial estimate.

In presence of other controls, the coefficients of the logarithm of size and age switch sign, becoming negative. Con-

cerning size, our result hints at the relevance of intangibles, digital tools and investments for boosting firm productivity

and at their greater availability in larger firms. The sign change of the size coefficient may thus be explained by lower

productivity increases experienced by larger firms once the role of initial productivity and other IT assets are accounted

for. Similarly, older firms tend to be more productive, but their productivity may thus grow less than younger firms

when accounting for initial productivity and other IT assets.

These findings are novel to the literature andmay contribute to explainwhy existing estimates of theAI-productivity

relation are characterised by mixed results (see the discussion in Section 2). First, the absence of a significant AI-

productivity link when accounting for IT controls and initial productivity supports the hypothesis of the self-selection

of firms with higher productivity and digital capabilities into AI use. Second, the results highlight that the use of

AI systems developed in house may already provide productivity returns. This is consistent with the idea that firms
13We chose to use 2011 as the year in which initial productivity is computed as this is a moment in which AI systems were likely

not used by firms. In fact, several significant improvements in AI applications and technologies took place in 2012 (e.g., AlexNet
neural network) and after that the use of deep learning and artificial neural networks started to outperform state-of-the-art non-AI
related techniques in statistical analyses (see also Babina et al., 2024; Engberg et al., 2024). Accordingly, the boom in AI use by firms
very likely started after 2011 in the US, and probably even later in other countries, such as France.

14When including the logarithm of initial productivity, Equation 2 captures the link between the use of AI and the change in the
productivity of its users from the initial year considered (2011 or the birth year of firms). In that respect, the inclusion of the logarithm
of age controls for changes across different periods of time considered (e.g., 2019-2011 for 2011 incumbents vis-á-vis 2019-2015 for a
firm born in 2015).

15We did not include the logarithm of capital. This choice depends on the use of labour productivity as the dependent variable.
Indeed, the inclusion of the logarithm of capital among controls would imply estimating a Cobb-Douglas production function with
biased coefficients, and not the relation between AI and labour productivity. Instead, we provide in Section ?? of Appendix B a
robustness check employing MFP as the dependent variable.
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developing in-house their own AI were able to better adapt AI systems to their organisational structure, generating

returns to its use.

5.2 Sectoral heterogeneity in the AI-productivity link

The findings presented in Section 5.1 have focused on the relation between AI and productivity in the overall sample,

before and after accounting for initial productivity and the role of IT assets. Here we further explore the heterogeneity in

the AI-productivity relation at the sector level. Indeed, the nexus between AI use and sector-specific organisational and

productive structures may determine the applicability of AI technologies to firms and thus further explain the sources of

the links between AI use and productivity. For instance, sectoral differences in the level of ICT intensity may determine

the ability of firms to capture the productivity gains of AI.

Sectoral Productivity Regression for AI Users

AI Users
Manufacturing Wholesale & Retail ICT Other Services Construction

AI User 0.0209 0.0713 0.142** 0.0207 0.0189
(0.0510) (0.0466) (0.0660) (0.0506) (0.0345)

Adj. R2 0.378 0.364 0.269 0.494 0.247

AI Buyers & Developers
Manufacturing Wholesale & Retail ICT Other Services Construction

AI Buyer 0.000342 0.0257 -0.105 0.00139 0.0264
(0.0589) (0.0328) (0.131) (0.0354) (0.0236)

AI Developer 0.125** 0.158** 0.240** 0.130 -0.0411
(0.0620) (0.0700) (0.105) (0.0850) (0.0832)

Adj. R2 0.378 0.365 0.277 0.495 0.247

Observations 2,145 2,092 603 2,413 892
Region Fixed Effects Yes Yes Yes Yes Yes
Robust standard errors, clustered at the sampling strata level, in parentheses
*** p<0.01, ** p<0.05, * p<0.1

Table 5: OLS estimates of sector-specific regressions using the logarithm of productivity in 2019 as dependent variable and AI use
as main explanatory variable. Estimated coefficients of size, age, ICT specialists, ICT training, Fast Broadband and Number of other
technologies have not been reported, but can be found in Table A.3 in the appendix. Regressions for Utilities sector are not reported
for the small sample size characterising this sector. The sectoral decomposition broadly corresponds to the one reported in Table A.2,
with sectors beyond Wholesale & Retail and ICT aggregated into Other Services sector.

We estimate themain regressionmodel (see Equation 2) on sectoral sub-samples broadly based on the decomposition

presented in Table A.2.16 The results are reported in Table 5. The relation between AI use and productivity is hetero-

geneous across sectors and type of users. A positive and significant coefficient for general AI users is only observed

within the ICT sector. AI buyers do not exhibit significantly higher productivity, regardless of the sector considered.

However, firms developing in-house AI show higher productivity not only in the ICT sector, but also in Wholesale &

Retail andManufacturing. First, firms in theWholesale & Retail sector may have substantial amounts of data at their dis-

posal, spanning across several domains (e.g., customers, inventories, prices). This abundant data availability represents

an opportunity for these firms to effectively develop and deploy machine learning data analysis, possibly generating
16In several service sectors the number of firms and the one of AI users, buyers and developers is not large enough to produce

meaningful results. We therefore aggregated service sectors different from ICT and Wholesale & Retail under the Other Service
Sectors category.
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productivity returns via data-driven predictions and decision making (in line with the discussion in Brynjolfsson et al.,

2021). Second, our findings suggest that the higher productivity of firms developing AI is not confined to services and

are in line with the idea that AI systems may enhance the productivity of manufacturers. AI applications in this sector

can in fact lead to significant efficiency gains through both product and process innovations leveraging – for instance

– AI-powered predictive maintenance, quality control, supply chain optimisation, and automation.

5.3 The AI-productivity relation beyond self-selection

In this section we develop a different specification aimed at further assessing whether the use of AI is linked with

productivity beyond selection, tackling in a different way possible sources of estimation bias due to the selection of

firms into use. We have indeed already showed that AI use is positively associated with productivity in the case of firms

developing their own AI systems, even after controlling for a considerable set of factors that may affect such result.

However, OLS estimates may still be subject to a degree of bias if there are other unobserved sources that are related to

the higher productivity of AI developers. In this section, we use a different estimation technique that allows modeling

explicitly the self-selection of firms into AI use, in order to further test the robustness of our results.

Following Hamilton and Nickerson (2003) and Clougherty et al. (2016), we rely on an endogenous treatment regres-

sion model (ET from now on), a latent variable approach that belongs to the family of selection models (see Heckman,

1976, 1978; Maddala, 1983; Wooldridge, 2015). This choice is consistent with two facts. First, we want to correct for

self-selection of firms into AI use (see also Shaver, 1998; King and Tucci, 2002; Campa and Kedia, 2002; Dosi et al., 2022).

Second, the relevant endogenous variable – the use of AI – is a dummy variable. The ET method corrects for the selec-

tion of firms into AI use by estimating an outcome (similar to Equation 2) and a selection (alike Equation 1) equation,

and has the advantage of using a Probit model in the selection equation. Differently, the first stage of the 2SLS method is

based on a linear probability model, whose coefficients can be interpreted as probabilities at the cost of generating pre-

dicted values outside of the unity range of the probability space and assuming a linear approximation to an underlying

non-linear model (Clougherty et al., 2016). Furthermore, estimates include the coefficient ρ – the correlation between

the errors from the outcome and selection equations – which tests the presence of selection into treatment and thus the

endogeneity of the treatment variable considered.17

The ET model reads as follows:

Log-Productivityi,2019 =α+ β1AIi,2018 + β2Initial Log-Productivityi + β3Log Sizei,2018 + β4Log Agei,2018+

+ β5ICT Skillsi,2018 + β6Digitalisationi,2018 + Ind.j + Reg.r + ϵi

AIType
i,2018 =


1, if βZZi + ωi > 0

0, otherwise

(3)

Where the two equations represent the outcome equation (i.e., the productivity regression described by Equation 2,

using either the dummy for AI users or the two dummies for buyers and developers as main explanatory variables) and
17The sign of ρ accounts for the relation between unobservables affecting outcome variables with unobservables affecting selection.
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the selection equation (i.e., using the dummy for one between AI users, buyers or developers – AIType
i,2018 – as dependent

variable, see Equation 1), respectively. Zi includes the logarithm of the initial productivity, size, age, ICT skills, proxies of

digitalisation, industry, geographic fixed effects and an additional variableWi, which is not included among covariates

in the outcome equation. The selection equation employs AIType
i,2018, which is alternatively a dummy that equals one

for AI users, buyers and developer. Therefore, we will account for the self-selection of firms into AI in three different

specifications, respectively aimed at controlling for the self-selection of firms into the general use of AI, the purchase

of AI solutions, or its development in-house.

We estimate the model via full informationmaximum likelihood (FIML henceforth), which simultaneously estimates

the selection and the outcome equations by assuming joint normality of errors (ϵi, ωi).

Even though not necessary thanks to the joint normality assumption, the ET model provides estimates robust to

specification errors when at least one additional variable Wi is included in the selection equation, but exluded from

the outcome equation. This variable needs to comply with two conditions (Puhani, 2000): it must strongly predict

the endogenous dummy variable (i.e., be relevant), and has to be exogenous (i.e., satisfy the exclusion restriction), given

other controls.18 We employ the Leave-One-Out (LOO henceforth) shares of ICT engineers at the aggregate industry (see

Table A.2) and department level in 2011 computed using French worker-level data (i.e., DADS). Such variable captures

the local supply of engineers with industry-specific and advanced IT capabilities. This may vary depending on the local

supply of ICT engineers, the digital intensity of local industries and the nature of the production processes considered,

which determines the type of AI applications best suited for a firm. We define as ICT engineers the employees classified

in the 2003 French PCS classification under the 4-digit classes 388a, 388b, 388c, 388d and 388e.19 The LOO shares are

computed for each firm by excluding its employees from the computation of the variables.

Concerning the relevance of the exclusion restriction, the results in Section 4 show that AI developers are signifi-

cantly and positively linked to specialised ICT human capital, differently from AI buyers (see Table 3). In this respect,

the decision to buy or develop AI systems in-house may depend on the advanced ICT human capital pre-existing to the

diffusion of AI, as measured by our exclusion restriction. Conversely, the absence of specialised ICT human capital may

induce firms to buy, rather than develop, AI systems.

Furthermore, our specification corrects for three potential sources of endogeneity possibly affecting the share of

ICT engineers in 2011. First, we compute the share of ICT engineers in 2011, when AI adoption was very unlikely in

France. Therefore, the use of AI by a firm may unlikely have affected French firms and workers in 2011. Second, we

rule out additional endogeneity sources by excluding the employees of a firm from the computation of its LOO shares.

Third, we include the initial productivity, size and age of firms and the IT assets from previous regressions in the ET

specification. The presence of these controls accounts for possible confounding factors in the relation between the LOO

share of ICT engineers and productivity at the firm level. The initial productivity of firms accounts for possible relations
18As highlighted by Puhani (2000), in practice these are the same conditions that are required by instrumental variables in the 2SLS

procedure.
19This classification focuses on ICT intensive occupations and is nested in the techies definition used in Harrigan et al. (2021),

which includes all occupations in the 2-digit classes 38 (Technical managers and engineers) and 47 (Technicians) of the 2003 French
PCS classification. The PCS codes listed above include for instance computer engineers, programmers, developers and database
administrators. Further details and information on the PCS classification can be found here.

18
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between the LOO shares of ICT engineers in 2011 and firm productivity in 2019. Furthermore, the joint presence of

initial productivity, size and age of the firm also controls for the characteristics of firms self-selecting into AI use before

adoption was possible or in the very first year of use. The presence of IT-related controls addresses the potential impact

of the LOO share of ICT engineers in 2011 in terms of other ICTs adoption on productivity, and controls therefore for

possible ICT-productivity relations beyond AI. Also, the presence of size in the ET specification helps further reduce

possible sources of endogeneity to the extent towhich ICT investments aremore likely in larger firms (see e.g. McElheran

et al., 2023; Zolas et al., 2020; Cirillo et al., 2023). In order to check whether the share of ICT engineers in 2011 is related to

productivity, we use it as the main explanatory variable in a regression using the productivity as the dependent variable

(see Table A.4). The share of ICT engineers in 2011 is not significant, suggesting that possible concerns regarding a

significant relation between producitivity and the excluded variable – e.g., stemming from the higher productivity of

firms in sectors-geographic regions with higher ICT intensity – are not supported by empirical estimates.

The role of AI for productivity beyond self-selection

Model 1 - AI Users Model 2 - AI Buyers Model 3 - AI Developers
Outcome Selection Outcome Selection Outcome Selection

AI User 0.066
(0.041)

AI Buyer 0.007 -0.001 1.302***
(0.056) (0.020) (0.091)

AI Developer 0.101** 1.475*** 0.155**
(0.046) (0.123) (0.066)

2011 Share of ICT Engineers – Department & Aggr. Industry 0.006 -0.113*** 0.112***
(0.025) (0.035) (0.023)

Initial Log Productivity 0.521*** -0.020 0.522*** 0.050 0.522*** -0.177*
(0.025) (0.047) (0.025) (0.046) (0.025) (0.107)

Log Employment -0.024** -0.008 -0.025** -0.037 -0.025** 0.087***
(0.011) (0.025) (0.011) (0.030) (0.011) (0.033)

Log Age -0.018** -0.057 -0.018* -0.013 -0.017* -0.174**
(0.009) (0.039) (0.009) (0.053) (0.009) (0.077)

ICT Specialists 0.063** 0.199*** 0.061** -0.014 0.059** 0.498***
(0.028) (0.058) (0.029) (0.081) (0.029) (0.103)

ICT Training 0.027* 0.152*** 0.028* 0.133** 0.028* 0.024
(0.016) (0.057) (0.016) (0.054) (0.016) (0.081)

Fast Broadband 0.090*** 0.153* 0.090*** 0.128 0.089*** 0.069
(0.019) (0.082) (0.019) (0.079) (0.019) (0.114)

Number of Digital Technologies 0.010 0.125*** 0.011 0.077** 0.010 0.200***
(0.009) (0.032) (0.009) (0.032) (0.009) (0.047)

Observations 8,238 8,238 8,238 8,238 8,238 8,238
ρ -0.0438 -0.0438 1.03e-05 1.03e-05 -0.0703 -0.0703
P-valueρ 0.261 0.261 1 1 0.233 0.233
Region Fixed Effects Yes Yes Yes Yes Yes Yes
Industry Fixed Effects Yes Yes Yes Yes Yes Yes
Robust standard errors, clustered at the sampling strata level, in parentheses
*** p<0.01, ** p<0.05, * p<0.1

Table 6: Productivity regressions in endogenous treatment (ET) models. Rho is the correlation between errors from the first and the
second stage, and p-value indicates the significance of Rho.

We report the estimation results of Equations 3 in Table 6. In Model 1, 2 and 3 the selection equation is estimated

employing the dummies for AI users, buyers and developers respectively. Overall, the estimated results of the selection

equations are in line with ones reported in Table 3 of Section 4. IT assets are significantly related to AI use, AI de-

velopers are larger and younger and significantly related to specialised ICT human capital, differently from AI buyers.
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Furthermore, the share of ICT engineers is positively and significantly associated with AI development, suggesting that

it is strongly associated with the endogenous treatment. Conversely, AI buyers are significantly but negatively related

to the excluded variable. The local presence of ICT engineers specialised in the main sector of activity of the firm is nec-

essary for firms to develop AI systems. Accordingly, in its absence, firms willing to adopt AI must purchase them from

other firms. Finally, the LOO share is not significant for AI users in general. This is likely due to the opposite direction

of the link with AI buyers and developers, that are both included in the general dummy for AI use.20 Concerning the

outcome equation, results are very similar to ones presented in previous sections, also in terms of magnitude (see Table

4 of Section 5.1), suggesting the existence of a positive relation between the use AI systems developed in house and firm

productivity beyond selection. Conversely, such relation is not significant and very close to zero for AI buyers.

Finally, the error correlation term ρ is negative in the specification focused on AI developers. It is instead positive,

but very close to 0 in the buyers case. In both cases, the term ρ is not significantly different from 0. This indicates that

IT assets and initial productivity are able to rule out self-selection into AI, suggesting that the estimation reported in

previous sections are likely robust to these issues.

5.4 Additional results and robustness checks

In previous sections we reported several econometric results supporting the existence of productivity returns from the

development of AI technologies, which are absent for other users, also beyond the self-selection of firms into AI use and

outside of the ICT sector. We further extend the analysis presented above by estimating three additional sets of models,

whose results are reported in Appendix B.

First, we extend the analysis exploring the link between AI use and productivity employing specifications focused

on labour productivity growth rates between 2019 and 2018, 2016, 2014 and 2011, corresponding to 2-periods firm fixed

effects regressions. Second, we further check the robustness of our key findings by changing the productivity proxy

used as dependent variable – moving from labour to multi-factor productivity –, the sample – excluding ICT business

services (NACE 62-63) –, and the controls – using CRM, ERP and E-commerce separately in place of the number of

digital technologies. Third, we employ a standard nearest-neighbor matching estimator to minimise the Mahalanobis

distance between firms that use, purchase, or develop AI and those that do not. This approach allows us to estimate the

impact of AI on productivity without relying on an IV strategy. However, this comes at the cost of information loss and

limits the representativeness of the analysis for France.

These additional analyses and robustness checks confirm the absence of a significant AI-productivity link for AI

users and buyers, and its existence for developers, once accounting for relevant IT assets and factors related to selection.

6 Concluding remarks

In this study we focus on the characteristics of French firms using AI and explore the association between AI use and

firm productivity, distinguishing AI buyers and developers. We use detailed survey microdata collected by the French
20As a consequence, Model 1 will be weakly identified.
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national statistical office, which provide detailed information on technology use in 2018 and are matched with firms’

balance sheets containing additional firm-level information over a longer time period, between 2011 and 2019.

Our findings provide a novel outlook on the diffusion of AI among French firms and suggest that AI users are not

all alike. First, we present several facts regarding the diffusion of AI technologies in France and the characteristics of

different types of AI users, notably distinguishing AI buyers from developers. AI buyers tend to be larger than other

firms, but ICT-related factors explain this relation. Conversely, AI developers remain larger even once these confounding

factors are taken into account, and are also younger. Second, we uncover a critical role of intangibles and IT assets for

AI adoption. Measures of firm digitalisation and human capital, such as the use of business digital technologies, digital

infrastructure (i.e., fast-broadband connection), and the presence of ICT skills, are positively and significantly related

to the use of AI. The distinction between AI buyers and developers also reveals that the latter group hinges on more

specialised ICT human capital. Third, our work explores the link between AI use and firm productivity. On average,

AI use tends to be positively linked with firm productivity. However, when considering all AI users together or firms

buying AI, this link is driven by the self-selection into AI use of firms with higher productivity and that already leverage

a higher intangible or IT intensity. In contrast, when focusing onAI developers, the link betweenAI use and productivity

remains positive and significant beyond selection, hinting at a positive impact of AI on their productivity.

Firms developing in house their own AI systems may benefit from higher flexibility and control over the integration

process of AI in their activities, and thus experiment positive and significant productivity returns, differently from other

firms. However, the opportunities to leverage the potential of AI technologies may not be equally distributed among

firms. Indeed, larger, younger and more digital firms turn out to be those more likely to develop AI, highlighting the

relevant role of advanced IT human capital, of the capacity to incur high fixed costs, and of new managerial capabil-

ities for developing AI systems in-house. This suggests that in the future productivity gains from the diffusion of AI

technologies may be captured by a handful of firms, possibly widening productivity gaps between leaders and other

firms (also see Corrado et al., 2021; Andrews et al., 2016). Policy makers can play a key role to foster an inclusive digital

transformation, enabling AI use and its returns to be more widespread across firms and sectors (see also Calvino and

Criscuolo, 2022; Calvino and Fontanelli, 2023).

Further research may extend the scope of the current analysis in different directions. First, additional work may

focus on further exploring the role of IT assets for different groups of AI adopters. In particular, linking French matched

employer-employee (DADS) data with ICT surveys and balance sheet data at the firm level could allow exploring in

further detail the role of human capital for AI adoption and its productivity returns. Second, future analysis may also

exploremore directly the role ofmanagement and organisational layers for AI adoption and its returns, to further explore

the links between AI use and organisational capabilities. Third, future work could focus on other outcomes beyond firm

productivity, such as employment andwages, to further assesswhether AI have an impact on firms’ employment. Finally,

future work may focus on the role of AI for innovation, trying to disentangle whether and which types of AI activities

are linked to product and process innovations.
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Appendix

A Other tables

Estimated marginal effects from Biprobit regressions

Model 1 Model 2
AI buyers AI developers AI buyers AI developers

Log Employment 0.00684** 0.0116*** -0.00363 0.00346**
(0.00344) (0.00138) (0.00402) (0.00173)

Log Age -0.00633 -0.0123*** -0.00612 -0.0109***
(0.00629) (0.00299) (0.00621) (0.00299)

ICT Specialists 0.0132 0.0259***
(0.0121) (0.00555)

ICT Training 0.0223** 0.00387
(0.0106) (0.00486)

Fast Broadband 0.0236** 0.00715
(0.0116) (0.00478)

Number of Digital Technologies 0.0177*** 0.0118***
(0.00523) (0.00258)

Observations 8,268 8,268 8,268 8,268
Industry FE Yes Yes Yes Yes
Region FE Yes Yes Yes Yes

Table A.1: Estimated marginal effects from Biprobit regressions jointly estimating the probability to use AI by buying it from third
parties or developing it in-house.

Sectoral disaggregation

Group of sectors Sector 2–digit code (ISIC rev.4)

Manufacturing 10-33

Utilities 35-39

Construction 41-43

Wholesale & Retail 45-47

Transport & Storage 49-53

Accommodation & Food 55-56

Information & Communication 58-63, 951

Real Estate 68

Professional & Scientific Activities 69-75

Administrative 77-82

Table A.2: The sectoral disaggregation used for computing shares in Figure 1. This aggregation is aimed at capturing common
features between sectors and encompasses ten different macro-sectors.
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Complete results of sectoral regressions from Table 5

AI User AI Buyer & Developer
Manuf. Whol. & Ret. ICT Other Serv. Constr. Manuf. Whol. & Ret. ICT Other Serv. Constr.

AI User 0.0209 0.0713 0.142** 0.0207 0.0189
(0.0510) (0.0466) (0.0660) (0.0506) (0.0345)

AI Buyer 0.000342 0.0257 -0.105 0.00139 0.0264
(0.0589) (0.0328) (0.131) (0.0354) (0.0236)

AI Developer 0.125** 0.158** 0.240** 0.130 -0.0411
(0.0620) (0.0700) (0.105) (0.0850) (0.0832)

Log Employment -0.0115 -0.0152 -0.0218 -0.0637*** 0.0175 -0.0129 -0.0154 -0.0220 -0.0645*** 0.0180
(0.0234) (0.0267) (0.0265) (0.0181) (0.0103) (0.0233) (0.0265) (0.0270) (0.0183) (0.0106)

Log Age -0.00840 -0.0272 -0.105*** -0.00646 -0.0291*** -0.00787 -0.0274 -0.109*** -0.00398 -0.0293***
(0.0198) (0.0197) (0.0318) (0.0213) (0.00364) (0.0198) (0.0195) (0.0317) (0.0214) (0.00353)

ICT Specialists 0.0751* 0.0424 0.0731 0.160*** -0.127 0.0731* 0.0399 0.0713* 0.155*** -0.124
(0.0435) (0.0305) (0.0448) (0.0557) (0.0704) (0.0433) (0.0313) (0.0412) (0.0565) (0.0744)

ICT Training 0.0665** -0.0405* 0.0786 0.0680** 0.0726** 0.0664** -0.0391* 0.0776* 0.0671*** 0.0728**
(0.0288) (0.0213) (0.0499) (0.0259) (0.0270) (0.0288) (0.0211) (0.0446) (0.0248) (0.0262)

Fast Broadband 0.0750* 0.134*** -0.0556 0.162*** 0.00130 0.0725* 0.132*** -0.0545 0.162*** 0.000899
(0.0404) (0.0480) (0.0540) (0.0327) (0.0138) (0.0402) (0.0472) (0.0450) (0.0326) (0.0133)

Number of Digital Technologies 0.0564*** -0.0137 0.0114 0.00231 0.0173** 0.0562*** -0.0147 0.0115 0.00112 0.0174**
(0.0163) (0.0160) (0.0384) (0.0144) (0.00557) (0.0164) (0.0155) (0.0362) (0.0146) (0.00587)

Initial Log Productivity 0.598*** 0.525*** 0.425*** 0.624*** 0.513*** 0.597*** 0.526*** 0.424*** 0.624*** 0.513***
(0.0386) (0.0366) (0.0509) (0.0492) (0.0231) (0.0383) (0.0354) (0.0475) (0.0494) (0.0223)

Observations 2,145 2,092 603 2,413 892 2,145 2,092 603 2,413 892
Adj. R2 0.378 0.364 0.269 0.494 0.247 0.378 0.365 0.277 0.495 0.247
Region FE Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
Industry FE Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

Table A.3: OLS estimates of sector-specific regressions using the logarithm of productivity in 2019 as dependent variable, AI use as main explanatory variable, and complementary assets and
initial productivity as controls.
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Relation between the productivity and the 2011 Share of ICT Engineers

2011 Share of ICT Engineers – Department & Aggr. Industry 0.0157
(0.0124)

Initial Log Productivity 0.521***
(0.0250)

Log Employment -0.0239**
(0.0112)

Log Age -0.0187**
(0.00918)

ICT Specialists 0.0655**
(0.0282)

ICT Training 0.0287*
(0.0159)

Fast Broadband 0.0904***
(0.0195)

Number of Digital Technologies 0.0122
(0.00936)

Observations 8,238
R-squared 0.500
Adj. R2 0.498
Region FE Yes
Industry FE Yes

Table A.4: Testing the exogeneity of the share of ICT engineers. The dependent variable is the logarithm of labour productivity in
2019.
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B Robustness checks and additional analysis

The relation between productivity growth rates and AI use

2018-2019 2016-2019 2014-2019 2011-2019
Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7 Model 8

AI User 0.0112 0.00251 0.0144 0.00340
(0.0115) (0.0183) (0.0166) (0.0197)

AI Buyer 0.00647 -0.00739 0.00129 -0.0124
(0.0127) (0.0210) (0.0200) (0.0206)

AI Developer 0.0295* 0.0529** 0.0691* 0.0658*
(0.0178) (0.0215) (0.0374) (0.0384)

Log Employment 0.0121 0.0119 -0.00179 -0.00225 0.0246*** 0.0241*** 0.0289*** 0.0283***
(0.0106) (0.0106) (0.00602) (0.00602) (0.00867) (0.00875) (0.00845) (0.00855)

Log Age -0.0922*** -0.0922*** -0.00812 -0.00757 -0.0156** -0.0151** -0.0181*** -0.0175***
(0.0104) (0.0104) (0.00639) (0.00649) (0.00633) (0.00631) (0.00600) (0.00610)

Initial Log Productivity 0.00610 0.00593 -0.118*** -0.118*** -0.235*** -0.234*** -0.320*** -0.319***
(0.00424) (0.00426) (0.0156) (0.0157) (0.0223) (0.0224) (0.0220) (0.0221)

ICT Specialists -8.24e-05 0.000221 0.0128 0.0110 0.0150 0.0129 0.0254 0.0234
(0.00432) (0.00433) (0.0158) (0.0154) (0.0223) (0.0217) (0.0223) (0.0221)

ICT Training -0.00287 -0.00367 -0.000470 -0.000503 0.00102 0.00105 -0.00908 -0.00906
(0.0108) (0.0107) (0.0137) (0.0137) (0.0116) (0.0115) (0.0160) (0.0159)

Fast Broadband -0.00110 -0.00133 0.0365*** 0.0358*** 0.0284** 0.0276** 0.0476** 0.0465**
(0.00490) (0.00484) (0.00997) (0.00990) (0.0116) (0.0116) (0.0196) (0.0193)

Number of Digital Technologies 0.00228 0.00236 -0.000434 -0.000881 -0.00588 -0.00640 0.00178 0.00136
(0.00897) (0.00898) (0.00704) (0.00702) (0.00886) (0.00875) (0.00825) (0.00822)

Observations 8,227 8,227 8,033 8,033 7,814 7,814 7,223 7,223
Adj. R2 0.0551 0.0554 0.0492 0.0498 0.119 0.119 0.179 0.180
Region FE Yes Yes Yes Yes Yes Yes Yes Yes
Industry FE Yes Yes Yes Yes Yes Yes Yes Yes

Table B.1: Regression results estimating growth rates (logarithmic differences) computed over different time horizons as a function
of AI Users, AI Buyers and AI Developers and other controls. The time horizons span between 2019 and the year reported on top of
each model (e.g., 2015 refers to the growth rate computed between 2019 and 2015).

In this sectionwe further test the robustness of the key findings presented and provide additional analysis, extending

the previous results in several respects. First, we focus on productivity growth rates computed over different time

horizons. We compute labour productivity growth as the logarithmic difference between productivity in a base year

t0 (from 2011 to 2018) and 2019. This is relevant because AI may have diffused very recently in France, fostered by a

series of high-tech startups. Accordingly, such regressions may help understand whether and when the use of AI started

to generate productivity returns. Furthermore, this model is equivalent to a 2-period firm-year fixed effect estimation.

However, this is not our baseline model because, differently from the specifications estimated in Section 5, firms born

after t0 will be excluded from the sample. Furthermore, the presence of the logarithm of productivity computed in

t0 may capture not only self-selection into use, but also part of the effect of AI on productivity from the moment of

adoption until t0. Accordingly, bad control issues may arise from the inclusion of initial productivity among controls

(Angrist and Pischke, 2009). Notwithstanding this issue, results from Section 5 are broadly confirmed.

iv



In order to carry out such analysis, we estimate the following productivity growth regression:

Productivity Growthi,t0,2019 =α+ β1AI
Type
i,2018 + β2Log-Productivityi,t0 + β3Log Sizei,t0+

+ β4Log Agei,t0 + β5ICT Skillsi,2018 + β6Digitalisationi,2018

+ Ind.j + Reg.r + ϵi

(B.1)

Where Productivity Growthi,t0,2019 is the productivity growth rate computed over the period between t0 and 2019,

where t0 takes values from 2011 to 2018 (either 2018, 2016, 2014, or 2011).

The estimated results of Equation B.1 are reported in Table B.1. These further suggest that the relation between AI

adoption and productivity growth rates depends on the type of AI users considered. AI developers grow significantly

more than other firms during the time period considered. Conversely, the AI use variable, as well as the one indicating

the use of AI technologies bought from third parties are not significantly linked with productivity growth in the time

periods considered. The initial productivity coefficient is negative and significant, suggesting that firms closer to the

frontier grew less than other firms.

These findings confirm the evidence emerging from the productivity regressions discussed in Section 5.2. Further-

more, when less recent years (2011 and 2014) are included in the growth period, the coefficient of AI developers loses

precision and remains similar to the one of year 2016. Accordingly, they show how the relation between AI use and

productivity may have emerged in more recent years, because AI systems became available recently or due to the pres-

ence of high-tech startups driving the AI revolution. Also, firms may have realised how to effectively use AI systems

only few years after its adoption.

Second, we discuss a series of additional robustness check by using CRM, ERP and E-commerce separately in place

of the number of digital technologies, excluding ICT business services from the sample, or employing multi-factor

productivity (MFP) as dependent variable when estimating Equation 2. Firm-level MFP has been computed at the 2-digit

industry level via the procedure described by Wooldridge (2009) for the population of French firms between 2008 and

2019. Indeed, a production function cannot be consistently estimated by employing the 2018 data only – corresponding

to our matched ICT-balance sheet data –, as the GMM procedure suggested by Wooldridge (2009) to tackle endogeneity

in firms’ characteristics requires a panel dataset.

We start by reporting the results when the number of digital technologies in disaggregated into CRM, ERP and E-

commerce (Model 1 and 2). The estimation results confirm the findings of Section 5, suggesting that the AI-productivity

link found above does not depend on the form of the digital controls employed for the analysis.

The results reported in Table B.2 already suggest that the AI-productivity relation for AI developers does not only

originate from the ICT sector only. This evidence sheds light on the fact that AI developers may realise productivity

returns which are not linked to ICT services only. To investigate this further, we re-estimate the productivity Equation

2 excluding NACE sectors 62-63, which encompass firms primarily engaged in IT and data services. The estimation

results are presented in Models 3 and 4 of Table B.2. On average, the relation between general AI use and productivity is

positive, but not statistically significant. Similarly, AI buyers outside ICT business services do not exhibit significantly

higher productivity. The results for AI developers remain consistent with ones discussed in Section 5, although the
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Additional robustness checks on Equation 2

Changing ICT controls Excluding 62-63 MFP
Model 1 Model 2 Model 3 Model 4 Model 5 Model 6

AI User 0.0314 0.0289 0.0350
(0.0224) (0.0234) (0.0266)

AI Buyer 0.00583 0.0137 0.00947
(0.0201) (0.0187) (0.0262)

AI Developer 0.102*** 0.0904** 0.0855**
(0.0385) (0.0441) (0.0388)

Log Employment -0.0244** -0.0250** -0.0246** -0.0253** 0.159*** 0.159***
(0.0111) (0.0112) (0.0115) (0.0115) (0.0168) (0.0168)

Log Age -0.0189** -0.0180** -0.0184** -0.0177* -0.0662*** -0.0655***
(0.00880) (0.00895) (0.00891) (0.00905) (0.00962) (0.00967)

Initial Log Productivity 0.522*** 0.522*** 0.527*** 0.528*** 0.563*** 0.563***
(0.0251) (0.0250) (0.0256) (0.0255) (0.0289) (0.0289)

ICT Specialists 0.0662** 0.0635** 0.0674** 0.0648** 0.00636 0.00406
(0.0291) (0.0295) (0.0300) (0.0305) (0.0347) (0.0348)

ICT Training 0.0271* 0.0276* 0.0251 0.0252 0.0228 0.0232
(0.0161) (0.0160) (0.0167) (0.0166) (0.0164) (0.0162)

Fast Broadband 0.0909*** 0.0902*** 0.0991*** 0.0988*** 0.0815*** 0.0812***
(0.0190) (0.0188) (0.0189) (0.0187) (0.0203) (0.0202)

CRM 0.00559 0.00291
(0.0142) (0.0146)

ERP 0.0207 0.0214
(0.0163) (0.0163)

E-commerce 0.00769 0.00796
(0.0213) (0.0214)

Number of Digital Technologies 0.0123 0.0118 0.00589 0.00546
(0.00961) (0.00959) (0.0110) (0.0110)

Observations 8,268 8,268 8,018 8,018 8,223 8,223
Adj. R2 0.497 0.498 0.490 0.490 0.689 0.690
Region FE Yes Yes Yes Yes Yes Yes
Industry FE Yes Yes Yes Yes Yes Yes

Table B.2: Additional robustness checks employing the dummies for digital technologies instead of the number of other digital
technologies as control, excluding ICT business services (NACE 62-63) and using MFP in place of labour productivity.
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coefficient slightly decreases.

Second, we report the estimation results for Equation 2 employing MFP in 2019 as the dependent variable in Models

5 and 6 of Table B.2. Similarly to the results for labour productivity, the relation between MFP and AI use is positive

and significant for AI developers only. AI users and buyers are positively linked to the MFP, but their coefficients are

not significantly different from zero.

Finally, we discuss a series of OLS results estimated on balanced subsamples of treated (AI users, buyers or devel-

opers) and untreated units. In particular, we employ a standard nearest neighbour matching estimator that minimizes

the Mahalanobis distance between treated and untreated units. This procedure allows us to estimate the causal effect

of a treatment by creating a comparable control group that has similar covariate distributions as the treated group, but

drops many observations during the matching process. Accordingly, despite confirming the results discussed in Section

5 in terms of sign, significance and magnitude of coefficients, our estimated results will not be representative for French

firms.

We build three balanced samples, one for each treatment considered (AI users, buyers or developers). Treated and

control units are matched along all controls included in Equation 2: size, age, initial productivity, fast broadband, ICT

specialists, ICT training, number of other digital technologies, industry and regional dummies. The match is performed

exactly on industries. Also, the sample for AI buyers includes exact matching onAI developers, and viceversa. In order to

validate our matching procedure, we report the standardised mean differences on Table B.3 for all variables considered.

These differences are high when computed on the full sample, but are always lower than 0.1 after balancing the sample,

suggesting that the groups of treated and untreated firms considered are on average very close to each other in terms

of characteristics.

We report on Table B.4 the OLS estimation of Equation 2 performed on balanced subsamples. Model 1 and 2 use

the sample balanced on AI users. AI users result to be more productive thanks to developers, whereas AI buyers are not

significantly more productive. Next we balance the sample based on being an AI buyer in Model 3 or an AI developer

in Model 4. Results confirm that AI developers are significantly more productive than other firms, differently from AI

buyers.
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Balance in subsamples

Model 1-2 Model 3 Model 4
Treatment: AI User Treatment: AI Buyer Treatment: AI Developer
Original Balanced Original Balanced Original Balanced

AI Developer 0.873 0
AI Buyer 0.558 0
Log Employment 0.439 0.026 0.697 0.091 0.352 0.018
Log Age 0.053 -0.014 -0.008 -0.016 0.079 0.065
Initial Log Productivity 0.161 0.058 0.187 0.016 0.171 0.095
ICT Specialists 0.514 0.035 1,008 0.057 0.347 0.045
ICT Training 0.45 0.006 0.695 0.019 0.37 0.054
Fast Broadband 0.427 0.003 0.653 0.061 0.369 -0.026
Number of Digital Technologies 0.495 0.047 0.828 0.056 0.395 0.028
CA Food products -0.13 0 -0.338 0 -0.085 0
CB Textiles -0.043 0 -0.275 0 -0.023 0
CC Wood and paper products -0.042 0 -0.054 0 -0.033 0
CD Coke and refined petroleum products 0.036 0 0.065 0 0.028 0
CE Chemicals and chemical products 0.051 0 0.064 0 0.068 0
CF Pharmaceutical products 0.008 0 0.009 0 0.005 0
CG Rubber and plastics products, non-metallic mineral products -0.013 0 -0.026 0 0.003 0
CH Basic metals and fabricated metal products -0.07 0 -0.118 0 -0.054 0
CI Computer, electronic and optical products -0.063 0 0.008 0 -0.09 0
CJ Electrical equipment 0.067 0 0.071 0 0.06 0
CK Machinery and equipment n.e.c. -0.006 0 -0.011 0 0.009 0
CL Transport equipment 0.066 0 0.09 0 0.068 0
CM Furniture; other manufacturing; repair and installation of machinery equipment -0.048 0 -0.111 0 -0.026 0
DD Electricity, gas, steam and air-conditioning supply 0.02 0 0.046 0 0.023 0
EE Water supply; sewerage, waste management and remediation activities -0.111 0 -0.157 0 -0.097 0
FF Construction -0.16 0 -0.245 0 -0.114 0
GG Wholesale and retail trade 0.005 0 -0.032 0 0.02 0
HH Transportation and storage -0.088 0 -0.168 0 -0.093 0
II Accommodation and food service activities -0.061 0 -0.268 0 0 0
JA Publishing, audiovisual and broadcasting activities 0.087 0 0.154 0 0.034 0
JB Telecommunications 0.052 0 0.097 0 0.016 0
JC ICT business services 0.18 0 0.312 0 0.098 0
LL Real estate activities -0.024 0 -0.084 0 -0.003 0
MA Professional activities 0.132 0 0.157 0 0.1 0
MB Scientific research & development 0.053 0 0.111 0 0.026 0
MC Advertising and market research 0.014 0 0.027 0 0.021 0
NN Administrative -0.035 0 -0.122 0 -0.012 0
SS Other service activities 0.047 0 0.068 0 0.021 0
Île-de-France 0.289 0.023 0.501 0.007 0.215 -0.027
Centre-Val de Loire -0.051 0.048 -0.051 0.07 -0.029 0.018
Burgundy-Free-County -0.071 0.013 -0.076 0.033 -0.04 0.034
Normandy -0.053 -0.045 -0.146 -0.012 -0.024 -0.005
Heights-of-France 0.008 -0.028 -0.071 -0.031 0.013 0.008
Grand Est -0.094 -0.016 -0.129 -0.057 -0.076 -0.025
Lands of the Loire -0.11 0.004 -0.151 -0.05 -0.094 -0.025
Brittany -0.079 0.004 -0.152 0.011 -0.046 0.005
Nouvelle-Aquitaine -0.105 0.03 -0.38 -0.013 -0.058 0.03
Occitanie -0.123 -0.007 -0.226 -0.02 -0.092 0.013
Auvergne-Rhône-Alps -0.047 -0.016 -0.041 0.087 -0.054 -0.012
PACA 0.028 -0.003 -0.015 -0.06 0.019 0.028
Corsica 0.012 -0.029 -0.031 0 0.02 0

Table B.3: Measures of distance between original and matched subsamples across different regressions.
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Productivity across balanced subsamples

Treatment→ AI Users AI Users AI Developers AI Buyers
Model 1 Model 2 Model 3 Model 4

AI User 0.052***
(0.019)

AI Buyer 0.009 -0.002 -0.005
(0.020) (0.032) (0.022)

AI Developer 0.085*** 0.092*** 0.092***
(0.026) (0.030) (0.030)

Log Employment -0.027*** -0.028*** -0.028** -0.035***
(0.007) (0.007) (0.011) (0.009)

Log Age -0.030** -0.028* 0.011 0.004
(0.015) (0.015) (0.025) (0.017)

Initial Log Productivity 0.326*** 0.326*** 0.335*** 0.373***
(0.032) (0.032) (0.042) (0.038)

ICT Specialists 0.069** 0.065** -0.052 0.098***
(0.029) (0.029) (0.043) (0.034)

ICT Training 0.041* 0.041* 0.042 0.013
(0.024) (0.024) (0.037) (0.026)

Fast Broadband 0.061*** 0.059** 0.042 0.070**
(0.023) (0.023) (0.034) (0.028)

Number of Digital Technologies 0.036*** 0.034*** 0.039* 0.041***
(0.013) (0.013) (0.021) (0.015)

Num.Obs. 2524 2524 1045 1887
R2 Adj. 0.486 0.487 0.464 0.487
Region Fixed Effects Yes Yes Yes Yes
Industry Fixed Effects Yes Yes Yes Yes
Robust standard errors, clustered at the strata level, in parentheses
*** p<0.01, ** p<0.05, * p<0.1

Table B.4: OLS estimates of Equation 2 on matched subsamples.
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