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Abstract
This paper examines the influence of the six World Governance Indicators (WGIs), 
as defined by the World Bank, on the real GDP growth of five emerging markets, 
the BRICS (Brazil, Russia, India, China, and South Africa) countries, and three 
advanced economies, the United States, Germany and Japan. The analysis is based 
on a panel data set containing the six WGIs along with further macroeconomic 
variables (government debt, external debt, current account balance, trade balance, 
budget balance, foreign exchange rate and short-term interest rate), with annual data 
from 1996 to 2018. We find that regulatory quality has a positive impact on eco-
nomic growth, an effect that remains stable across all robustness tests. This indicates 
that a sound regulatory environment stimulates economic growth. We also find a 
negative impact of rule of law on economic growth, but this effect is not robust. The 
literature, however, documents a negative effect from income to rule of law, express-
ing that higher income does not necessarily lead to a demand for better institutions. 
A principal component analysis on the WGIs shows that governance is diverse 
across countries, while stable over time. The first two PCs capture more than 95% of 
the WGIs variance and are able to cluster emerging and developed markets.
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Introduction

Economists increasingly agree that a country’s governance and the quality of its 
institutions have a significantly positive influence on growth performance (Ace-
moglu et al. 2001; Kaufmann and Kraay 2002; Han et al. 2014; Mira and Hamma-
dache 2017; Samarasinghe 2018). Strong institutions serve as a backdrop against 
which governments enable stable economic conditions (Samarasinghe 2018). In 
a 1992 report of the World Bank, the need for good governance was emphasized 
and identified as the existence of transparent processes, including a bureaucracy 
performed with professional ethos, a government that takes responsibility for its 
actions, and a strong civil society engaged in public affairs acting under the rule 
of law (World Bank 1994, p. 7). In this report, the World Bank defined govern-
ance as “the manner in which power is exercised in the management of a coun-
try’s economic and social resources for development”.

However, the picture of the relationship between governance and growth still 
remains ambiguous and has yet to be fully understood. For examples, outcomes 
may differ across regions. As Acemoglu et al. (2005) put it, “[..], while we have 
good reason to believe that economic institutions matter for economic growth, 
we lack the crucial comparative static results which will allow us to explain why 
[the] equilibrium [of] economic institutions differ [..]” (p. 2).

We seek to provide answers to the following question: What governance indica-
tors help emerging market (EM) nations achieve a sustainable level of real economic 
growth in comparison with developed economies (DM)? The paper contributes to 
the literature by examining if governance factors affect GDP differently for EMs and 
DMs. We investigate which World Governance Indicators (WGIs) influence—and to 
what extent—the real GDP growth of EM economies, with a focus on BRICS coun-
tries (Brazil, Russia, India, China, South Africa), but excluding China, and compar-
ing these to DM economies, namely, the United States, Germany and Japan. All of 
the economics considered have in common that they are highly indebted, although 
this plays a minor role for the analysis itself. A panel data model including macro-
economic indicators between the years 1996 and 2018 is analyzed. The goal is to 
shed further light on the relationship between governance and economic develop-
ment while comparing EM and DM economies.

To this end, we conduct an extensive empirical study on a panel data set covering 
the time period 1996–2018 and involving WGIs and a set of control variables. Kauf-
mann et al. (1999) constructed the WGIs as six aggregate indicators corresponding 
to six basic governance concepts, which, according to their study, show a strong 
causal relationship between good governance and improved development outcomes: 
Voice and Accountability (VA), Political Stability and Absence of Violence (PSAV), 
Government Effectiveness (GE), Regulatory Quality (RQ), Rule of Law (RL), and 
Control of Corruption (CC). The control variables, identified as the main drivers of 
GDP growth in the related literature (Sánchez and Röhn 2016; Prasad et al. 2019) 
comprise government debt, external debt, budget balance, trade balance, current 
account balance, short-term interest rates and foreign exchange rates. Fixed effects 
and time fixed effects act as proxies for further controls.
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Because the six WGIs are highly correlated, we build an aggregate govern-
ance index using principal component analysis (PCA). We find that the aggregate 
index—the first principal component—separates the EM economies and DM econo-
mies into two separate clusters. While the first PC varies strongly across countries, 
it is “sticky” within each country. As such, the general level of governance does not 
explain the variation in GDP that is observed within each country. We do, however, 
find relationships between GDP growth and higher PCs across countries. These 
higher PCs turn out to be highly related to specific WGIs expressing in particular 
RQ and RL, as well as GE to some lesser extent. Other PCs create clusters of spe-
cific countries, so we can conclude that the WGIs differentiate between governance 
setups of various countries. Our findings are robust across variations of fixed effects 
and random effects models.

Our results are summarised as follows: The first main finding is that RQ has a 
stable statistically significant positive relationship with real GDP growth across all 
model variations and robustness tests. This indicates that a higher RQ—compris-
ing perceptions of sound policies and regulations, which in turn enable business 
development and foreign trade—results in a positive impact on economic growth. 
The trend towards more globalisation in the time period considered and the related 
opportunities for economic development support the finding. The second finding is 
that the positive relationship between RQ and GDP is stronger for EM economies 
than for DM economies. This result is statistically significant when EM economies 
are aggregated as well as for each economy individually. As a consequence, EM 
economies benefit disproportionately from improving RQ and are harmed dispro-
portionately from a decline in RQ. The third finding indicates that RL has a statisti-
cally significant negative relationship with economic growth. However, this finding 
is not stable across all robustness tests, mainly due to low within-country variation 
in RL. As a consequence, the resulting coefficients may be biased and the effect 
may be smaller than suggested by the panel data models. Economically, a possible 
explanation for the negative effect could be the negative economic impact of shorter 
election cycles associated with more democratic countries as opposed to more sta-
ble economic policies of less democratic countries. A similar finding in Kaufmann 
and Kraay (2002) is attributed to established elites reaping private benefits from 
low quality institutions with little reason to expect that higher income will lead to 
demands for better institutions.

Our study is also motivated by the renewed interest to better comprehend the 
principal drivers behind economic growth since The Great Recession of 2008. 
Recent studies focus not only on quantitative factors, such as labor and capital, to try 
and explain economic development, but also on qualitative channels, such as insti-
tutional quality. Economists have begun to rear away from the concept that poli-
cies have no role in shaping long-term economic development (Sánchez and Röhn 
2016, p. 5).

In 2016, the OECD reported that “countries with better quality of institutions 
experience less severe negative growth shocks” (Sánchez and Röhn 2016, p. 6). This 
can be explained as follows: More often than not, institutionally weak societies suf-
fer from a false redistribution of wealth by their government—often in favor of the 
people in power. To remain in power, politicians may pursue unsustainable policies 
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that appeal to a majority of the population. In the long-run, however, this gives way 
to growing social and economic unrest. Unsustainable policies hinder the develop-
ment of certain economic relationships and cause flight of capital, making a country 
more unstable and susceptible to shocks (Acemoglu et al. 2005, pp. 2–3). In addi-
tion, there seems to be a higher degree of infighting amongst power groups, ulti-
mately leading to further political turbulence and a lack of cooperation in the face of 
a crisis (Sánchez and Röhn 2016, p. 20).

As illustrated by World Bank (2020), institutional quality and economic complex-
ity are between the top five components of a growth-friendly environment, behind 
education, urbanization and investments (p. 220). For this reason, “[c]oncerns about 
prospects for productivity growth in EMDEs [emerging market and developing eco-
nomics] call for a renewed emphasis on structural policies that can unlock produc-
tivity gains [..]” (World Bank 2020, p. 222). Gains in productivity can be derived 
from contained political risk, simplified and transparent legal processes, fair compe-
tition, contract enforcement, and through greater trust in institutions. Good govern-
ance helps bring safer business environments and trade reforms forward that in turn 
promote growth (World Bank 2020, p. 229).

The remainder of this paper is organized as follows: “Related empirical studies” 
examines the related literature. In “Governance and GDP growth in EM and DM 
economies” we introduce the conceptual background and methodology. “Results” 
presents the empirical results and in “Conclusion” we conclude.

Related empirical studies

Many papers are concerned with the role of institutions for a country’s economic 
growth. Amongst these, the ones that are most relevant and closely related to this 
study, are Acemoglu et al. (2001), Kaufmann and Kraay (2002), Han et al. (2014), 
Emara and Chiu (2016), Samarasinghe (2018), Mira and Hammadache (2017), Han 
et al. (2014) and Sánchez and Röhn (2016).

A positive relationship between the quality of institutions and economic growth 
is well-established, e.g., Kaufmann and Kraay (2002). A positive correlation, how-
ever, does not yet establish a causal effect. There are essentially three situations: a 
causal effect may be present in either direction or an additional, possibly unobserv-
able, variable may cause both the relationship between the quality of institutions and 
economic growth.

Amongst the first papers to expose the causal effect of the role of institutions 
on economic growth, Acemoglu et al. (2001) employ an instrumental variable (IV) 
approach. As an instrument, they use mortality rates of European settlers in vari-
ous colonies in the 18th and 19th centuries, arguing that the incentive to establish 
good institutions was weak if settlers were unlikely to settle permanently. Likewise, 
Kaufmann and Kraay (2002) establish a causal effect from governance to economic 
growth on a cross section of 175 countries for the time period 2000/2001.

More recently, the work of Emara and Chiu (2016) evaluates the impact of gov-
ernance on economic growth between the years 2009–2013, using a panel of 188 
countries with a special focus on Middle Eastern and North African (MENA) 
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nations. The authors summarize the existing WGIs into a “composite governance 
index” (CGI) using the principal components analysis (PCA) method, to then apply 
it to a simple regression model for the analysis. They find that an increase in CGI 
by one unit increases GDP per capita by about 2% (Emara and Chiu 2016, p. 2). A 
draw-back of this study is that, given the composite governance index, the influence 
of the individual factors on growth cannot be revealed.

On the other hand, Samarasinghe (2018) studies the individual influence of the 
World Governance Indicators on growth. The author finds that control of corrup-
tion plays a principal role in the development of an economy. He argues that a one 
unit rise in control of corruption contributes to a 6.9% increase in economic growth. 
The research uses data of 145 countries between the years 2002–2014, and includes 
variables, such as corruption, political stability, absence of violence/terrorism, voice 
and accountability, FDI, trade openness and government consumption. The paper 
applies three econometric models (pooled OLS, fixed effects and random effects 
methods) having the log of real GDP based on purchasing power parity (PPP) as the 
dependent variable (Samarasinghe 2018, pp. 23, 20). The use of dummy variables 
to capture not only regional effects, but also the influence of income levels on the 
governance and growth prospects of the countries in question, is also worth noting.

Mira and Hammadache (2017) study the relationship between the implementation 
capacity of governance principles, as defined by the World Bank, and the economic 
performance of 45 developing countries. They use several regression model estima-
tions—similar to Samarasinghe (2018)—on the dependent variables GDP growth 
rate and GDP per capita, along with explanatory variables such as commodity prices, 
risk perception indexes and economic growth rates of dominant developed countries. 
Their findings indicate that given the broad concept of good governance, it is rather 
difficult to assume a positive correlation between governance and growth, let alone 
generalize such findings when it comes to EM economies—a valid point made by the 
authors. Be that as it may, Mira and Hammadache (2017) find that four of the six var-
iables have a positive correlation with GDP growth; however, only two of these vari-
ables are significant: government effectiveness and political stability and reduction of 
violence (p. 11)—with the latter being the most influential indicator in all regressed 
models of merely all regions (excluding Asia) (p. 16).

The Asian Development Bank (ADB) examines the question whether countries 
with above-average governance grow faster than countries with below-average gov-
ernance. The study includes all six WGIs between the time span of 1998 and 2011 
(Han et  al. 2014). The ADB also finds that four out of six governance indicators 
show a positive impact on GDP per capita and GDP growth, namely, government 
effectiveness, political stability, control of corruption and regulatory quality (Han 
et al. 2014). Developing Asian countries with a surplus in at least three out of the 
four listed government indicators have grown up to 2% annually, while MENA coun-
tries grew 2.5% faster than deficit countries (Han et al. 2014, p. 10)—results compa-
rable to that of (Emara and Chiu 2016). The study applies a generalized method of 
moments (GMM) model (Han et al. 2014, p. 2).

Sánchez and Röhn (2016) explore various types of policy frameworks that 
strengthen economic and financial systems and help alleviate the probability and 
depth of deep economic downturns, such as the GFC in 2008. They employ a 
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quantile regression model using Value at Risk (VaR) to examine how policy set-
tings relate to extreme fluctuations in GDP tail risks (5th percentile) of mainly 
OECD countries. Macroprudential policies, banking supervision, labor market poli-
cies, quality of institutions as well as country characteristics such as size, stage of 
development and openness to trade are some of the factors taken into account. Their 
results suggest that “[..] increasing the government effectiveness indicator by one 
standard deviation increases quarterly growth by around 0.2 percentage points [..], a 
modest but economically significant effect” (Sánchez and Röhn 2016, p. 20). Voice 
and Accountability also proved to be statistically significant in the 5th percentile—
otherwise known as Growth-at-Risk (GaR)—at the 1% level (Sánchez and Röhn 
2016, p. 31).

The initial inspiration for this paper was Prasad et  al. (2019), which examines 
Growth-at-Risk (GaR) in IMF countries. In the original paper on GaR, Adrian et al. 
(2022) analyze a total of 22 countries (11 advanced and 11 emerging market econ-
omies), between the years 1973 and 2016. The main goal of the GaR framework 
is to link current macro-financial conditions to the distribution of future growth 
(Prasad et al. 2019, p. 2). However, governance indicators are not taken into consid-
eration. Simply put, the model monitors the evolution of risk to economic activity 
over time, making it a suitable instrument to assess the likelihood of future risk sce-
narios (Prasad et al. 2019, p. 4). The authors use a five step Excel-based GaR tool, 
including country specific financial condition indexes (FCIs), to estimate tailored 
partitions of macro-financial variables, which are ranked according to their infor-
mational content and estimated using quantile regression coefficients to generate a 
fitted future growth distribution model. Based on these steps, a scenario analysis is 
conducted. Overall, the GaR framework attempts to assess the potential impact of 
systemic risk on the real economy (Prasad et al. 2019, p. 32). It turns out that “GaR 
is higher in the short-run; but lower in the medium run, when initial financial condi-
tions are loose relative to typical levels” (Adrian et al. 2022).

A related stream of literature deals with the relationship between democracy, gov-
ernance and economic growth, e.g., Acemoglu et al. (2019), Tarverdi et al. (2019) 
and Rivera-Batiz (2002). The literature argues that democracies can be linked to 
both greater and lower governance. Democracies allow to remove inefficient and 
corrupt government administrations, increasing the quality of governance in the 
long run. On the other hand, major decisions necessary for long-run growth may be 
harder to push through in democracies. A notable example is Singapore (see Sec-
tion 2 of Rivera-Batiz 2002). Since our focus in this paper is the link and compari-
son of governance and growth in EM and DM economies, we defer this fascinating 
extension of adding democracy as an additional dimension to further research.

Governance and GDP growth in EM and DM economies

In the following, we first outline the variables involved in the study. We then briefly 
summarize the principal component method, which is applied to the WGIs, and 
introduce the panel data model linking GDP growth with the WGIs.



SN Bus Econ (2023) 3:108 Page 7 of 33 108

Variables

The variables are described in detail below. An overview of the variables used in 
the analysis is given in Table 1.

GDP growth

Our main interest lies in determining the relationship between governance and the 
economic prosperity and welfare of a country, with a particular focus on classify-
ing countries as either emerging market (EM) or developed market (DM) coun-
tries. To measure economic welfare, we choose year-on-year real GDP growth 
expressed as a percentage of GDP. Real GDP growth serves as a common proxy 
for economic growth—in-line with the World Economic Outlook (WEO) stand-
ards of the IMF. The main reason for using annual data is that the key independ-
ent variables, the World Governance Indicators, along with a large share of the 
control variables, are only available annually. It is also arguable that yearly data is 
a more appropriate data frequency for the estimation at hand, since “policymakers 

Table 1  The WGIs are expressed in units of a standard normal distribution with mean zero and standard 
deviation of one, with higher values corresponding to better governance

With the exception of the FX rate, first differences of the control variables’ are employed in the regres-
sion model, to align the units with real GDP growth, which is expressed as a percentage change. The FX 
rate enters the regression model as log returns

Variable Symbol Unit Source

Dependent variable
 Real GDP growth real_GDP in % World Bank Open data

WGIs
 Voice and accountability VA # std. dev. World Bank
 Political stability and absence of 

violence
PSAV # std. dev. World Bank

 Government effectiveness GE # std. dev. World Bank
 Regulatory quality RQ # std. dev. World Bank
 Rule of law RL # std. dev. World Bank
 Control of corruption CC # std. dev. World Bank

Control variables
 External debt external_debt % of GDP The Global Economy
 Government debt gov_debt % of GDP The Global Economy
 Current account balance current_account % of GDP OECD Data
 Trade balance trade_balance % of GDP OECD Data
 Budget balance budget_balance % of GDP Trading Economics
 Short-term interest rate st_i in % OECD Data
 Foreign exchange rate FX USD IMF
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may be more concerned about 1 year of very low growth compared to just one 
bad quarter” (Sánchez and Röhn 2016, p. 13).

World Governance Indicators

The key independent variables of this study are the six World Governance Indi-
cators developed by World Bank economists in the late 1990s (Kaufmann et  al. 
1999). Kaufmann et al. (2009) updated these indicators in 2009 and defined them as 
follows: 

1. Voice and Accountability (VA)—capturing perceptions of the extent to which a 
country’s citizens are able to participate in selecting their government, as well as 
freedom of expression, freedom of association, and a free media;

2. Political Stability and Absence of Violence (PSAV)—capturing perceptions of the 
likelihood that the government will be destabilized or overthrown by unconstitu-
tional or violent means, including politically-motivated violence and terrorism;

3. Government Effectiveness (GE)—capturing perceptions of the quality of public 
services, the quality of the civil service and the degree of its independence from 
political pressures, the quality of policy formulation and implementation, and the 
credibility of the government’s commitment to such policies;

4. Regulatory Quality (RQ)—capturing perceptions of the ability of the govern-
ment to formulate and implement sound policies and regulations that permit and 
promote private sector development;

5. Rule of Law (RL)—capturing perceptions of the extent to which agents have 
confidence in and abide by the rules of society, and in particular the quality of 
contract enforcement, property rights, the police, and the courts, as well as the 
likelihood of crime and violence;

6. Control of Corruption (CC)—capturing perceptions of the extent to which public 
power is exercised for private gain, including both petty and grand forms of cor-
ruption, as well as “capture” of the state by elites and private interests.

The above listed dimensions of governance summarize “the process by which gov-
ernments are selected, monitored and replaced; the capacity of the government to 
effectively formulate and implement sound policies; and the respect of citizens and 
the state for the institutions that govern economic and social interactions among 
them” (Kaufmann et  al. 2009,  p.  5). There are two ways in which the six WGIs 
are measured: “(1) in standard normal units, ranging from −2.5 to 2.5, and (2) in 
percentile rank terms, from 0 to 100, with higher values corresponding to better out-
comes”.1 As is common in most of the literature, we use the first specification.

Moreover, to deal with the high correlation and possible multicollinearity 
between the governance indicators, the factors are also aggregated into principal 
components (see “Principal component analysis” below for details). The resulting 

1 https:// info. world bank. org/ gover nance/ wgi/ Home/ Docum ents.

https://info.worldbank.org/governance/wgi/Home/Documents
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principal components are primarily used as the main explanatory variables to exam-
ine the contribution of governance on economic development.

Control variables

There are numerous factors likely to affect the real GDP growth of a country. Fol-
lowing the works of Sánchez and Röhn (2016) and Prasad et  al. (2019), the con-
trol variables constitute fiscal and monetary policy indicators that are likely to affect 
near-term economic growth and influence the response to economic shocks. To 
that end, government debt, external debt and budget balance as a share of GDP are 
included in the baseline model as a proxy to capture the fiscal policy framework 
of a country. To monitor for monetary policy stance, short-term interest rates are 
included. To account for trade openness, the variable trade balance is added to the 
regression model, measured as exports plus imports of goods and services, and cur-
rent account balance as a percentage of GDP. Because trade is highly dependent on 
fluctuations in the value of a currency, foreign exchange rate returns (with the under-
lying FX rate is expressed in USD) are inserted.

Government debt, current account and budget balance proved to be highly signifi-
cant to the real GDP growth of all selected countries, with a negative relationship 
of government debt and current account on real economic development. The Inter-
American Development Bank revealed the negative and robust effect of government 
debt on growth, based on 136 countries between the years 1970–2010 (Calderón 
and Fuentes 2013, p. 3). As the paper at hand also proves, strong institutions and a 
high quality of domestic policy environment help mitigate this effect (Calderón and 
Fuentes 2013, pp. 33–34).

Bivens and Irons (2010) note that there is a specific threshold in the debt-to-GDP 
ratio of a country that when exceeded can pose dangers to the health of an economy. 
They claim that at moderate debt levels there is no association between debt and 
growth, but that according to their estimation, exceeding a threshold of a 90% debt-
to-GDP ratio hinders economic development(Bivens and Irons 2010). Another study 
by the European Central Bank suggests that this negative effect may already start at 
government debt levels beyond 70–80% of GDP (Checherita-Westphal and Rother 
2012, p. 4).

In any case, “[t]he theory underlying why federal borrowing can be bad for eco-
nomic growth primarily concerns deficits, not debt” (Bivens and Irons 2010). An 
increase in a state’s budget deficit implies that the government has raised its demand 
for loanable funds, borrowing money not only from foreign investors and the private 
sector, but also from its own citizens. The increased demand for a fixed supply of 
savings by the state drives up interest rates, reducing private sector investments and 
national capital stock along with it, which subsequently causes a down-turn in eco-
nomic growth (Bivens and Irons 2010).

The original data set considered contained further variables, such as long-term 
interest rates, inflation and credit-to-GDP gap. However, due to collinearity not only 
with short-term interest rates but also between the variables themselves, only short-
term interest rates were kept to control for interest rate differentials and lending 
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practices between countries. It is also worth mentioning that the most frequently 
traded instruments in EM economies are of a short-term nature (OECD 2020, p. 38).

We also considered adding global variables, such as the MSCI world index as a 
global measure of equity markets. However, global time series are effectively sub-
sumed by time fixed effects.

Sánchez and Röhn (2016) state that, “monetary policy decisions are likely to take 
the structural policy settings into account when reacting to a shock and monetary 
policy transmission mechanisms may depend on structural policy settings” (p. 14). 
For example, when real GDP growth is at the lower percentile, policy makers may 
be more likely to implement growth-friendly reforms, possibly improving their gov-
ernance scores. This may imply a negative correlation between growth and govern-
ance. Against this backdrop, a reverse causality effect that could significantly affect 
findings must not be ignored (Sánchez and Röhn 2016, p. 14).

Principal component analysis

Principal component analysis (PCA) is most commonly used to reduce the dimen-
sionality of high-dimensional data sets. If the different dimensions of the data are 
correlated, then PCA allows to capture a high proportion of the variability of the 
data with few dimensions only.

Conceptually, PCA refers to a linear factor model, where the factors are unob-
servable (latent) and determined from within the multivariate data. The principal 
idea is to rotate the coordinates expressing the data points in such a way that the 
factors are orthogonal, with the first factor capturing the maximum variance of the 
data, the second factor capturing the highest remaining variance, and so on. If the 
data are sufficiently correlated, then one can reduce the dimension while retaining 
a high proportion of data’s variance. Mathematically, the principal components of a 
covariance, resp. correlation matrix correspond to the eigenvectors. The eigenvalues 
express the amount of variance explained by each of the eigenvectors. We refer to, 
e.g., Chapter 23 of Simon and Blume (1994) for a mathematical treatment of PCA.

This exposition follows Section 10.2 of James et al. (2013). Let X = (X1,… ,Xp)
T 

be a random vector with expectation zero (i.e., demeaned). The first principal com-
ponent (PC) of X is the linear combination

that has the largest variance and normalised, such that 
∑p

j=1
�2
j1
= ‖�1‖2 = 1 . The 

elements �11,… ,�1p are the loadings of the first principal component. The second 
principal component Z2 is the linear combination of X1,…Xp (demeaned) that has 
maximal variance out of all linear combinations that are uncorrelated with Z1 . 
Higher principal components are defined likewise.

With data, the PCs are determined as follows. Assume given an n × p data set X , 
demeaned to have mean zero, consisting of n observations of p variables. If applying 
PCA with the correlation matrix in mind, then X would be standardised. Calculating 
the first principal component refers to finding

Z1 = �11X1 + �21X2 +⋯ + �p1Xp = �T
1
X
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that has the largest sample variance, subject to the constraint 
∑p

j=1
�2
j1
= 1 . In other 

words, the first principal component loading vector solves the optimisation problem

Because the variables are demeaned, this maximises the sample variance of 
z11,… , zn1 . The z11,… , zn1 are referred to as the scores of the first principal compo-
nent. The loadings and scores of the second PC are determined by maximising the 
variance out of all linear combinations uncorrelated with z11,… , zn1 . The process is 
repeated for higher PCs.

In practice, principal components are found via the eigendecomposition of the 
covariance or correlation matrix of X1,… ,Xp . The eigenvectors correspond to the 
factor loadings, with the eigenvalues denoting to the proportion of variance captured 
by each principal component. The scores are determined from (1).

Obviously, from maximizing the (remaining) variance for each PC, and because 
the PCs, resp. scores, are uncorrelated, one can reduce the dimension of the original 
data by discarding the last PCs, while retaining as much data variability as possible.

Panel data model

Our main interest lies in determining the relationship between WGIs, resp. their 
PCs, and GDP growth, both across countries and over time. We, therefore, consider 
a variety of regression models including the above-mentioned control variables to 
determine which of the WGIs, resp. PCs are statistically significant.

For panel data, the pooled ordinary least squares (OLS), the fixed effects and 
the random effects models are the most commonly used regression models. This 
also applies in the context of our analysis, see, e.g., Samarasinghe (2018). Without 
specifying cross-sectional dummy variables, pooled OLS ignores individual cross-
sectional effects, while the fixed effects and random effects specifications allow 
for individual cross-sectional effects. When the cross sections are countries, as in 
our case, then these effects capture time-invariant characteristics, such as culture, 
race, religion that may have affect explanatory variables (e.g., governance forms). 
Specifying cross-sectional fixed effects, therefore, allows to capture not only observ-
able, but also unobservable time-invariant effects. Provided the individual effects are 
time-invariant, this allows to establish causal effects between the independent and 
dependent variables. Allowing in addition for time fixed effects captures the time 
variation affecting all countries, such as the global business cycle.

In the following, we denote the dependent variable (real GDP growth) by Y and 
the vector of independent variables by X , which consists of both the explanatory 
variables (WGIs or their PCs) and control variables. All variables are indexed by the 
cross sections (countries) i = 1,… , n and by time t = 1,… , T  . Dummy variables are 

(1)zi1 = �11xi1 + �21xi2 +⋯ + �p1xip, i = 1,… , n,

max
�11,…,�p1

n�

i=1

�
p�

j=1

�j1xij

�2

= max
�11,…,�p1

n�

i=1

z2
i1

subject to ‖�1‖2 = 1.
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denoted by Dj , j = 1,… , n , resp. Ds , s = 1,… , T  . Specifically, Dij = 1 , if j = i , and 
0 otherwise; likewise, Dts = 1 , if s = t , and 0 otherwise. The error terms are denoted 
by �it . We generally assume that ��it = 0 and �[Xit�it] = 0.

The following panel data models are considered in our analysis:

• The Least Squares Dummy Variable Model (LSDV) corresponds to a pooled 
OLS model with cross-sectional dummy variables: 

 The cross-sectional fixed effects �1,… , �n are also called individual effects.
• The within transformation eliminates the individual effects �1,… , �n by demean-

ing all variables: 

• Time-fixed effects are included by adding dummy variables: 

• The random effects model assumes that the individual effects �1,… , �n are not 
constant, but random variables, independently and identically distributed across 
individuals: 

 Here �i + �it can be thought of as the error term. Consistency requires that all �i , 
�it and Xit are mutually independent.

For a detailed exposition and a concise treatment of all consistency conditions, we 
refer the reader to, e.g., Verbeek (2012) or Wooldridge (2015).

Aside from using dummy variables for each country, we also sometimes cluster 
the countries into two groups by including an EM versus DM dummy variable. As 
another variant, we also interact cross-sectional dummy variables with individual 
PCs to measure effects from the PCs that vary across countries.

The main difference between the fixed effects model (3) and the random effects 
model (5) can be expressed by the estimates of each model, see, e.g., Section 10.2.4 
of Verbeek (2012). The fixed effects model estimates

which is the expectation of real GDP growth given the explanatory and control vari-
ables as well as the individual effect. On the other hand, the random effects model 
estimates

(2)Yit =

n∑

j=1

�jDij + �T
Xit + �it.

(3)Yit − Yi = �T (Xit − X
i
) + (�it − �).

(4)Yit − Yi =

T∑

s=1

�sDts + �T (Xit − X
i
) + (�it − �).

(5)Yit = �0 + �T
Xit + �i + �it.

�[Yit|Xit, �i] = �i + �TXit,

�[Yit|Xit] = �0 + �TXit,
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i.e., the individual effect �i is “integrated out”. The Hausman test may be used to 
decide between applying a FE model or a RE model. Essentially, this is a test for the 
null hypothesis that xit and �i in (5) are uncorrelated, which is required for consist-
ency of the RE estimator. In this case, the RE estimator is efficient, which means that 
it should be preferred if the null hypothesis is not rejected. On the other hand, an FE 
estimator may be preferred if the individuals in the sample are “one of a kind”, such 
as countries or industries.

Results

Data

The paper analyses the BRICS (Brazil, Russia, India, China and South Africa) 
as representatives for EM economies across the globe. With the exception of 
China, EM countries have less total debt per GDP than advanced economies. 
China’s total debt grew sevenfold since the GFC, accounting for more than half 
of all outstanding debt by EM economies (Authers and Leatherby 2019). Data 
availability for these countries is mostly guaranteed. Advanced economies such 
as the United States, Germany and Japan are included in the analysis as a com-
parative measure. The time frame of this study is 22 years, from 1996 to 2018, 
given that the World Governance Indicators are only available since 1996.

The required data was collected from the online World Bank Open Data 
source, OECD Data, International Monetary Fund, Bank of International Settle-
ments, Trading Economics, The Global Economy and Quandl. For some coun-
tries data fore the 2000s was unavailable, causing the data set to be partly unbal-
anced. In addition, certain variables of certain countries had to be gathered from 
alternative sources. The sample has a total of 137 observations. An overview of 
the variables involved is given in Table 1.
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Fig. 1  Time series plots of real year-on-year GDP (1996–2018)
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Descriptive statistics

We give a brief statistical description of the variables involved. Figures  1 and  2 
show the time series and box whisker plots of the real annual year-on-year GDP 
figures for the eight countries considered. With the exception of China and India, all 
countries are strongly affected by the GFC in 2009.

Table 2 lists the main statistical measures of real GDP as well as all the gov-
ernance factors and the control variables. Here, the data are aggregated across 
EM and DM countries. We see that GDP of EM countries is more volatile com-
pared to DM countries. The governance factors of DM countries are in general 

Fig. 2  Box-whisker-plots of 
real year-on-year GDP. Each 
box comprises the interquartile 
range, separated by the median; 
the whiskers correspond to the 
upper and lower quartiles of 
the data
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Table 2  Descriptive statistics of variables aggregated across EM and DM countries

Emerging markets Developed markets

Mean Med. SD Min Max Mean Med. SD Min Max

real_GDP 4.82 5.1 3.89 −7.8 14.2 1.44 1.7 1.99 −5.7 4.2
Governance factors

VA −0.18 0.41 0.90 −1.75 0.85 1.19 1.12 0.17 0.95 1.50
PSAV −0.56 −0.5 0.45 −1.51 0.33 0.76 0.85 0.32 −0.23 1.41
GE 0.03 −0.04 0.34 −0.73 1.02 1.57 1.55 0.13 1.22 1.89
RQ −0.09 −0.21 0.34 −0.58 0.80 1.43 1.49 0.21 1.02 1.82
RL −0.27 −0.21 0.37 −1.1 0.33 1.56 1.61 0.15 1.20 1.85
CC −0.32 −0.35 0.44 −1.13 0.73 1.57 1.56 0.24 1.21 1.94

Control variables
external_debt 25.23 21.75 11.98 8.23 67.80 97.04 96.25 42.09 28.00 165.00
gov_debt 45.61 44.16 23.46 7.44 135.06 109.49 87.34 51.86 56.00 202.40
current_account 0.67 0.03 4.29 −5.79 17.5 1.86 2.98 4.26 −5.83 8.59
trade_balance 23.75 25.40 7.27 9.60 40.90 23.76 16.10 14.07 9.00 47.40
budget_balance −2.55 −3.31 3.32 −7.90 9.88 −3.58 −3.35 2.93 −9.80 1.90
FX 21.11 8.28 21.05 1.69 72.88 34.17 1.00 49.64 0.68 120.64
st_i 8.54 7.49 4.78 1.59 29.88 1.20 0.47 1.54 −0.33 5.27
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significantly higher and less volatile than for EM countries. Figure 3 shows box-
whisker plots of the WGI distributions. 

Figure  4 shows biplots of real GDP against each of the governance factors. 
The biplots show that none of the governance factors taken by itself provides a 
(linear) explanation of real GDP growth. However, they reveal that RL (rule of 
law) and CC (control of corruption) yield two clusters of EM and DM countries. 
A couple of interesting observations regarding the WGIs can be made from the 
plots: First, WGIs of DM economies are generally higher than of EM countries 
(the main exception being PSAV). Second, China and Russia have exceptionally 
low levels in VA, where the remaining EM countries are on par with the DM 
countries. Third, the WGIs tend to be “sticky”, i.e., they show some, but little 
variation around each country’s mean/median.
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Fig. 4  Biplots of real GDP against each of the governance factors
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Principal component analysis of governance factors

As outlined in “Principal component analysis”, PCA performs best if the multi-
variate data considered features a high degree of linear dependence, expressed as 

Fig. 5  PCA information
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correlation. Figure 5 exhibits several plots related to the PCA of the WGIs. The 
plot at the top left show the correlations of the WGIs, showing that the WGIs GE, 
RQ, RL and CC have pairwise correlations greater than 0.9. The smallest correla-
tion observed is 0.63, which can still be considered a strong linear relationship. It 
can, therefore, be expected that a PCA on the six WGIs will produce a small set 
of governance factors aggregating the different aspects of the WGIs.

The plot at the bottom left shows the eigenvectors, corresponding to the factor 
loadings, i.e., the first column corresponds to the factor loadings �11,… ,�p1 in 
Eq.  (1), etc. These can be interpreted as weights associated with each variable. 
This shows that the first PC (PC1) is a general factor aggregating all WGIs with 
similar weights. The plot at the bottom right shows the proportion of the WGIs 
variance captured by each PC. These are determined from the eigenvalues, which 
capture the variance of the PC scores, i.e., z11,… , zn1 from Eq. (1) for PC1, etc.

Because of the WGIs high correlation, PC1 captures 88.7% of the variance of 
the WGIs. PC2 through PC6 capture additional aspects of 1–2 WGIs each. How-
ever, the amount of variance captured drops sharply.

The plot at the top right shows the correlations between the WGIs and the PCs. 
To be precise, these are the correlation between the WGIs and the PC scores, i.e., 
z11,… , zn1 from Eq. (1) for PC1, etc. Just as the factor loadings, these correlation 
induce a correspondence between each PC and 1–2 WGIs.
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Fig. 6  Top: Time series of scores of first PC, which captures 88.7% of the variance of the WGIs and can, 
therefore, be considered a proxy of governance. Bottom: Biplot of real GDP growth against first PC
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Since the first PC captures 88.7% of the variance of the WGIs, it can be con-
sidered a proxy for overall governance. The top plot of Fig. 6 shows a plot of the 
time series, which indicates that governance differs across countries, but remains 
fairly constant across time. The lower plot shows a biplot of GDP growth against 
the first PC. This shows how governance, expressed as PC1, separates EM and DM 
countries.

Figure 7 shows biplots of PC2 against PC1. The countries are colour-coded in the 
left plot, showing that PC1 separates the DM countries from the EM countries. PC1 
and PC2 together separate China and Russia from the other EM countries. The right 
plot shows the output of an agglomerative clustering algorithm with k = 2 clusters 
(see, e.g., James et al. 2013). With two clusters, the algorithm clearly separates EM 
and DM countries. With three clusters, China is separated, and with four clusters in 
addition Russia is assigned its own cluster.

Regression results

Table 3 shows the output of different pooled OLS, fixed effects (FE) and random 
effects (RE) models with the WGIs as the explanatory variables. All estimates were 
produced by GNU gretl.2 All errors are robust (HAC for OLS models, Arellano 
for FE models and Nerlove for RE models). A comparison of the pooled OLS model 
without dummies, model (1), with the other models indicates that individual fixed or 
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Fig. 7  Top left: Biplots of PC2 against PC1 with countries colour-coded. Both PCs together capture 
more than 95% of the variance of the WGIs. The other plots show the output of an agglomerative cluster-
ing algorithm with two, three and four clusters (colour figure online)

2 http:// gretl. sourc eforge. net.

http://gretl.sourceforge.net
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random effects cannot be ignored. The constant specified in the FE and RE models 
follow the convention in Stata,3 which is also adopted by gretl. It is chosen, such 
that, without any information about the independent variables, the model predicts 
the average of the dependent variable, real GDP growth in our case. The coefficients 
of the pooled OLS models with country dummies, model (2), are equal to the FE 
model with country factors, model (3).

A Hausman test on the “base models” (3) and (4) rejects the null hypothe-
sis that the RE model produces consistent estimates (p-value approx. zero). We, 
therefore, continue the main analysis with FE models, but cross-checks indicate 
similar effects with the RE model across all model variations. However, our main 
interest lies in assessing differences in effects of WGIs on DM and EM markets 
as well as assessing to what extent effects on individual countries are streamlined 
or comparable. Models (6)–(11) consist of the base FE model (3) with an addi-
tional interacting variable for each WGI with the EM dummy. PSAV and GE are 
no longer statistically significant when clustering DM and EM markets (models 
(7) and (8)). To further break down the analysis of the WGIs, we consider FE 
models, where each WGI—one-by-one—is replaced by country-specific interact-
ing WGIs. The output of the WGIs’ coefficients is shown in Table 4. It turns out 

Table 4  Variations of FE model (2) (Table 3) with each WGI—one-by-one (i.e., outcomes of six mod-
els)—replaced by country-specific interaction effects of WGIs

Robust standard errors in parentheses
Statistically significant variables are bold
(*)/(**)/(***) indicates significance at the 10/5/1 percent level

Dependent variable: real GDP growth

VA PSAV GE RQ RL CC

Brazil 11.1∗∗ 0.615 −6.88∗∗∗ 6.33∗∗∗ −2.10∗∗∗ 3.91∗∗∗

(3.46) (0.580) (1.85) (1.92) (0.475) (1.36)
China −12.8∗∗∗ −2.51 −2.96 10.7∗∗∗ −11.2∗∗∗ −7.53∗∗∗

(1.86) (1.93) (2.18) (2.17) (2.19) (2.09)
India 17.1∗∗∗ 0.707 −0.478 5.06∗∗ −7.11∗∗∗ 5.17∗∗∗

(2.26) (0.450) (1.94) (2.23) (1.33) (1.44)
Russia 0.270 0.918 −9.17∗∗∗ 9.31∗∗∗ −30.9∗∗∗ 2.72

(1.72) (1.46) (1.79) (2.85) (4.48) (1.69)
South Africa −3.60 3.33∗∗ −3.75 6.24∗∗∗ −3.79∗∗ 1.61∗

(4.29) (1.50) (2.57) (1.06) (1.57) (0.938)
US 4.08 (1.50) −2.39 3.48∗∗∗ −9.13∗∗∗ 3.01∗

(2.16) (0.791) (2.10) (1.11) (2.54) (1.77)
Germany −9.68∗∗∗ 4.26∗∗∗ −0.387 3.34∗∗ 2.72∗∗∗ −6.35∗∗∗

(2.36) (0.920) (1.59) (1.28) (0.996) (1.71)
Japan 11.0∗ −2.68 −3.40 1.44 −6.21∗∗∗ 3.23

(5.62) (3.21) (2.72) (1.69) (2.18) (2.16)

3 Gould, W. (2013) “Interpreting the intercept in the fixed-effects model”. URL http:// www. stata. com/ 
suppo rt/ faqs/ stati stics/ inter cept- in- fixed- effec ts- model/.

http://www.stata.com/support/faqs/statistics/intercept-in-fixed-effects-model/
http://www.stata.com/support/faqs/statistics/intercept-in-fixed-effects-model/
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that RQ and RL are the only WGIs, where (i) statistical significance is obtained 
for nearly all countries, and where (ii) the effects point in the same direction. This 
is an indication that these effects hold in general and are not country-specific. We 
find a positive impact of RQ and a negative impact of RL on real GDP growth. 
Further robustness tests in Tables 5, 6 and 7 confirm these findings. However, the 
negative impact of RL has to be taken with some caution: the within-variation of 
RL is very low for most countries (see Fig. 3); likewise, when ranking the within-
country standard deviations of WGIs, this is lowest or second-lowest for RL for 
each country. A further indication for too little within-variation is the sharp drop 
in the constant whenever RL is dropped from the model (Tables  5 and 6). It is 
well-known that too little within-variation can lead to numerically unstable coef-
ficient estimates (e.g., Wooldridge 2015). Hence, the results of RL should be con-
sidered with caution.

Table 3 with the main results indicates that for each additional 0.1 standard devia-
tion units in RQ, on average real GDP growth increases by approx. 0.5–0.6 percent-
age points ceteris paribus. The results also suggest that as a result of a 0.1-stand-
ard-deviation appreciation in RL, real GDP growth drops by approx. 0.7 percentage 
points on average. The findings are similar when employing a dynamic panel model 
including a lag of real GDP growth.

Table 5  Variations of FE model (2) (Table 3) with WGIs as explanatory variables

To identify multicollinearity issues with RQ, the remaining WGIs are dropped one-by-one. Robust stand-
ard errors in parentheses
Statistically significant variables are bold
(*)/(**)/(***) indicates significance at the 10/5/1 percent level

Dependent variable: real GDP growth

(1) (2) (3) (4) (5) (6) (7)

Const 5.61∗∗∗ 5.26∗∗∗ 5.10∗∗∗ 4.70∗∗∗ 4.19∗∗∗ 1.99∗∗∗ 5.98∗∗∗

(0.817) (0.759) (0.718) (0.707) (0.825) (0.378) (1.04)
VA −1.05

(1.60)
PSAV 1.22∗ 1.32∗∗ 1.17∗∗

(0.616) (0.555) (0.492)
GE −3.61∗ −3.29∗ −2.48∗∗ −2.15∗

(1.65) (1.70) (1.04) (0.933)
RQ 5.77∗∗∗ 5.70∗∗∗ 6.09∗∗∗ 5.93∗∗∗ 5.12∗∗∗ 3.90∗∗∗

(1.34) (1.22) (1.03) (1.16) (0.922) (0.882)
RL −7.03∗∗ −7.01∗∗∗ −6.93∗∗ −6.51∗∗ −7.45∗∗ −6.05∗

(2.44) (2.38) (2.42) (2.38) (2.69) (2.75)
CC 1.87 1.54

(1.61) (1.96)
Controls Yes Yes Yes Yes Yes Yes Yes
Fixed effects Yes Yes Yes Yes Yes Yes Yes
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To understand the results from an economic point of view requires taking a 
closer look at the attributes captured by RQ and RL. Following Kaufmann and 
Kraay (2002), RQ includes “perceptions of measures imposed by excessive reg-
ulation in areas such as foreign trade and business development.” One would, 
therefore, expect to see a positive impact of RQ on real GDP growth, especially 
when taking into account the advancement of globalisation in the time period 
under consideration. This last point is also supported by the positive incremental 
effect of RQ on EM countries (model (9)), reflecting that a more stable business 
environment opens up business opportunities not only on a national level, but 
also globally.

The negative relationship associated with RL may appear less plausible 
and, on grounds of the issues outlined above, should be interpreted with care. 
However, in-line with our finding of a negative effect between GDP and RL, 
Kaufmann and Kraay (2002) find a negative effect from income (measured by 
GDP) to RL. Their result is robust in the sense that a positive effect could only 
be obtained by an implausibly high measurement error, which is equivalent to 
saying that RL would be virtually uninformative. One implication of measur-
ing a negative feedback from income on RL is that “improvements in institu-
tional quality or governance are unlikely to occur merely as a consequence of 
economic development” (Kaufmann and Kraay 2002). In fact, they plausibly 

Table 6  Variations of FE model (2) (Table 3) with WGIs as explanatory variables

To identify multicollinearity issues with RL, the remaining WGIs are dropped one-by-one. Robust stand-
ard errors in parentheses
Statistically significant variables are bold
(*)/(**)/(***) indicates significance at the 10/5/1 percent level

Dependent variable: real GDP growth

(1) (2) (3) (4) (5) (6)

Const 5.61∗∗∗ 3.93∗∗∗ 1.78∗∗∗ 1.78∗∗ 2.09∗∗∗ 1.99∗∗∗

(0.817) (0.782) (0.642) (0.634) (0.410) (0.378)
VA −1.05 −0.937 1.33 1.26

(1.60) (2.41) (2.33) (2.14)
PSAV 1.22∗ 0.604 0.107

(0.616) (0.849) (0.866)
GE −3.61∗ −4.90∗∗

(1.65) (1.79)
RQ 5.77∗∗∗ 5.36∗∗ 4.30∗∗∗ 4.31∗∗ 4.30∗∗∗ 3.90∗∗∗

(1.34) (1.69) (1.50) (1.48) (1.49) (0.882)
RL −7.03∗∗

(2.44)
CC 1.87 1.60 −1.04 −1.03 −0.815

(1.61) (1.68) (1.60) (1.64) (1.85)
Controls Yes Yes Yes Yes Yes Yes Yes
Fixed effects Yes Yes Yes Yes Yes Yes Yes
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explain that the opposite may occur: as established elites reap private benefits 
from low quality institutions, there is little reason to expect that higher income 
will lead to demands for better institutions. This is exemplified on economies in 
East Asia and Latin America.

Table 8 shows the same models as Table 3, but with the WGIs replaced by the 
PC scores. Without interaction terms, PC4 is statistically significant at the 1% 
level, and PC3 is statistically significant at the 10% level. The factor loadings in 
Fig. 5 (lower left) indicate that PC4 captures variability mainly in RQ and RL 
not captured by any of the other PCs. The statistical significance of the PC4/EM 
interaction term confirms that the finding that RQ is a driver of GDP growth. 
The statistical significance of the PC5/EM interaction term is consistent with the 
findings that GE, RQ and RL are statistically significant in the regressions with 
the WGIs and that the loadings on PC5 of these variables are high.

Surprisingly, PC1, which accounts for 88.7% of the variance of the WGIs and 
which can, therefore, be considered a proxy for governance as a whole, is not 
statistically significant. The biplot of real GDP growth against PC1, see the cor-
responding plot in Fig.  6, shows that PC1 separates EM from DM countries. 
Furthermore, we see different country-specific effects. Together with the obser-
vation that the scores of PC1 are “sticky”, i.e., show little variation within coun-
tries (see Fig.  6), indicates that PC1 may be replaced by the constant and the 

Table 7  Variations of FE model (2) (Table 3) with WGIs as explanatory variables

To identify multicollinearity issues with RQ and RL, the remaining WGIs are dropped one-by-one. 
Robust standard errors in parentheses
Statistically significant variables are bold
(*)/(**)/(***) indicates significance at the 10/5/1 percent level

Dependent variable: real GDP growth

(1) (2) (3) (4) (5) (6)

Const 5.61∗∗∗ 6.61∗∗∗ 6.50∗∗∗ 5.86∗∗∗ 5.62∗∗∗ 5.98∗∗∗

(0.817) (1.06) (1.04) (1.08) (1.20) (1.04)
VA −1.05 −0.291

(1.60) (2.10)
PSAV 1.22∗ 1.12 1.15 0.864

(0.616) (0.960) (0.913) (0.758)
GE −3.61∗ −2.19 −2.10

(1.65) (1.77) (2.09)
RQ 5.77∗∗∗

(1.34)
RL −7.03∗∗ −6.50∗∗∗ −6.50∗∗∗ −7.12∗∗ −6.69∗∗ −6.05∗

(2.44) (2.13) (2.12) (2.44) (2.58) (2.75)
CC 1.87 2.94 2.85 1.82 1.76

(1.61) (1.93) (2.35) (1.37) (1.41)
Controls Yes Yes Yes Yes Yes Yes Yes
Fixed effects Yes Yes Yes Yes Yes Yes Yes
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Table 9  Regression results for 
real GDP growth with PCs as 
explanatory variables

Model (1) is a pooled OLS model without a constant and with PC1 
interacting dummies. Model (2) is a pooled OLS model without a 
constant and with a PC1/EM interacting dummy. Sample size: 137. 
Robust standard errors in parentheses
Statistically significant variables are bold
(*)/(**)/(***) indicates significance at the 10/5/1 percent level

Dependent variable: real GDP 
growth

(1) (2)

PC1 0.436∗

(0.215)
PC2 −0.469 0.237

(1.05) (1.24)
PC3 −3.01∗∗∗ 1.47

(0.777) (0.852)
PC4 −6.87∗∗∗ 0.402

(1.45) (3.10)
PC5 2.13∗ 2.47

(1.10) (2.84)
PC6 −1.34 −4.47

(2.32) (4.28)
PC1 (Brazil) 0.261

(0.721)
PC1 (China) −4.99∗∗∗

(0.564)
PC1 (India) −5.08∗∗∗

(0.771)
PC1 (Russia) −0.699∗∗∗

(0.210)
PC1 (S.A.) −0.103

(1.12)
PC1 (U.S.) 1.51∗∗∗

(0.217)
PC1 (Germany) −0.334∗∗

(0.0934)
PC1 (Japan) 0.743∗∗∗

(0.125)
PC1 (EM) −2.88∗

(0.618)
Controls Yes Yes
Adj. R2 0.891 0.674



 SN Bus Econ (2023) 3:108108 Page 30 of 33

country fixed effects. The regression models in Table 9 investigate this further. 
Model (1) shows the pooled OLS model without a constant and without country 
fixed effects. These are replaced by interaction terms of PC1 with each coun-
try. Aside from the high statistical significance for all countries, except for Bra-
zil and South Africa, we find different signs of the coefficients, indicating that 
the overall relationship of governance and GDP growth differs across countries. 
In fact, the U.S. and Japan are the only countries with a statistically significant 
positive relationship between governance and GDP growth. Model (2) contains 
a PC1/EM interacting term. While the effect of PC1 for DM countries is posi-
tive, the interacting term has a statistically significant negative coefficient large 
enough to conclude that the relationship is negative for EM countries. This con-
firms the relationship between the lower WGIs and generally higher GDP growth 
of EM markets.

Conclusion

We explore the role of governance on GDP growth by investigating the rela-
tionship between governance and annual real GDP growth in a panel of the five 
BRICS countries and three DM countries (Japan, Germany, U.S.) in the time 
period 1996–2018. Governance is represented by six world governance indica-
tors (WGIs) defined by the World Bank: voice and accountability (VA), political 
stability and absence of violence (PSAV), government effectiveness (GE), rule of 
law (RL), regulatory quality (RQ) and control of corruption (CC).

Due to the high correlation amongst the WGIs, a principal component analysis 
(PCA) allows to aggregate the WGIs into governance factors capturing the joint 
variation of all WGIs. The first PC, which captures 88.7% of the WGIs variance, 
shows significant differences across countries, but shows little variation within 
countries over time. As such, governance tends to be more “sticky” than GDP 
growth. It also clearly separates EM from DM countries, with EM countries hav-
ing a lower governance than DM countries. Applying a clustering algorithm to 
the first two PCs clearly separates the countries into the following clusters: EM/
DM countries for two clusters, EM-ex-China/China/DM for three clusters and 
EM-ex-China-Russia/China/Russia/DM for four clusters. Throughout, the EM 
countries Brazil, India and South Africa remain within one cluster.

A diverse set of panel regression models, including fixed effects and random 
effects models on the WGIs as explanatory variables and involving a set of con-
trol variables reveals that two WGIs have statistically significant effects on GDP 
growth: regulatory quality (RQ) and rule of law (RL). The results are robust 
when employing dynamic panel models, where a lag of the dependent vari-
able is included (however, the results are not shown here, as they add no new 
information).

RQ has a significant positive influence on economic growth, which also per-
sists at more granular levels: First, when differentiating EM and DM countries 
it turns out that the effect is significantly stronger for EM countries than for DM 
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countries. Second, when differentiating at the country level, the effect is positive 
for all but one country (the exception being Japan).

Regulatory quality not only helps prevent corruption and the occurrence of 
monopolies, but regulations also are an essential part of enabling sustainable eco-
nomic growth, market openness, social welfare, sound financial systems, environ-
mental protection (Mujtaba et al. 2018, p. 7) as well as foreign trade and business 
development (Kaufmann and Kraay 2002). Such achievements are made by put-
ting rules in place that ensure public money is well spent and allocated towards 
the most pressing issues and by creating an environment that embraces private 
investment and business development. The positive effect observed may be 
emphasised by the trend towards a more globalised world during the time period 
under consideration, which would boost business activities and, therefore, eco-
nomic growth in those markets that create a reliable regulatory framework. It is, 
therefore, reasonable that improvements on RQ in EM economies—countries in 
most need of structural reforms—, have a positive impact on growth.

RL has a statistically significant negative effect on economic growth. The robust-
ness tests, however, indicate that this observation must be taken with care, especially 
in the magnitude observed. For most countries, within-variation in RL is very low, 
whence estimated coefficients associated with RL may, at least in part, be compen-
sated by fixed effects, similar to a multicollinearity issue. One possible economic 
argument for the negative effect of RL on economic growth is as follows: The coun-
tries that mostly adhere to the rule of law are (developed) countries with a demo-
cratic regime and a 4-year election cycle. This means that every 4 years more focus 
is put on short-term political campaigns and political agendas may change, so de 
facto long-term economic programmes may suffer some breaks or even be reversed 
along the way. This does not happen in countries with a dictatorial or totalitarian 
regime, where leaders are in power over many years “without being questioned”, 
meaning certain programmes that may boost economic growth (with no regards 
to the rule of law) are able to prevail over time and not only in a marathon-like 4 
year period. Similarly, Kaufmann and Kraay (2002) find that income has a nega-
tive impact on governance, expressed through RL. They argue that “higher incomes 
do not necessarily lead to demands for better institutional quality”. In fact, one can 
easily conceive situations, where elites in a country benefit from a status quo of mis-
governance and hinder demands for better governance even as incomes rise.

When replacing the WGIs by the PCs in the panel data analysis, the above results 
are confirmed. The fourth PC, which is statistically significant across all models 
and robustness tests, essentially captures RQ and RL. At first surprisingly, the first 
PC, which captures 88.7% of the WGIs variance, is not statistically significant. As 
noted above, this may be due to the “stickiness” or little within-variation of the first 
PC over time. At a more granular level, however, we find that the first PC sepa-
rates emerging market countries (EM) from developed market (DM) countries. This 
reflects that DM countries have an overall higher governance. However, only a weak 
significant relationship is revealed with respect to real GDP growth. When build-
ing interaction terms of the first PC with the countries, however, we find that for 
most countries a statistically significant relationship between the first PC and GDP 
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growth exists, with only Japan and the U.S. having a statistically significant positive 
relationship.
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