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RESEARCH ARTICLE

Techno-authoritarian imaginaries and the politics of
resistance against facial recognition technology in the US
and European Union*

Hendrik Schopmans and İrem Tuncer Ebetürk

WZB Berlin Social Science Center, Berlin, Germany

ABSTRACT
While artificial intelligence technologies are increasingly studied as drivers of “digital
authoritarianism,” resistance to this process has remained underexplored. Our paper
addresses this gap by asking why and how citizens resist AI-powered
autocratization in consolidated democracies. We first conceptualize this resistance
as distinct from other forms of anti-autocratic resistance in that it is anticipatory
rather than reactive, and directed at existing authorities rather than new
democratic challengers. We then introduce techno-authoritarian imaginaries as a
novel concept to understand the drivers and shapes of this resistance. First, we
argue that activists from civil society draw on these broader, pre-existing
imaginaries of authoritarian futures to make sense of new technologies and
articulate technology-specific problem frames. Second, we propose that imaginaries
are contingent on historical and political experiences and therefore differ between
contexts. Such differences, in turn, shape how the respective targets respond to
resistance. We illustrate our argument by case studies of campaigns against facial
recognition technology in the U.S. and the European Union. Our paper enriches
existing debates on resistance to autocratization and advocates or a more
pronounced engagement with practices of future-making, as constructions of
societal futures—both desirable and undesirable—are becoming an increasingly
important source for democratic mobilization.

ARTICLE HISTORY Received 23 October 2022; Accepted 11 September 2023

KEYWORDS Artificial intelligence; autocratization; facial recognition technology; surveillance; frames;
sociotechnical imaginaries

Introduction

Artificial intelligence (AI) has become ubiquitous in citizens’ lives. Across democratic
states, public authorities now trust AI systems with decisions in critical domains,
ranging from criminal justice to social benefits allocation.1 While recognizing ethical
risks, governments have legitimated their uptake of AI by invoking powerful visions
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of the future. In national AI strategies, the US and members of the European Union
(EU) have presented AI as a transformative general-purpose technology bound to
unleash countless benefits – from discovering drugs and diagnosing diseases to
helping solve the climate crisis.2 For others, however, AI’s potential benefits are over-
shadowed by a far less optimistic vision: one in which AI acts as an accelerator of
democratic regression. China and other authoritarian regimes, who have exploited
the technology to establish highly automated surveillance states, loom large as
extreme cases of AI-driven autocratization.3 Yet, a vocal and organized group of
actors from civil society – including concerned scholars, tech workers, and human
and digital rights activists – have warned that even in consolidated democracies like
the US, Germany, France, or the United Kingdom, the unregulated spread of AI
systems may drastically undermine democratic processes in the future. Democratic
governments, like their authoritarian counterparts, may not be immune to the tempta-
tion of AI-powered mass surveillance enabled by facial recognition technology (FRT)
or predictive policing systems. Concerns have also mounted that a handful of corpor-
ations may exploit their monopoly over massive amounts of personal data to manip-
ulate human behavior for profit.4 Consequently, grassroots activism against AI-
powered autocratization has grown across democratic polities. However, there has
been little scholarly engagement with why and how civil society mobilizes resistance
against this anticipated threat to democracy.

To fill this gap, this article asks two questions: First, why do these resisters fear auto-
cratization through technologies still in an early development and deployment stage?
When resistance is forming, these systems’ technical features are still evolving, infor-
mation on how widely they are deployed is limited, and evidence of their risks to
democracy is still scarce and contested. Given this uncertainty surrounding emerging
surveillance technologies, resistance to AI-powered autocratization must be grounded
in something other than tangible, systematic evidence that a democratic regression is
already underway. Second, given that activists mobilize against anticipated rather than
observable autocratization, how does the future nature of the threat shape advocacy
strategies? Just like proponents speak of benefits that cannot be imagined in the
present, resisters cannot be sure about the nature of harms resulting from future
changes in the technology. This raises the question of how civil society actors deal
with this uncertainty in the problem frames they develop to mobilize public
support. We explore these questions empirically by studying campaigns against FRT
in the US and the EU. As breakthroughs in AI have drastically expanded its potential
to automate surveillance practices, FRT has been particularly contested. It thus serves
as a suitable case to study the politics around anticipated, AI-powered autocratization.

In conceptual terms, our article draws on insights from science and technology
studies (STS) and the sociology of expectations, which have extensively theorized
how beliefs about the future shape political action in the present.5 Building particularly
on the concept of sociotechnical imaginaries,6 we foreground techno-authoritarian
imaginaries as a key concept to understand the causes and strategies of resistance
against AI-powered surveillance technologies. We define techno-authoritarian imagin-
aries as collectively held visions of an undesirable societal future in which public and
private actors systematically use technologies, which by their very design facilitate non-
democratic practices, to retract the democratic rights of individuals or groups.

Our argument is twofold: First, we propose that resistance against anticipated auto-
cratization is embedded in techno-authoritarian imaginaries. Activists draw on
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collective imaginaries to make sense of new technologies and construct technology-
specific problem frames. Accordingly, we treat imaginaries as conceptually distinct
from frames;7 even though imaginaries are explicitly articulated only in the context
of concrete technologies, they operate at a much broader level of meaning-making
about social relations – and thus are more durable and abstract than the problem
definitions and policy solutions activists develop for specific artifacts. Techno-author-
itarian imaginaries, in short, reflect a deeply entrenched mistrust towards institutions
of power – both public and private – which finds expression in activists’ communi-
cations about how malicious actors will misuse a specific technology unless they are
stopped. At the same time, we recognize that the features of particular technologies
are not inconsequential. Some technological designs are more likely to be perceived
as inherently authoritarian than others and thus more readily made sense of
through techno-authoritarian imaginaries.

Second, we argue that techno-authoritarian imaginaries are diverse and contested.
Context-specific experiences with anti-democratic practices shape their content;
accordingly, they differ across borders. At the same time, imaginaries are likely to
be contested within societies, as societal actors vary in their beliefs about sociotechnical
futures.8 The implications are twofold: First, invoking different imaginaries can result
in different ways activists strategically frame a new technology as a problem. In the case
of the US, for instance, frames presenting FRT as a racist tool of oppression became
particularly prominent, whereas civil society organizations in the EU primarily por-
trayed FRT as a threat to the fundamental rights of all citizens. Second, we propose
that such differences in strategic frames elicit different responses. Problematizing
FRT based on racial bias in the US opened a debate about technical fixes, as corpor-
ations and law enforcement reframed discriminatory designs as temporary issues
that technological progress would eventually remedy. By contrast, the dominant
frame of EU-based activists – biometric mass surveillance always constituted a viola-
tion of fundamental rights – was less susceptible to such technical arguments.

Our article enriches the nascent literature on resistance to autocratization by fore-
grounding a less-studied category of contesters: actors who see a threat to democracy
not only in the rise of populist parties but in the creeping surveillance practices of see-
mingly progressive actors and in the authoritarian technologies they rely on. Here, we
highlight that understanding anti-autocratic resistance requires a deeper engagement
with temporal politics. Our concept of techno-authoritarian imaginaries underlines
that the study of democratization and autocratization can profit from a more thorough
engagement with contested practices of future-making, as constructions of societal
futures – both desirable and undesirable – are becoming an increasingly important
source for present-day political mobilization.

Our article furthermore responds to the Special Issue’s objective to generate
empirically informed accounts of how the proliferation of AI shapes contentious
politics in consolidated democracies. Our analysis moves beyond the current focus
on how AI-powered surveillance technologies shape government-opposition
dynamics in autocracies. We show that, contrary to a prominent political narrative
that contrasts “Western,” democratic AI with AI empowering digital authoritarian-
ism, concerns over automated mass surveillance are a powerful source for anti-auto-
cratic mobilization in the US and the EU. Despite their successful agenda-setting,
however, our article reveals that the nascent advocacy coalition confronts a powerful
adversary: Governments and corporations that counter claims of impending
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autocratization by promoting attractive visions of AI as an agent of beneficial tech-
nological change.

The article proceeds as follows. The next section reviews how existing studies have
approached resistance to autocratization and introduces our theoretical approach.
Leveraging the literature on technological expectations, we develop the concept of
techno-authoritarian imaginaries. The third section outlines our methodological
approach. The fourth section provides empirical evidence for our argument by exam-
ining campaigns against FRT in the US and the European Union.

Techno-authoritarian imaginaries as drivers and shapers of anti-
autocratic resistance

How and when does civil society resist perceived threats to democracy? In recent years,
this question has attained renewed relevance as processes of democratic backsliding
have unfolded across the world.9 Scholars have identified a “third wave of autocratiza-
tion” defined by gradual forms of democratic regression rather than military coups and
illegal power grabs.10 While many works have sought to capture the causes of autocra-
tization – an umbrella concept that refers to “any move away from [full] democracy”11

– less attention has been paid to the actors who resist this process. As Tomini, Gibril,
and Bochev (2023) note, “very little is known about these actors and their strategies in
fighting autocratization.”12 The authors differentiate between various types of resist-
ance actors whose salience in the struggle against autocratization varies according to
how far an authoritarian transition has progressed. However, like other studies on
resistance to autocratization, their focus is mainly on cases where autocratization is
already underway.13

Recent literature on democratic resilience, by contrast, has examined the potential
for resistance strategies at an earlier stage of the democracy-autocracy continuum:
when democracies are still consolidated and autocratization can still be averted.14

To this end, scholars have first identified the structural causes of autocratization,
such as widespread societal polarization or an inadequate supply of democratic
parties.15 Autocratization, from this view, can be forestalled through measures as
diverse as addressing societal grievances, employing counter-polarization strategies,
and fostering civic education.16 While scholars’ concern with pre-empting autocratiza-
tion speaks to the type of resistance we are interested in, they tell us more about struc-
tural reforms aimed at nipping authoritarian tendencies in the bud – and less about the
actors who attempt to pre-emptively avert anticipated threats to democracy.

Consequently, even though both research strands provide a fertile conceptual
ground for this article, they do not capture the forms of anti-autocratic resistance
we observe in the case of surveillance technologies. The latter type of resistance is dis-
tinctive in two ways: First, it is pre-emptive in that it seeks to counter an anticipated
autocratization rather than one already underway. Civil society actors mobilize not
because they observe tangible indicators of autocratization, but because they expect
authorities to abuse new technologies for cutbacks on democratic rights in the
future. This, then, raises the question why these actors believe that such a future
would materialize in the first place. Second, the actors resisting anticipated autocrati-
zation do not believe that the primary threat to democracy necessarily stems from the
rise of populist actors. Instead, they presume that democratic erosion might also
emanate from established, progressive actors such as liberal governments. Therefore,
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understanding this distinct form of anti-autocratic resistance requires an analytical
lens that accounts for why actors engage in resistance if the threat of autocratization
is not yet materializing but an anticipated possibility. Our focus here will be on the
activities of social resisters: actors including civil society organizations, social move-
ments, and individuals who – unlike resisters from within state institutions or political
parties – organize resistance at the grassroots level.17

To study resistance against anticipated autocratization, we leverage insights from
Science and Technology Studies (STS), a discipline that has widely studied how
visions of the future can drive political action in the present. Studies of technoscientific
expectations foreground how promises, imaginaries, and other forms of anticipatory
discourse shape how actors develop, govern, and contest new technologies.18 Much
of this literature has centered on scientific establishments who construct “regimes of
promises” around new technologies to attract funding from public and private spon-
sors.19 The key proposition is that scientists’ promises and visions are “the future made
present”20 – they may pertain to the future but still exercise effects in the present, such
as shaping public perceptions about a technology’s risks and benefits.21 More recent
work has established that governments, too, legitimize policies by articulating
visions of better futures made possible through technoscientific progress. Jasanoff
and Kim (2015) capture this process through the concept of sociotechnical imagin-
aries, which they define as “collectively held, institutionally stabilized, and publicly per-
formed visions of desirable futures, animated by shared understandings of forms of
social life and social order attainable through, and supportive of, advances in
science and technology.”22 Again, imaginaries shape the present: they influence tech-
nological design choices, the allocation of funds, or whether political dissent towards
technologies is accepted or suppressed.23

Building on these insights, we propose the concept of techno-authoritarian imagin-
aries as an analytical tool to shed light on the causes and strategies of resistance against
the democratic threat associated with AI-powered surveillance technologies. Our
concept shifts the analytical focus from the mostly positive imaginaries articulated
by scientists and governments to more pessimistic imaginaries constructed by opposi-
tional actors. Not everyone may believe that technological progress will create a future
where everyone is freer, healthier, and better off. It may also result in catastrophic acci-
dents, environmental degradation, and democratic recession. To study such alternative
imaginaries, we engage with scholars who have traced how so-called counter-imagin-
aries inform attempts by civil society to “re-appropriate and subvert the dominant
imaginary of technological innovation, societal benefit, and inevitability of surveil-
lance.”24 However, our focus here is not just on counter-imaginaries, as this presup-
poses that imaginaries necessarily develop in opposition to a dominant imaginary.
Instead, we propose that oppositional actors may be the first to articulate imaginaries
publicly. In the case of surveillance technologies, for instance, the public may often not
be aware of their use before activists make them visible as problems through construc-
tions of dystopian futures. We, therefore, follow Hess’ (2015) ambition

to track and interpret oppositional imaginaries. This approach […] is based on the idea that
mobilized publics not only contest the assumptions of official imaginaries but also create
their own imaginaries.25

We define techno-authoritarian imaginaries as collectively held visions of an undesir-
able societal future in which public and private actors systematically use technologies,
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which by their very design facilitate nondemocratic practices, to retract the democratic
rights of individuals or groups. These imaginaries act as a rationale and a rhetorical
resource for activists engaging in anti-autocratic resistance.

We make two propositions to guide the study of techno-authoritarian imaginaries.
First, we build on the literature’s assumption that sociotechnical imaginaries are
grounded in broader, collective understandings about social order and technology
that are forged over time; thus, they endure independent of temporary “ideas and
fashions.”26 Accordingly, techno-authoritarian imaginaries are rarely defined by con-
cerns about a single technology but stem from a deep-seated mistrust in the relation-
ship between technologies and institutions of power. The mere arrival of new
technologies rarely suffices to spur visions of a pessimistic future. Instead, civil
society actors often make sense of new technologies through broader, pre-existing ima-
ginaries. These imaginaries provide resisters with an orienting vision in a political
environment where the “complexity and rapid pace of change in its sociotechnical
arrangements […] create[s] a shifting milieu of threats.”27 Even if the technical features
of a technology change, the imaginary’s more abstract societal future, remains rela-
tively stable. Therefore, we treat imaginaries as conceptually different from frames,
as the former “are less explicit, less issue-specific, less goal-directed, and less politically
accountable.”28 Activists use techno-authoritarian imaginaries as reference points
when developing frames for new technologies – ie why a specific technology is proble-
matic and what should be done about it.

We do not claim that the relationship between techno-authoritarian imaginaries
and specific technological artifacts is unidirectional or that activists will make sense
of any new technology through the imaginary. As Winner (1980) highlights, techno-
logical artifacts can have political properties; some technologies are more compatible
with certain political and social relationships than others.29 The very design of technol-
ogy can embody political values and make it more susceptible to be constructed as
(in)compatible with democratic political orders. In some cases, developers actively
attempt to design technology in a way that supports democratic values. Chile’s
efforts to develop computer and communications technology in line with democratic
socialism30 or plans to overcome election fraud in Chad through biometric voter regis-
tration are just two examples of such attempts.31 On the flip side, the design processes
underlying most surveillance technologies make them more prone to be perceived as
inherently authoritarian. The eventual use of Chad’s biometric system to suppress
voters provides an excellent demonstration of how these technologies can end up con-
straining democracy despite their introduction with opposite intentions. Similarly,
according to Magnet (2011), biometric technologies generally rely on erroneous
assumptions about the biological nature of race, gender, and sexuality, thus codifying
existing inequalities. Since “biometric errors are endemic to their technological func-
tioning,” it is impossible to fix these issues and deploy biometric technologies in a
democratically safe way.32 Accordingly, such technological designs are more likely
to activate and feed into techno-authoritarian imaginaries than others.

Our second proposition builds on the finding that the societal futures outlined in
sociotechnical imaginaries are historically conditioned, politically contingent, and
contested. According to Jasanoff and Kim, imaginaries are “temporally situated and
culturally particular” and embedded in distinct national histories and political tra-
ditions.33 While imaginaries differ across borders, multiple imaginaries can also
coexist in tension within the same society.34 For our analysis of techno-authoritarian
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imaginaries, this “multiple” and “contested”35 character of imaginaries matters for two
reasons: First, the technology-specific problem frames activists use in their advocacy
are likely to differ. When translated into frames, therefore, imaginaries can become
a source of tension within activist communities.36 Second, the contents of the imagin-
ary that activists draw on shape how external actors – governments, corporations, and
the public – respond to them. When civil society warns that surveillance technologies
in the hands of certain actors will inevitably engender the retraction of democratic pro-
cesses, these actors are likely to challenge such visions. This may result in a standoff
between contradictory imaginaries articulating competing visions of the future.37

For instance, Silicon Valley corporations have legitimized their practices through
techno-solutionist imaginaries presenting technology as inherently democratic and
supportive of individual freedom.38 Proponents of technologies may either articulate
such imaginaries pre-emptively or in response to activist challenges.39

Methods and data

To explore our theoretical propositions empirically, we focus on FRT as an AI-powered
technology that has been a prominent target of activism in recent years. Despite the
launch of dedicated campaigns across democratic states, organized opposition to FRT
has received scant scholarly attention so far. Existing studies have largely focused on
individual-level resistance, for instance, throughpractices ofmasking and camouflage.40

To explore why and how civil society organizations have problematized FRT, we exam-
ined campaigns against FRT in two democratic polities: the United States and the EU,
where campaigns have (re-)emerged in the late 2010s. In both cases, the issue has
achieved considerable political salience, as evidenced by mounting action at the policy-
making level, making these two cases promising testing grounds for our theoretical
propositions.Moreover, studying two political contexts allows us to account for possible
differences in imaginaries, associated problem frames, and political responses.

Our analysis draws predominantly on campaign websites and documents such as
annual reports and press releases. Among the actors and campaigns investigated are
the EU-wide Reclaim Your Face Campaign and its local chapters, European Digital
Rights (EDRi), the American Civil Liberties Union (ACLU), and the Surveillance Tech-
nology Oversight Project (STOP). We also analyse responses to activist mobilization
from technology corporations, government agencies, and legislators by extracting infor-
mation fromwebsites, newspaper articles, and press releases. To supplement our analy-
sis, we conducted ten semi-structured interviews with activists and policy experts from
the US and Europe. The interviews took place online between March and September
2022. We identified potential interviewees by reaching out to organizations that pro-
duced key documents and asking for further recommendations oncewehad interviewed
them. Interviews lasted between forty minutes and an hour. Before starting each inter-
view,we informed respondents about our handling of their data and obtained consent to
record their voices. Even though most interviewees were willing to be named, we
decided to proceed uniformly and anonymize them to protect their identity, indicating
only the respective organization withwhom they were associated. Conducting the inter-
views, we reflected on how our position towards the use of FRTmay affect the responses
and accordingly allowed interviewees to lead the conversation.

We chose different approaches to discern imaginaries and frames, respectively. To
identify imaginaries, we analysed campaign documents regarding how they depict
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technological and societal futures. What visions of desirable/undesirable futures do
actors articulate? Who uses technology in such a future society, and to what end?
And what role is attributed to technology in bringing about or averting these
futures? In our interviews, we asked interviewees about imaginaries both implicitly
(e.g. Why do you think FRT is a problem?) and more explicitly (e.g. Do you think
FRT can ever be part of society in a non-problematic way?). In a second step, we ident-
ified the specific problem frames actors used to mobilize political action. Frames are
schemata of interpretation that serve as rhetorical organizing devices, selecting some
aspects of reality and putting them in the spotlight while silencing others.41 We oper-
ationalize frames by breaking them down into their diagnostic and prognostic com-
ponents.42 The diagnostic component of a frame constitutes the problem definition:
What are we talking about? What is wrong? And who is responsible for this
problem? The prognostic element articulates a solution to the problem. What is pol-
itical action meant to achieve? In a final step, frames were examined for traces of
larger imaginaries, e.g. to what extent the problem definition was informed by
visions of a techno-authoritarian society.

Orwellian danger or “just” a biased technology? Tracing imaginaries in
resistance campaigns against FRT in the United States and the
European Union

This section empirically explores our theoretical propositions on how techno-author-
itarian imaginaries shape resistance against anticipated autocratization. Our analysis
shows that activists in both the US and EU have embedded FRT in an imaginary
that portrays a dystopian future society where authorities abuse FRT to monitor citi-
zens. Yet, the two cases differ regarding whose democratic rights will be violated. In the
US, activists initially presented FRT as a threat to all citizens; following technological
and societal changes, however, they increasingly made sense of FRT through a second
imaginary that reimagined surveillance as a highly racialized practice. A comparable
imaginary of racialized surveillance was not as dominant among activists in the EU.
Here, opponents of FRT mainly presented the widespread use of the technology as a
threat to all citizens’ fundamental rights.

From mass to racialized surveillance – and back? Activism around FRT in
the US

Though research on FRT dates to at least the 1960s, the technology only achieved pol-
itical salience in the early 2000s, when research matured and government agencies
developed a pronounced interest.43 FRT first caught the attention of civil rights acti-
vists at the 2001 Super Bowl, where the faces of audience members were scanned
and cross-referenced with a database of criminals without prior consent. Alerted by
the experiment, the ACLU asked the Tampa police for data about the use and effective-
ness of FRT. In a subsequent report, it concluded that facial recognition systems per-
formed poorly in identifying faces and that their alleged benefits did not justify the
possible privacy and freedom violations that the technology entailed.44

While activism was still nascent at the time, the ACLU report already contained
traces of an imaginary that would guide how opponents of the technology made
sense of FRT: that of an all-seeing surveillance state exploiting technology to
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monitor citizens. FRT, according to the authors, poses “Orwellian dangers” and would
“threaten the privacy, freedom and safety of everyone in America.”45 What concerned
activists about FRT was its ability to remotely capture biometric data unique to each
individual, which would make it possible to collect this data without citizens’ knowl-
edge. The belief that the government would abuse its powers to engage in mass surveil-
lance, however, was hardly sparked by FRT and had already materialized in previous
debates over identification cards.46 Rather than engendering a new techno-authoritar-
ian imaginary, therefore, FRT and the arrival of biometric technologies just gave a new
face to existing fears.

Although the US government intensified its use of biometric surveillance in the
aftermath of 9/11 – supported by companies who “jumped over the disaster to sell
their products”47 – FRT’s limited effectiveness meant it received only scant attention
from activists. For about another decade, the ACLU, for instance, did not collect sys-
tematic data on FRT use. At the same time, the imaginary never disappeared: as the-
orized, techno-authoritarian imaginaries are rooted in more foundational
understandings about social order and technology that endure even when individual
technologies fall out of fashion. When the Snowden revelations in 2011 uncovered
that the NSA had collected thousands of images for use in FRT, civil liberties advocates
expressed concerns that FRT might soon overcome its technical limitations and lead to
the erosion of privacy.48 More importantly, the imaginary of indiscriminate mass sur-
veillance informed how a growing community of privacy activists framed other bio-
metric technologies whose use was drastically expanded. The FBI’s automated
fingerprint system IAFIS, for instance, engendered fears of a “big brother” system –
an increased, “paternalistic” government presence in citizens’ life, whose use of bio-
metric technologies amplified its ability to infringe on civil liberties.49

In the mid-2010s, breakthroughs in AI reignited activism around FRT. Deep learn-
ing algorithms demonstrated unprecedented accuracy on image classification tasks, as
the arrival of massive image datasets gave these algorithms an unparalleled training
ground. Consequently, Amazon, IBM, and smaller start-ups began developing new
systems and – largely under the radar – cooperating with police forces. Around
2016, civil society organizations became increasingly aware of how prevalently FRT
had been developed and deployed by US government institutions, realizing it was
far more pervasive than they had imagined: “it is real, happening now, not a thing
of an Orwellian future.”50 As governments largely shielded FRT use from the public
and no systematic data on its effectiveness was readily available, activists mobilized
against the technology in a familiar way: by invoking the dystopian imaginary of a
society where governments would violate every citizen’s privacy through government
mass surveillance. The nationwide campaign Fight for the Future warned that FRT
“threatens our future, it enables automated and ubiquitous monitoring of an entire
population. If we don’t stop it from spreading […] it will be used to control and
oppress us.”51 The solution these groups proposed was unequivocal: not regulation,
but only an all-out ban on the use of FRT would avert the dangers they anticipated.

Our theoretical framework postulated that artifacts can have politics: the link
between a specific technology and the imaginary activists embed it in is at least
partly predicated on technological features. Accordingly, changes in the technological
design of FRT – and the resulting emergence of new “endemic” harms52 – activated a
second imaginary through which activists in the US made sense of FRT: one that por-
trayed technological surveillance as a historically entrenched, highly racialized
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institution that did not affect all citizens equally, but specifically targeted people of
color. On the one hand, the emerging Black Lives Matter (BLM) movement and its cri-
tique of institutionalized racism in the US, profoundly shaped the imaginary. On the
other hand, linking the imaginary of racialized surveillance to FRT became possible
through the technology’s increasing reliance on deep learning algorithms, which
researchers found reproduced historical biases from training data. The Gender
Shades project, for instance, discovered that an IBM system produced an error rate
of 34.7% for dark-skinned women compared to 0.3% for light-skinned males.53

Consequently, activists invoked a new imaginary that was less future-oriented but
rather foregrounded the enduring racist practices permeating police surveillance in
the US. In this new imaginary, FRT was considered yet another manifestation of the
discriminatory practice of policing black communities. In their effort to link historical
practices and current uses, activists incorporated growing scholarship on the history of
policing and surveillance into their discourses.54 Referring to Simone Browne, for
instance, activists likened the current uses of FRT to eighteenth-century lantern laws
when “New York City demanded that Black, mixed-race and Indigenous enslaved
people carry candle lanterns with them if they walked about the city after sunset.”55

Drawing on this broader imaginary, activists explicitly linked racial justice frames
articulated by BLM with anti-surveillance discourses:

We are at a critical moment. The fight against face recognition comes alongside a nationwide
reckoning with racism and policing led by the Black Lives Matter movement. Wemust take this
opportunity to recognize the role of surveillance in exacerbating the inherent racism of our law
and immigration enforcement systems.56

Though the strategic frames derived from the two imaginaries problematized FRT sur-
veillance in slightly different ways – as a future threat to all citizens and the continu-
ation of racist policing by other means – their prognostic components were strikingly
similar: only an all-out ban on FRT would be able the stop the systematic misuse of the
technology.

We have argued that the presence of multiple techno-authoritarian imaginaries
within the same society matters: it can create tensions within activist communities
and shape how policymakers and corporations respond. Prior to its linkage to racial
justice causes, calls for regulating FRT had been confronted with reluctance by policy-
makers as these technologies were considered “investigative tools that work great.”57

Corporations, too, had shunned concerns about mass surveillance and privacy viola-
tions and mainly adhered to a techno-solutionist counter-imaginary, promoting
claims that “technology is the cure to social problems” and that FRT helps to “combat
crime and fraud, keep communities safe and industry and commerce secure, protect
victims and promote justice.”58 By contrast, policymakers and corporations proved
more willing to respond to frames that presented FRT as a discriminatory tool. Most
notably, in a highly symbolic move, IBM, Amazon, and Microsoft announced to
abandon or temporarily halt the provision of FRT to law enforcement agencies when
BLM protests erupted nationwide following the murder of George Floyd in June 2020.

Why were proponents of FRT suddenly more responsive to activists’ claims about
the technology’s harms? In short, acknowledging bias in current systems allowed cor-
porations and law enforcement to reframe problems with FRT as temporary and sol-
vable technical issues rather than structural problems inherent to FRT. In 2018, for
instance, Microsoft announced that it had developed technical solutions, in particular
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more diverse datasets, to improve its systems’ ability to recognize gender across skin
tones.59 Similarly, IBM released an open-source toolkit, AI Fairness 360, meant to
help developers “examine, report, and mitigate discrimination and bias in machine
learning models throughout the AI application lifecycle.”60 Smaller tech companies
producing FRT, too, responded to mounting accusations of racial bias in their
systems. Paravision AI, for instance, released a set of AI principles in which it
pledged to “create AI models that treat all individuals and groups fairly and equitably
regardless of their demographic profiles.”61

Law enforcement representatives similarly emphasized the technical rather than
structural dimension of biased FRT. For instance, following activist mobilization,
several US cities decided to ban the use of FRT by law enforcement agencies. In
San Francisco, a ban imposed in 2019 was justified based on the technology’s discrimi-
natory potential:

While surveillance technology may threaten the privacy of all of us, surveillance efforts have
historically been used to intimidate and oppress certain communities and groups more than
others, including those that are defined by a common race, ethnicity, religion, national
origin, income level, sexual orientation, or political perspective.62

Representatives of San Francisco’s law enforcement agencies responded by pointing
out technology’s utility in fighting crime and that technological progress would
remedy FRT’s faults. In The New York Times, the President of the San Francisco
Police Officers Association stated that “although we understand that it’s not a 100
percent accurate technology yet, it’s still evolving.”63 Similarly, Joel Engardio, vice-pre-
sident of Stop Crime SF, stated that

we agree there are problems with facial recognition ID technology and it should not be used
today. But the technology will improve and it could be a useful tool for public safety when
used responsibly. We should keep the door open for that possibility.64

By presenting racial bias as a technical problem, proponents of FRT foregrounded their
own techno-solutionist imaginary – one in which further technological progress would
remedy present-day faults and unleash the technology’s real potential. Self-regulation
on the part of companies would suffice, whereas any ban or legislation would unduly
restrict a promising technology.

In our interviews, US activists expressed cautious concerns about the increased
narrowing of debates around FRT to issues of racial bias. One interviewee worried
that bias was too much of a focus and that even if bias were technologically “solva-
ble,” the structural issue would persist.65 Others went further and portrayed the
development of technical solutions as a danger in itself, as a perfect technical
system would be too powerful to be entrusted to the police. FRT, from this view,
“doesn’t work, when it works it works racistly, and when it gets better it is going
to become more dangerous.”66 Activist Zoe Samudzi expressed similar concerns in
an op-ed:

this is not simply a problem of “racist code” that can be fixed with diversity initiatives […]. The
problem is that black people are simply not human enough to be recognized by the racist tech-
nology created by racist people imbued with racist worldviews.67

In summary, activism against FRT in the US illustrates how the presence of multiple
imaginaries can have political effects unforeseen by activists. Frames that presented
FRT as an issue of racial bias drew a more pronounced political response than
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frames portraying the technology as a harbinger of indiscriminate mass surveillance –
mainly because proponents of FRT co-opted the bias argument and reinterpreted the
problem as one fixable by technical means.

A threat to all of us: Reclaim Your Face and activism in the European Union

Activists in the EU, too, did not conceive of FRT as a novel techno-political issue but
made sense of it through a pre-existing techno-authoritarian imaginary. While they
problematized the racial justice implications of FRT in Europe, their advocacy has pre-
dominantly been informed by an imaginary of totalitarian mass surveillance that threa-
tens all citizens.

Like in the US case, the techno-authoritarian imaginary informing activism in the
EU emerged from distinct historical experiences. Contrary to the US, however, refer-
ences to specific historical experiences of authoritarianism – such as the fascist regimes
of the 1930s or Soviet communism in Eastern Europe – are less explicitly spelled out in
activists’ discourses. The imaginary’s origins can be traced back to the 1960s and 1970s
when large data integration projects across European states first raised fears of an all-
seeing government apparatus with unprecedented surveillance capabilities.68 Con-
cerned over intensifying data collection by the state and rapid progress in information
technologies, data protection advocates began to form into a Europe-wide coalition
towards the late 1990s – including EDRi, an umbrella organization that would spear-
head European-level advocacy. A 1999 report by the NGO Statewatch summarized the
growing fears of these organizations, warning of the “dark, dangerous side” of infor-
mation technology, which would enable surveillance “which quickly is coming to a
point where it threatens the democratic fibers of our societies.”69 Mistrust towards
the state built the cornerstone of this imaginary, as evidenced by the claim that “the
engagement of the state is particularly dangerous because it is to a large extent
clouded in secrecy, and because we do not recognize it in our daily lives.” Similar to
the US, activists’ fears were further fueled by the expansion of biometric technologies
following 9/11. In 2000, the database Eurodac had already been established to store
fingerprints from asylum seekers; in 2004, the EU passed another regulation requiring
states to include biometric data, particularly facial images and fingerprints, in pass-
ports. Though privacy activists contested these policy measures, mobilization against
mass surveillance did not gain larger traction until 2013, when the Snowden leaks
exposed the extent of data collection by US agencies and turned the dangers of state
surveillance into a global talking point.70

As theorized, techno-authoritarian imaginaries operate at a high level of abstrac-
tion and inform how its adherents make sense of various rather than one specific
technological development. In subsequent debates about the EU’s General Data Pro-
tection Regulation, advocacy groups used the momentum generated by the Snowden
revelations, drawing on the imaginary of indiscriminate, ubiquitous mass surveillance
to push for strict privacy requirements. Describing data as the “new currency,” EDRi
raised concerns over public and private actors using data “to put people under com-
plete surveillance, in breach of their fundamental rights.”71 When interest and invest-
ment into FRT re-emerged in the mid-2010s, then, EU advocacy groups extended the
frames they had developed in the years prior. Like advocacy groups in the US, privacy
activists were initially surprised when they started collecting systematic data on the
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use of FRT by law enforcement and realized some projects had been going on for a
decade. As an activist from a French NGO recounts, “in the beginning, we were
speaking in the abstract, something that will emerge or something we see abroad.
We were not necessarily expecting to see the things we later documented in
France and Europe.”72

Confronted with the prevalence of FRT across European law enforcement agencies,
activists intensified efforts to make the issue visible to the European public, culminat-
ing in the Reclaim Your Face campaign launch in October 2020. Coordinated by EDRi
and supported by local organizations across Europe, the campaign once again invoked
its vision of a dystopian future in which an all-knowing surveillance state controls citi-
zens based on unconstrained access to their biometric data. Two aspects of the imagin-
ary are particularly salient: biometric data’s uniqueness and current surveillance
technologies’ mass character, i.e. their ability to indiscriminately collect and process
biometric data at massive scales.

First, activists are troubled by the collection of biometric data since such data is par-
ticular to each individual and “can be used to infer protected and intimate information
about who we are, our health, and more.”73 In the imaginary evoked by the Reclaim
Your Face campaign, state agencies rely on biometric data to feed algorithms that
manipulate the choices of individuals or restrict their ability to participate in
society. These algorithms categorize individuals based on opaque assumptions under-
girded by “illegitimate science.”74 The fundamental concern is that by merging bio-
metric data with other information collected by the state, authorities “claim to know
what we are thinking, how we are feeling or what we might be about to do next.”75

According to the campaign, individuals lose the right to decide their futures because.

once you are watched and categorized like this, your future can be decided for you. […] You
could be considered a troublemaker in the eyes (and the official watchlists) of the police. The
way you dress, look or act today, the places you go to and the people you associate with, could
become a barrier for employment, education or travel tomorrow. Your future freedom can be
taken away simply for being who you are.76

FRT is considered just one example of biometric data in this imaginary, ranging from
fingerprints and DNA to retina scans. Activists fear that biometric data collection is
initially justified with seemingly innocent purposes but then quickly re-purposed in
a manner that escapes public oversight:

You’re talking about biometric surveillance to limit the spread of coronavirus, or limit the
spread of terrorism. There’s usually a very specific goal in mind. But at the same time, you
can often see that these technologies and biometric databases then tend to flow from sector
to sector. […] Nothing ever really ends. […] That particular issue is not reversible, and it’s
really scary, at least for me.77

The second defining element of the imaginary is the anticipated mass character of sur-
veillance. Technologies like FRT are imagined to collect data on everyone indiscrimi-
nately, with no justification or consent of those surveilled. According to the campaign,
“we will wake up one day and find that the terror of mass surveillance is far more severe
than any other we have ever seen.”78 Unlike in the US, where the racialized nature of
surveillance became a rhetorical driver of mobilization against FRT, EU-based activists
put less emphasis on the disproportionate surveillance of minorities. To some extent,
activists highlighted the potential of biometric surveillance to exacerbate racist policing
and ethnic profiling in border controls.79 However, absent a comparable movement to
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BLM in the US, the imaginary of a racialized surveillance state did not emerge as promi-
nently. Furthermore, European activists were more cautious about using the bias frame,
seemingly concerned about how it would shift the debate. According to one activist,

it is an invitation to say once these biases are corrected, FRT is fine. Unbiasing is the lesser evil.
But it does not seem more desirable to us. […] But we use the bias argument. We try not to use
these frames but we do.80

Consequently, activists decided that arguments highlighting technical faults such as
bias or lack of effectiveness should only form subsidiary arguments. Instead, the
techno-authoritarian imaginary predominantly revolved around an imagined surveil-
lance state that would monitor every citizen. EU activists attributed the cause of the
problem to structural factors – state agencies or corporations that cannot be trusted
– rather than the design of the technology itself. When asked whether FRT constituted
a new problem, one activist responded that “if you had unlimited police officers, or a
really big police force, you could in theory achieve the same, it would just take so much
money and human force that it is not possible,” suggesting that the real problem lies in the
state’s inherent desire for mass surveillance for which FRT merely serves as a facilitator.81

According to our theoretical expectations, techno-authoritarian imaginaries shape
not just how activists make sense of new technologies but also which technology-
specific policy frames they develop. In the EU case, however, it is notable how advocacy
groups put less rhetorical emphasis on the dystopian future enabled by government
abuses of biometric mass surveillance when translating this imaginary into concrete
policy demands. As momentum for an EU-wide, AI-specific regulatory framework
grew in early 2020, activists began framing the detrimental effects of biometric mass
surveillance as an issue of fundamental rights, such as privacy, freedom of expression,
and assembly. Here, the problem they diagnosed concerning biometric surveillance
was its fundamental incompatibility with essential normative principles of the EU.82

Because biometric surveillance constituted a “practice that unfairly treats everyone
like a suspect,” activists expressed concerns about its “chilling effect” on people’s
decision to exercise their democratic rights.83 The solution activists articulated was
unequivocal: banning all forms of biometric surveillance, as this is “the only solution
for a future where our choices are made by us, not by algorithms.”84

Activist efforts to frame FRT and other biometric technologies as incompatible with
EU fundamental rights seemed to yield results. In 2021, Italy introduced the first mor-
atorium on the use of FRT in public spaces. Most notably, public pressure played a role
in FRT’s inclusion in the proposal for a European AI Act, introduced by the European
Commission in April 2021.85 The proposed Act prohibited the use of biometric sur-
veillance by law enforcement – though it kept the door open for several exceptions
and permitted the use of these technologies by other authorities and private corpor-
ations.86 Despite welcoming the proposal as a step in the right direction, advocacy
groups pushed further. According to one interviewee,

It [the AI Act] acknowledges our call is relevant in this context and that all this mobilization
really did affect the drafting of the law, so why not try and affect negotiations further down the
line. (…) And from there on we started to be much more strategic and followed the legislative
procedure.87

Consequently, they urged decision-makers to not only ban FRT use by law enforce-
ment but any actor, public or private.88 And again, advocacy seemed to have an
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effect: In September 2022, amendments to the AI Act by members of the European
Parliament stated the need for a total ban on all uses of remote biometric
identification.89

Though the AI Act is still in the making and may be further amended, the proposed
ban on FRT can be considered a first success for advocacy groups in the EU. It illus-
trates how translating an imaginary into strategic policy frames can create resonance
with policymakers and elicit a desired political response. Whereas the techno-author-
itarian imaginary of a powerful, all-seeing surveillance state served as a meaning-
making device for activists, framing FRT as an infringement on citizens’ democratic
rights restated their concerns in a language with which policymakers could work.
Attributing the problem to the inherent propensity of state institutions to abuse
their power would likely have been less well-received among policy elites. The
approach of linking FRT to the EU’s existing fundamental rights framework, by con-
trast, bore fruit in activist groups’ correspondences with the European Parliament: fol-
lowing a meeting with EDRi, Dragos Tudorache, the co-lead MEP on the AI Act,
stated: “Biometric identification is clearly a highly intrusive piece of technology […],
highly intrusive in our privacy and in our rights.”90

Despite similarities, the different historical and political contexts in which debates
around FRT unfolded in the US and the EU resulted in different ways of imagining and
framing the technology. At the same time, our explorative case studies illustrate that
not all these differences resulted from differences in imaginaries, but rather
stemmed from activists’ strategic engagements with the political opportunity struc-
tures they were embedded in. Despite the power of techno-authoritarian imaginaries
as sense-making devices, therefore, activists are strategic in how they translate these
extreme future visions into their policy advocacy work.

Conclusion

Resistance to autocratization comes in many shapes. This article has taken the growing
mobilization against AI-powered surveillance technology as a starting point to high-
light a less studied form of anti-autocratic resistance: anticipatory rather than reactive,
and one that sees dangers to democracy in existing authorities rather than the rise of
new, anti-democratic challengers. We have argued that techno-authoritarian imagin-
aries are crucial to understanding the actors engaged in this resistance. These visions of
technology-enabled, autocratic futures explain how certain advocacy groups make
sense of sociotechnical developments and serve as reference points when these
groups mobilize society-wide resistance. By invoking imaginaries, activists turn non-
issues into problems and alert citizens that seemingly innocent actions of public and
private authorities are mere prologue to a dire future. Because they are pertaining to
the future, imaginaries are inherently more ambiguous and contested than other
drivers of anti-autocratic resistance. Yet, as our case study of FRT has shown, their
strategic translation into issue-specific policy frames can still affect political outcomes
in the present.

Despite their close intertwinement with technology, techno-authoritarian imagin-
aries are not only about technology; they are also manifestations of broader societal
mistrust in the democratic credentials of government institutions and transnational
corporations. As our article illustrates, such mistrust may feed off different historical
experiences: In the US, advocacy groups believed that police usage of FRT would
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automate a centuries-old practice of racist oppression, whereas in Europe, the ima-
ginary of indiscriminate, totalitarian mass surveillance featured more prominently.
How the targets of this mistrust respond to activist pressure depends on how contest-
ers translate their imaginaries into policy frames. At the EU level, activists’ emphasis
on FRT’s incompatibility with fundamental rights resonated with policymakers and
contributed to a proposed ban on remote biometric technologies. In the US, individ-
ual cities and states have implemented bans, but we have also seen attempted co-
optation of the racial justice frame by corporations and law enforcement, who
have reframed the debate around technical solutions to bias to dodge more restrictive
regulation.

Tracing the larger techno-authoritarian imaginaries that inform activism can help
us understand how activists make sense of new sociotechnical developments in other
issue areas. For instance, in the wake of the Supreme Court decision that overturned
Roe v Wade in June 2022, activists warned that apps tracking menstrual cycles would
now be used to identify and prosecute women planning to have an abortion. Once
again, the overarching imaginary remained the same: that of powerful institutions,
public and private, which could not be trusted as they would use technologies at
their disposal to expand their control over citizens.

To conclude, there is a growing recognition that autocratization processes are
increasingly intertwined with technological progress, culminating in new forms of
digital authoritarianism. Understanding resistance to this process requires us to
draw on new conceptual repertoires that account for practices of future-making –
practices with which disciplines like STS have long engaged in the context of scientific
and technological innovation. As imaginaries of (un)desirable futures increasingly act
as reference points for anti-autocratic resistance, we encourage democratization
research to engage with works that deal with the impact of the future on democratic
contestation in the present.
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