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ABSTRACT

Democracies are under attack from various sides. In recent years Al-powered
techniques such as profiling, targeting, election manipulation, and massive
disinformation campaigns via social bots and troll farms challenge the very
foundations of democratic systems. Against this background, demands for
regulating Al have gotten louder. In this paper, we focus on the European Union
(EV) as the actor that has gone the furthest in terms of regulating Al. We therefore
ask: What kind of instruments does the EU envision in their binding and non-
binding documents to prevent Al harm to democracy? And what critique can be
formulated regarding these instruments? To address these questions, the article
makes two contributions. First, by building on a systematic understanding of
deliberative democracy, we introduce the distinction between two types of harm
that can arise from the widespread use of Al: rights-based harm and systemic harm.
Second, by analysing a number of EU documents, including the GDPR, the Al Act,
the TTAP, and the DSA, we argue that the EU envisions four primary instruments
for safeguarding democracy from the harmful use of Al: prohibition, transparency,
risk management, and digital education. While these instruments provide a
relatively high level of protection for rights-based Al harm, there is still ample space
for these technologies to produce systemic harm to democracy.
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Introduction

Concerns about artificial intelligence (AI) negatively impacting democracy are not
new. The Cambridge Analytica scandal has already revealed how practices such as psy-
chographic profiling and targeted political advertising could be used for election
manipulation. However, recent advancements in Al, notably the emergence of Large
Language Models (LLMs) such as ChatGPT, along with models capable of generating
images, audio, and video content, have escalated these concerns to a new level. As these
technologies continue to spread and capture public attention, we are heading toward
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the first wave of elections in which they will be widely deployed. It is expected that
quite a few politicians will use synthetic content in their campaigns, whether to
launch attacks against their opponents through manipulated videos and imagery or
to reduce campaign costs. Against this backdrop, we focus on the European Union
(EU) and ask what measures it envisions to mitigate the harm AI poses to democratic
process.

The EU’s relationship with democracy is not perfect. Since its founding, it has been
accused of structural democratic deficit and, more recently, it has had to grapple with a
populist wave causing democratic backsliding in several of its member states. Still,
there is no denying that the EU is inextricably linked to democracy. Along with
human dignity, freedom, equality, the rule of law, and human rights, the Lisbon
Treaty lists democracy as one of the EU’s core values. An important implication of
this value orientation is that when the EU ventures into a new regulatory territory,
it is expected to show concern for democracy and devise mechanisms for its protection,
especially if there is ample evidence that a given domain might suffer significant demo-
cratic erosion.

As the global race towards Al intensifies, we are witnessing a parallel race towards
Al regulation, with the EU emerging as a clear frontrunner.' Although lagging behind
the United States and China in AI development, the EU is actively striving to establish
itself as a global standard-setter in digital technologies. It has already achieved this goal
through its flagship General Data Protection Regulation (GDPR), with various
countries outside Europe adopting similar data protection rules. The EU now seeks
to replicate this impact with the Digital Services Act (DSA), aimed at bolstering
online safety by tackling harmful content, and more significantly, with the Artificial
Intelligence Act (AIA), a comprehensive regulatory framework for AI grounded in a
risk-based approach.

Despite these documents’ obligation to address harm to democracy, a systematic
overview of the measures they establish for this purpose is still missing. As a result,
we have a limited understanding of the set of actions the EU and its member states
have at their disposal to uphold democratic processes in the Al age. The rapid progress
of AI technologies underscores the importance of such understanding, not least to
identify which areas of democracy are adequately protected and which require
further safeguarding.

To address this gap, we start by identifying the types of harm a widespread use of Al
can cause to democracy. Based on a systematic understanding of deliberative democ-
racy, we distinguish between rights-based harm and systemic harm. The former per-
tains to using technology to limit people’s participation in the democratic process,
while the latter refers to broader societal and political factors that impede democratic
deliberation, such as fragmentation, polarization, distrust, and political apathy. In
making this distinction, we join a growing number of scholars who call for a
broader approach to AI harm, one that goes beyond individual and human rights con-
cerns and pays attention to the wider societal impact.’

Based on this framework, we have selected four legally binding EU documents for
our analysis: the GDPR, DSA, AIA, and the Proposal for a Regulation on the Trans-
parency and Targeting of Political Advertising (TTPA), alongside a range of non-
binding documents (see Appendix, Table 1). Through close examination of these
documents, we have identified four key instruments the EU proposes to protect
democracy from AI harm: prohibition, transparency, risk management, and digital
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education. Prohibition entails the outright banning of specific data and AI practices;
transparency mandates the disclosure of information concerning the development
and deployment of AI systems; risk management involves assessing the risk of an
Al system before deployment and monitoring the risk after the system is in use;
and digital education aims to raise public awareness of Al risks and empower indi-
viduals to use digital technologies responsibly. Although these instruments afford a
relatively robust level of protection against rights-based harm, our core observation
is that the widespread use of Al still has significant potential to inflict systemic harm
to democracy in the EU.

Before proceeding, it is important to note this study’s limitations. Our primary
goal was to categorize AI harm to democracy and take a bird’s eye view of the
EU’s regulatory and policy responses. Ideally, we would have matched each type
of harm with specific protective measures and provided a detailed evaluation.
However, the intertwined nature of rights-based and systemic harm, which is also
mirrored in regulatory and policy instruments, makes such an approach challenging.
Thus, we have opted for a broader approach, which can serve as a guide for future
in-depth analysis.

The article proceeds in three steps. First, we define democracy and Al, and discuss
rights-based and systemic harm in more detail. Second, we outline our analytical steps:
selecting EU documents and identifying instruments to shield against AT harm. Third,
we present and critically assess these instruments. In conclusion, apart from summar-
izing our findings, we delve into the challenges and possibilities of regulating against
AT harm, thereby underscoring a significant avenue for future research.

Artificial intelligence and democracy: definitions

To explore the potential negative impact of Al on democracy, we must first define
both concepts. However, defining AI and democracy is notoriously difficult. AI can
refer to a broad range of constantly evolving technologies and applications that
mimic human cognition, such as learning, problem-solving, and decision-making.
Likewise, democracy remains elusive given the diverse ways democratic principles
manifest across various societies and cultures. Recognizing these challenges, we
have opted for a pragmatic approach, seeking definitions that neither impede
thorough analysis nor restrict broader insights into the EU’s AI regulation for
democracy protection.

Defining artificial intelligence and its application in politics

AI can be defined as “Systems that display intelligent behaviour by analysing their
environment and taking actions — with some degree of autonomy - to achieve
specific goals.”® AI systems can make autonomous decisions in various fields of
human activity and generate original content such as text, pictures, and videos.
Unlike conventional digital technologies based on fixed algorithmic patterns, Al
systems rely on neural networks — machine learning algorithms modelled after the
human brain’s structure and function - to learn, adapt, and evolve through exposure
to large amounts of data. In this way, Al systems can analyse complex patterns, make
informed decisions, and create content that exceeds the limits of their initial
programming.
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Currently, numerous Al technologies and their applications are seen as potential
threats to democracies. Some are entirely Al-based, while others rely on traditional
digital methods. Yet, when augmented by AI, these conventional methods can be sig-
nificantly enhanced, heightening their potential risk. Broadly speaking, these technol-
ogies can be split into two categories along their intended function: those centred on
surveillance, such as data collection and profiling, and those geared towards manipu-
lation, encompassing targeting, social bots, and deep fakes.”

Profiling consists of collecting and analysing data about people in order to classify
them based on specific characteristics.® In the electoral process, demographic profiling
can be used to categorize voters by attributes like age and education, whereas psycho-
metric profiling probes deeper into personality traits, such as being argumentative or
compliant. Yet, profiling is not solely informational; it typically supports targeting, a
technique intended to influence people’s attitudes and political stances.” While
micro-targeting relies on this data to identify a specific audience segment, hyper-tar-
geting takes it a step further by relying on even more detailed information such as
location tracking and social media activity.

Social bots are automated programmes that emulate human actions on social
media.® Augmented by Al models such as GPT and Midjourney, they could generate
and spread vast amounts of text, images, videos, and links. With the ability to amplify
particular narratives, sway discussions, and serve as a vehicle for spreading disinforma-
tion, social bots pose a significant threat to the integrity of online information. The
same applies to deep fakes, multimedia counterfeits that swap one person’s image or
video likeness for another using advanced algorithms that analyse their facial cues.’
The result is a fake yet highly realistic piece of media.

It is crucial to highlight that we are also entering an era of rapid development in AI-
powered neurotechnology, biometrics, and subliminal messaging, all expected to
further exacerbate issues related to profiling and manipulation.'” Technologies
ranging from real-time biometric identification systems to subliminal messaging
such as Al-driven “dark patterns” are all poised to amplify the accuracy and subtlety
of profiling and manipulation, generating a host of new and often unforeseeable chal-
lenges."" Lastly, although not yet a reality, there is significant discussion about the
development of general-purpose Al - systems capable of learning and executing a
broad spectrum of tasks instead of being confined to specific roles or areas. How
such AI will be integrated into political systems is difficult to predict, but its impact
on disrupting traditional democratic processes and citizen engagement will be pro-
found, so a careful consideration of its implications for governance, democracy,
ethics, and society at large will be paramount in shaping its role and impact on political
processes.

Definition of democracy: a systemic deliberative approach

To define democracy, we take a cue from the work of Spencer McKay and Chris
Tenove, who settled on the concept of systemic deliberative democracy in their analysis
of how disinformation affects the democratic process.'> The advantage of this
approach to democracy is that rather than focusing on the intricacies of multiple
democratic arenas and processes, it emphasizes deliberative functions that unite
these arenas and processes into a systemic whole. As a result, a key feature of this
approach to democracy is identifying normative goods and functions that sustain
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meaningful deliberation across the system and which, if jeopardized, can threaten
democracy in its entirety.

Different authors emphasize different normative goods and functions essential for
genuine democratic deliberation." In this study, we draw on the work of Jane Mans-
bridge and her colleagues, whose approach seems particularly pertinent to the infor-
mation age. They identify three functions of deliberative democracy: democratic,
epistemic, and ethical.'"* The democratic function focuses on the equal participation
of citizens, stressing the active inclusion of diverse perspectives and the prevention
of unjust exclusion. The epistemic function pertains to the quality of the information
environment in which deliberation takes place, especially the quality of the infor-
mation and logics influencing preferences and opinions. Finally, the ethical function
emphasizes mutual respect in political discussions, with the emphasis on participants
recognizing each other’s viewpoints as valid and deserving of consideration.

These three functions suggest that the bedrock of a thriving democracy lies in uphold-
ing participation rights, whether for individuals or groups, and in the systemic conditions
guaranteeing this participation. The systemic conditions derive from the integrity of the
information ecosystem and the quality of interactions among citizens. Against this back-
ground, we assume that Al can undermine democracy at its core both by curtailing citi-
zens’ participation rights and by introducing disruptions at the systemic level. In other
words, we differentiate between two types of Al induced harm to democracy: rights-
based harm and systemic harm. In so doing, we align with the burgeoning literature
seeking to map, systematize, and taxonomize Al harm across various domains. '’

At the same time, we align ourselves with a growing number of sociologists, legal
scholars, and policy experts who, drawing on foundational insights from Zemiology
and Science and Technology Studies, argue that social harm, whether stemming from
AI or other sources, should not be viewed in predominantly individualized and
human rights terms.'® Instead, special attention should also be paid to societal
harm, including harm to systems and structures upholding societies.'” We contribute
to this strand of literature by distinguishing between rights-based and systemic harm
within the specific context of democracy, instead of addressing it through the lens of
a society as a whole."® This is an analytical move that we hope provides a framework
from which AI harm to democracy can be studied in a broad yet more focused
manner.

Al harm to democracy: two types
Rights-based harm to democracy

In the context of this article, rights-based harm to democracy refers to using Al tech-
nologies to violate individual, collective, and group rights essential to ensuring the
meaningful participation of diverse voices and perspectives in a democratic
society.” Individual rights and freedoms, such as privacy, freedom from discrimi-
nation, and freedom of thought and expression, are widely recognized as essential
for democratic participation. Collective rights belong to groups based on shared iden-
tity, such as language or culture, and are vital for protecting minority rights and ensur-
ing their representation. Finally, group rights apply to any group of individuals and
encompass such rights as forming associations and organizations and engaging in col-
lective bargaining and advocacy.
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Based on the extant literature and real-world cases, we can discern several scenarios of
digital technologies powered by AI causing significant harm to these rights. One such
instance is the potential harm to privacy resulting from AI systems collecting large
volumes of personal data through monitoring online behaviour and social media activity
without consent.”® This data can then be used to profile and target individuals, modifying
their information environment without their awareness and influencing how and whether
they engage in the democratic process. Furthermore, combining generative AI with AI-
powered social bots could enable malicious actors to flood social media with an endless
stream of messages that disparage and reinforce stereotypes about particular minority
groups, corroding the moral respect they need to be recognized as equal democratic inter-
locutors.*' Such information operations can spill over into the real world, contributing to
these groups being further marginalized and even excluded from politics.

Similar things can happen to groups that organize around political interests rather
than strictly their identities, such as political parties and social movements. In addition
to large quantities of disparaging information, their political participation can also be
jeopardized by the compromising fabrications created by deep fakes. Political adver-
saries could use deep fakes to depict each other engaging in disreputable behaviour,
making controversial statements, or participating in criminal activities while portray-
ing themselves in a favourable light. Finally, groups and collectives may find their
voices drowned out not because of the nature of Al-generated content but its
massive quantity on social media and other online platforms.**

Systemic harm to democracy

The systemic harm that the widespread use of AI technologies can inflict on democ-
racies refers to the impairment of general societal, informational, and political con-
ditions in which democratic participation and deliberation unfold. Such harm can
come in the form of societal and political polarization, fragmentation, pervasive dis-
trust, and widespread political apathy and indifference. These distortions need not
be produced by AL They can arise due to a variety of political, cultural, societal,
and economic reasons and, as we know, from digital technologies that are not augmen-
ted by AL However, Al-based technologies, and especially generative Al, threaten to
exacerbate them to historically unprecedented levels.

As already indicated, rights-based harm and systemic harm to democracy are not
strictly separable. The reason for this lies in the fact that the infringement of individual,
collective, and group rights constitutes one means by which Al can inflict systemic harm
on democracy. Toillustrate, consider the case of pervasive Al propaganda campaigns tar-
geting a minority group on social media platforms. Such campaigns can simultaneously
erode the group’s collective rights and foster a climate of intensified societal radicalization
and polarization, thus developing from group rights-harm to systemic harm.

However, the distinction is nonetheless useful, considering that AI can undermine
democracy at a systemic level even in the absence of explicit violations of individual,
group, and collective rights. Strategies for achieving this can include spreading a
plethora of conspiracy theories or amplifying extremist views. Such campaigns can
lead to the formation of isolated, like-minded groups that are increasingly disconnected
from the broader society, resulting in societal fragmentation. At the same time, the pro-
liferation of conspiracy theories can deepen the divide between those who subscribe to
them and those who reject them, thereby intensifying polarization. This widening rift
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can make it more challenging for individuals and groups to engage in constructive dia-
logue and find common ground, ultimately undermining the democratic process.

Multiple scenarios can also be imagined in which the widespread use of Al can lead
to distrust and political apathy. For instance, they may inadvertently prioritize content
that triggers strong emotional reactions, such as outrage, fear, or disgust, leading to a
more negative and cynical perception of politics and politicians. Using Al in mass sur-
veillance may result in perceived or actual privacy loss, making people more cautious
about expressing their opinions and engaging in political activities. Lastly, AI-pro-
duced disinformation and misinformation can erode trust in traditional knowledge
sources, such as universities, leading citizens to regard all truth claims with scepticism,
perceiving them as politically motivated.

Before we proceed, it should be emphasized that the literature recognizes the chal-
lenges of addressing and regulating systemic harm. A primary concern is the issue of
temporality. On the one hand, there are systemic harms that remain unanticipated and
thus elude regulation. On the other hand, the systemic harm we are familiar with does
not arise from a singular use of AI but evolves over time from multiple deployments by
various actors and in combination with other social factors. Consequently, this type of
harm is accumulative, making it challenging to identify a direct cause or determine the
responsible party.*?

The EU’s response to Al harm to democracy: a critical survey
Methodology

How does the only supranational organization of its kind comprising 27 democracies,
the EU, respond to the outlined dangers posed by Al technologies to democracy? What
measures is the EU taking to meet the challenge of regulating a constantly evolving
technology? In this section, we survey the EU’s policies and regulations aimed at miti-
gating rights-based and systemic harm the widespread use of AI may cause to democ-
racy. Since the mid-1990s, the EU has regularly introduced policies, action plans, codes
of conduct, and regulations to support member states’ digital transition. To select
documents relevant to our analysis, we first compiled a detailed list of the EU’s
digital regulations and policies by using the EU’s website and EUR-Lex search function
(see Appendix, Table 1). The resulting list is not exhaustive. When it comes to non-
legal instruments, it only features documents with a direct or indirect connection to
Al, rather than covering digitalization more broadly.

To select relevant documents for our analysis, in line with our definition of democ-
racy, we identified documents concerned with rights to political participation and
those addressing the integrity of the information environment. From the shortlisted
documents we then selected for our analysis those addressing Al technologies and
applications, specifically data collection, processing, profiling, targeting, social bots,
deep-fakes, and disinformation campaigns, as well as other technologies that could
broadly be defined as Al

This selection process yielded four legally binding documents: The General Data
Protection Regulation (GDPR), the Digital Services Act (DSA), the Artificial Intelli-
gence Act (AIA), and the Proposal for a Regulation on the Transparency and Targeting
of Political Advertising (TTPA). The GDPR is a privacy law that protects EU residents’
data by restricting its unconsented collection and processing, including for automated
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decision-making. The DSA is a legislative framework for digital services, aiming to
enhance online safety by combating disinformation and harmful content. The EU
AT Act is the first legislation aimed at directly regulating the development and deploy-
ment of Al systems within the common market. Finally, the TTPA is a proposed law
designed to harmonize political campaigning across the continent, including the use of
Al technologies such as profiling and targeting.

The European Media Freedom Act (EMFA) and the Digital Markets Act (DMA) are
examples of the documents we excluded from our analysis, although they may appear
relevant at first glance. While the EMFA emphasizes democratic participation, it does
not directly address AL Conversely, the DMA mentions AI but does not focus on
democracy as we define it here in this article. As for non-binding legal and non-
legal documents, we considered documents in our analysis that fulfilled the same cri-
teria. Thus, we included declarations, communications, white papers, policies, and
codes of practices that deal with threats to democracies and the influence of Al For
a detailed list, see the bolded text in the table located in the Appendix.

To identify the specific EU regulatory and policy measures intended to protect the
continent’s democracy from AI risks, we started by inductively analysing the four
legally binding documents. By grouping the articles according to their similarity, we
can show that the measures the EU is currently taking to protect democracy from
Al-related harm fall into four broad categories: (1) prohibition, (2) transparency (sub-
categories: transparency to individuals, operational transparency, reporting transpar-
ency); (3) risk management; and (4) education (see Appendix, Table 2). In the
course of the analysis, two more categories were considered: socio-technical design
of Al systems and the governance of the digital sphere. However, we decided to
omit them, considering them as already contained within our four primary categories.
While specific articles in the AIA, like Article 15, explicitly require developers to
adhere to certain design principles, we contend that the bulk of the articles within
the prohibition, transparency, and risk management categories also guide the design
of AI systems. These articles, by dictating what AI systems should or should not do
to avoid causing harm, or asking developers to disclose features of design, essentially
serve as directives for how these systems should be made. For this reason, we have
opted not to treat socio-technical design as a separate category, although we acknowl-
edge that some articles might be more explicit about it. Similarly, given that govern-
ance plays a crucial role in enforcing any EU regulation, we see it as unnecessary to
treat it as a distinct category within the context of digital sphere governance. In the
next section, we discuss each measure, along with their strengths and weaknesses in
reducing rights-based and systemic AI harms to democracy. In doing so, we leverage
insights from recent research in prohibition, transparency, risk, and education within
the digitalization field.

EU instruments against Al harm to democracy
Prohibition

The EU’s most far-reaching instrument to mitigate the harmful effects of AL including
harm to democracy, is the prohibition of specific Al systems and practices. Each of the
four documents examined - the GDPR, DSA, TTPA, and the AIA - includes such pro-
hibitions. The GDPR bans processing biometric data and data relating to ethnic
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origins, political opinions, religious or philosophical beliefs, trade union membership,
sex life, and sexual orientation.* The DSA bans online platforms from displaying ads
based on profiling with GDPR-restricted data.”” Similarly, the TTPA bans targeting
and amplification in political ads using data processing prohibited by the GDPR and
Regulation 2018/1725.*° Advancing further, the AIA classifies Al-associated risks
into three categories: unacceptable, high, and low or minimal risk, with only
systems identified as posing an unacceptable risk being banned. Seven types of such
Al are distinguished, including AI under free and open-source licence: (1) Al
systems that deploy subliminal techniques; (2) Al systems that exploit vulnerabilities
such as age, disability, or socio-economic situation; (3) Al systems that evaluate or clas-
sify people based on their social behaviour or personal characteristics (i.e. social
scoring); (4) Al system that assess criminal offence risk based on profiling or on per-
sonality characteristics; (5) Al systems that create or expand facial recognition data-
bases by indiscriminately collecting facial images from the internet or CCTV
footage; (6) Al systems that infer emotions within workplace and education insti-
tutions; and (7) real-time remote biometric identification systems in public spaces
for the purposes of law enforcement.*”

Together, these prohibition measures offer robust protection against a range of Al
profiling and manipulation techniques that threaten democracy. However, a closer
look shows that they mainly aim to avert rights-based harm towards individuals, col-
lectives, and groups.”® Accordingly, the prohibition articles can only mitigate the
systemic harm to democracy that is channelled through the violations of individual,
collective, and group rights, such as social fragmentation emerging from the dis-
crimination of certain social groups. Systemic harm detached from rights-based con-
cerns, such as polarization propelled by pervasive false information, remains beyond
the scope of the prohibition articles. Lastly, many prohibition articles lack detailed
definitions or legal qualifications for the practices they aim to restrict. For instance,
a sensory threshold distinguishing a technology as subliminal rather than supralim-
inal remains unspecified.”” This suggests that even with an expanded list of prohib-
ited AI systems and practices, a narrow interpretation of these practices could still
leave considerable room for rights-based and systemic harm to democracy.

Transparency

The EU’s most prominent instrument envisioned to protect democracy from Al
harm is transparency. Given transparency’s long-standing role in upholding democ-
racy, this is unsurprising. The tech world also widely adopts the concept, with Jobin
and colleagues noting it as the most widely used principle in numerous global ethical
guidelines on AL In broad terms, transparency refers to “the availability of infor-
mation about an actor allowing other actors to monitor the workings or perform-
ance of this actor.””’ However, transparency is not just one thing.>* It is a
multifaceted concept whose objectives can be achieved through diverse instruments,
each designed to make different information available to different parties for
different purposes. We have, therefore, identified three broad transparency instru-
ments in EU regulation to protect democracy from rights-based and systemic Al
harm: (1) transparency to individuals, (2) operational transparency, and (3) report-
ing transparency. As noted earlier, these instruments do not exclusively address
rights-based or systemic AI harm but vary in focus, aligning with our view that
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AT harms are not strictly separable and providing a crucial perspective for evaluating
these tools.

Transparency to individuals

Transparency to individuals regulates the interaction between individuals and Al
systems. This category encompasses two types of transparency: one concerning per-
sonal data privacy and the other related to digital content. GDPR is the EU’s
primary tool for regulating personal data privacy. Notwithstanding the prohibitions
discussed earlier, the GDPR does not question the use of personal data in Al-based
systems. It only stipulates that such use should be based on valid consent, achieved
when those collecting and processing personal data are transparent about their activi-
ties. They must provide data subjects with clear information regarding the type of data
being collected, the purpose of data processing, and the right to object or limit such
processing.”” In this way, the EU assumes that if an individual has relinquished
their data privacy via informed consent, the harm to their rights is prevented, and,
by extension, a degree of democratic protection is achieved.

A similar assumption guides transparency measures for individuals interacting with
Al-generated content such as text or deep-fakes. While there are a few exceptions, the
EU does not question this content per se but is concerned that individuals might be
unaware that they are interacting with social bots and synthetic media. Consequently,
the remedy is found in disclosures, facilitated through terms and conditions and trans-
parency notices. The DSA and TTPA thus demand clear labelling of advertisements
and disclosure of any use of algorithmic profiling, targeting, or recommender
systems, while the AIA demands clearly and visibly labelling Al systems that interact
with humans, as well as placing transparency labels for Al-generated content such as
deepfakes and synthetic text.**

Operational transparency

The second transparency instrument we identified within EU digital regulation is oper-
ational transparency. This form of transparency, well-acknowledged in algorithmic
transparency literature, chiefly focuses on Al systems’ design choices and operations.>
The actions taken are intended to provide supervisory authorities, individuals, and
other interested stakeholders, such as academics and journalists, with insight into
the rules for developing Al systems and the practices for their daily operations. Con-
cerning the former, the GDPR, DSA, TTPA, and the AIA require developers and pro-
viders of AI systems to create codes of conduct, technical documentation,
certifications, and quality management systems, ensuring Al systems are developed
following regulatory requirements and professional standards.”® A key aspect of oper-
ational transparency involves being open about the data used to train algorithmic
systems. The AIA introduces a mandate for this type of transparency, aiming not
just to safeguard copyright interests but also to ensure the data is unbiased, crucial
for preventing rights-related harm and reducing errors that could undermine
trust.”” Regarding the daily operations of AI systems, these four documents
mandate adherence to record-keeping practices and automatically generated logs,
which are crucial for understanding why a particular AI system yielded a specific
(unfair, unsafe, or biased) result.”® Operational transparency aims to enhance the
accountability of Al systems, thus providing authorities, individuals, groups, and col-
lectives with remedial measures against AI-induced damage.
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Reporting transparency

The third and final transparency instrument we identified in our analysis is reporting
transparency. Transparency in this context means creating publicly available docu-
ments that provide information and metrics concerning the internal governance of
digital service providers. The DSA, for example, requires digital service providers
that transmit or store third-party content to release comprehensive reports on their
content moderation practices at least once a year. These reports are expected to
include information such as the number and type of content removal orders received
from member states and trusted flaggers, the amount and type of content removed, and
whether automated tools were used in the process.39 Similarly, TTPA requires, among
other things, digital advertising publishers to disclose the funding they received for
specific campaigns and whether campaigns relied on profiling, targeting, and amplifi-
cation.*® The AIA also introduces certain mechanisms for reporting and notification
that vary from a basic duty to report non-compliance with standards of high-risk Al
to specific alerts for Al systems that are classified as general-purpose AL*' In addition
to regular reports, these documents also lay out guidelines for government agencies,
civil society, researchers, and journalists to request access to specific information
from digital service providers, including advertising services.

Collectively, the transparency instruments within EU digital regulation seem to
establish a robust legal framework against rights-based and systemic AI harm to
democracy. They strive to keep individuals informed about the collection and
handling of their private data in the context of practices such as profiling and tar-
geting (individual transparency) and aim to foster trust and accountability through
revealing information about the design and functioning of Al systems, as well as the
elimination of damaging digital content (operational and reporting transparency).
Still, these measures are not bulletproof, and some might even pave the way for
harm. For example, while transparency measures aimed at individuals safeguard
their rights, they also acquaint them with AI practices and related harm they
might not have been aware of earlier. Individuals might use this new insight to
withhold consent for data collection, but they might also become disenchanted, dis-
trustful, and politically apathetic. This could, in turn, lead to a loss of trust in
democratic institutions and processes. A measure intended to protect against
rights-based harm could thus, paradoxically, exacerbate harm to democracy on a
systemic level.

Transparency measures directed at individuals could also serve as a tool for legiti-
mizing profiling, targeting, social bots, and deep fakes. As highlighted earlier, the issue
is not whether we want these practices and technologies used in the democratic process
but whether we are informed and individually consent to their deployment. While
consent and awareness provide a degree of protection for people’s rights, they can
also open the door to systemic harm to democracy. Even if citizens willingly receive
tailored messages and interact with synthetic content, political polarization might
intensify if these messages are deliberately designed to exacerbate such divisions.
Moreover, if certain segments of society embrace these practices while others reject
them, democratic fragmentation may arise not from the AI itself but from disputes
over the use of AL Finally, merely having access to extensive transparency information
does not inherently facilitate understanding of this information or using it to hold Al
developers and providers accountable.*?
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Risk management

The third instrument for protecting democracy against Al harm we identified
within the EU digital regulation is risk management. Although related to oper-
ational transparency, the two are distinct: while operational transparency predomi-
nantly focuses on making visible how Al systems are constructed and operate, risk
management concentrates on what Al systems are capable of doing or will do once
they come in contact with individuals and societies. Risk management, therefore,
encompasses a range of practices for assessing the risk of AI systems before their
deployment and monitoring practices that are initiated once an Al system is oper-
ational. Prior to the system’s deployment (although not exclusively) the GDPR
requires conducting impact assessments, while the DSA and TTPA call for risk
assessments.*> The AIA - which explicitly recognizes the administration of justice
and democratic process as areas in which the deployment of AI systems can
produce high risks by influencing voting behaviour and election outcomes -
requires conformity assessments and, critically for addressing potential harm to
democracy, mandates fundamental rights impact assessments.** These assessments
are designed to identify the categories of individuals or groups that could be
impacted by an AI system and the specific risks they may face. Additionally, the
ATA allows for the use of regulatory sandboxes and real-world experimentation
with AI systems and sees these practices not only as a way of promoting innovation
but also as helping uncover unforeseen risks or assessing the scale of known risks,
including in the realm of democracy.*’

All four documents also outline various practices for monitoring Al risk post-
deployment, thus acknowledging that not all risks can be anticipated and there
may be cases of misuse. The GDPR thus introduces a notification system for per-
sonal data breaches; the DSA requires reporting of illegal content, suspicious activi-
ties, or criminal offences, and also outlines the role of trusted flaggers; the TTPA
focuses on the flagging of potentially non-compliant political advertisements; and
the AIA sets up comprehensive risk management systems, mandates human over-
sight, post-market surveillance, model evaluation, the reporting of serious inci-
dents, and the notification of systemic risks for general-purpose AI by the
scientific panel.*®

The detection of risk, be it prior or after an Al system’s deployment, is never done
for its own sake. It is inextricably tied with remedial action ranging from harmful
content removal and change in the system’s design to initiating full-scale crisis
response mechanisms upon identifying severe threats to public security or health.*’
Finally, it is crucial to highlight that besides outlining various pathways to implement
these and earlier provisions, these documents also create a network of national and
EU-level institutions and bodies charged with ensuring Al systems’ compliance with
the provisions, overseeing adherence and Al risk, and initiating corrective and enfor-
cement actions when necessary.*®

It is worth noting that the European Commission has already implemented
several initiatives under Articles 34 and 35 of the DSA aiming to protect the
democratic character of elections. For example, in accordance with Article 35,
the Commission has launched a public consultation to collect feedback on the
preliminary DSA guidelines regarding election integrity.*” These guidelines rec-
ommend best practices and preventive strategies for very large online platforms
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and search engines to tackle systemic risks to democratic electoral processes.
Additionally, in December 2023, the Commission began proceedings against plat-
form X (previously known as Twitter), targeting the spread of illegal content
within the EU and examining its transparency measures and measures to
combat mis- and disinformation.>

Providing a broad assessment of risk management strategies in reducing rights-
based and systemic threats to democracy is challenging, as these strategies are extensive
and cover the entire lifecycle of an AI system. Still, some general issues can be raised,
mainly pertaining to the definition of risk. Despite being a risk-based regulation, the
ATA does not define risk in any strict manner or provide an exhaustive list of Al-
related risks. On the one hand, this is understandable considering that risks are exten-
sive, and many remain unforeseen, particularly those related to systemic harm. By
adopting open and flexible risk management clauses, the AI Act thus embraces a
more adaptable and context-sensitive approach that recognizes that Al risks, as well
as our understanding of them, are likely to evolve as the technology advances and
becomes more widely implemented.

On the other hand, to be detectable, risks will have to be defined at some point.
Given the AIA’s embedding in the New Legislative Framework, which aims to
improve and strengthen conditions for placing a wide range of products on the
EU’s common market, this will primarily be done by standardization bodies. To facili-
tate Al system providers’ compliance with the AIA, these bodies will be tasked with
creating harmonized standards for each AIA risk domain, including democracy. Stan-
dardization bodies are thus places where the real Al rule-making will occur.”
However, this approach has significant problems. Standardization bodies are typically
used for products such as cars and washing machines, ensuring their safety before
being allowed on the common market. However, although standardization is never
easy and often involves political challenges, it will be particularly difficult for value-
laden issues such as the relationship between AI and democracy, which is not
merely a technical problem in search of a technical solution, but an issue requiring
careful consideration of rights-based and systemic Al risks and their complex relation-
ship. The problem is further exacerbated by the fact that standardization bodies rarely,
if ever, include in their work a diversity of stakeholders. Accordingly, they are in
danger of not only lacking the competencies to make standards on the AT’s risk to
democracy but the standards they end up making can themselves be considered
undemocratic.”

The second issue involves determining the threshold at which specific measures to
mitigate Al risks will positively affect the prevention, reduction, or even elimination of
harms to democracy. This is particularly relevant when dealing with harmful AI
content such as the spread of disinformation and other forms of public opinion
manipulation. Efforts to eliminate such content are intuitively justified, yet the chal-
lenge arises from our lack of understanding of the precise threshold at which the
removal of such content begins to alleviate societal distrust, apathy, fragmentation,
and polarization. To put it simply, since completely eliminating harmful content
from our information systems is unrealistic, the precise amount of disinformation
that needs to be removed to reduce these systemic harms to democracy remains
unknown. This issue is ever more important considering that such harms have the
potential to enact lasting changes in society rather than merely causing temporary
disruptions.
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Education

To prevent the rights-based and systemic harm caused by Al the EU not only regulates
the developers and employers of Al systems but also dedicates resources to empower-
ing its citizens with the necessary skills to navigate the digital world autonomously and
in an informed manner. In other words, it focuses on its citizens’ digital education.
Besides prohibitions and transparency, fostering digital education is thus the fourth
key measure the EU employs to protect democracy from the adverse impacts of AL

Digital education is a cornerstone of both the European Digital Strategy and the
European Digital Decade, rooted in the conviction that “engaged, informed, and
empowered citizens are the best guarantee for the resilience of democracy.””> With
this in mind, the EU has set itself an ambitious target to increase the number of citizens
with basic digital skills from 54% in 2021 to at least 80% by 2030.>* The strategies to
attain this target are delineated across multiple documents (see Appendix, Table 1),
especially spelled out in legally non-binding documents. An analysis of these docu-
ments highlights two key areas deemed crucial for fostering an inclusive democratic
process and empowering citizens to discern disinformation and make fact-based
decisions: one, media and Al literacy, and two, informed participation in the digital
democratic process.

First, the EU strives to enable its citizens to make informed and independent
decisions in the digital realm. The Eurobarometer survey highlights a need for
training in handling disinformation, with 69% reporting frequent encounters
with misleading or false information.”® Thus, the EU has engaged in developing
methods to equip its citizens with skills to discern between reliable and unreliable
sources and verify the authenticity of information before sharing it.>® Particular
focus is given to enhancing media literacy among young people, who access and
interact with news differently than prior generations. Consequently, the EU has
initiated various media literacy programmes, partnered with stakeholders such as
journalists and educational institutions, and provided them with additional
financial support. Besides media literacy, the AIA also promotes Al literacy
defined as “skills, knowledge and understanding that allows providers, deployers
and affected persons, taking into account their respective rights and obligations
in the context of this Regulation, to make an informed deployment of Al
systems, as well as to gain awareness about the opportunities and risks of AI and
possible harm it can cause.”” The EU’s approach includes teaching about AI's
functions, various applications, risks, benefits, and impact on daily life. By enhan-
cing media and AT literacy, the EU hopes to enable its citizens to identify fake news,
flag harmful content, and report disinformation, contributing to a trustworthy
digital ecosystem. They are also supposed to enable citizens to take full advantage
of the transparency measures we discussed earlier.

Second, the EU recognizes that constant active participation of citizens in the demo-
cratic process is crucial.”® Engaging the public in political decision-making and foster-
ing active involvement bolsters trust in political institutions, serving as a linchpin for a
resilient and functioning democracy. Hence, the EU proposes enhancing election
transparency and trust in the democratic processes in the context of AI through
measures such as supporting multidisciplinary teams of fact-checkers and funding
research projects aimed at deepening our understanding of disinformation dissemina-
tion and effective countermeasures.
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While the EU’s initiative to educate its citizens on safeguarding their various rights
in the face of an increasingly AI-driven democracy and averting systemic harm is com-
mendable, expecting individuals to manage their private information and discern false
information consistently and collectively may be overly optimistic. To begin with,
access to digital education is not equally available. Most EU campaigns target young
people in educational settings, leaving adults and non-digital natives, who are no
longer part of the educational system and might need AI curricula tailored to their cog-
nitive level, somewhat overlooked.”® Moreover, the EU has not sufficiently addressed a
crucial point highlighted in the literature: training AI developers on Al harm to ensure
the creation of systems that adhere to the standards of fairness, accountability, trans-
parency and ethics, and democracy in general.*

Still, even with citizens and developers being highly educated about Al risks and the
measures available to mitigate them, protecting democracy at both rights-based and
systemic levels is not guaranteed. While digital literacy is necessary, it is not
sufficient. Even experienced social media moderators find identifying disinformation
campaigns and information propagated by social bots challenging. This challenge
grows exponentially with large language models capable of flooding the system with
misleading content. Moreover, even digitally literate individuals might become dis-
trustful and apathetic if they feel overwhelmed by the constant need to differentiate
between genuine information and disinformation and handling their private data. Iro-
nically, this could contribute to systemic harm to democracy rather than protecting
against it.

Conclusion

In this study, we mapped the diverse measures the EU has implemented or plans to
implement to protect democracy from the growing harm associated with Al technol-
ogies. The mapping was guided by the distinction we made between rights-based and
systemic Al harm to democracy, resulting in four categories of measures: prohibition,
transparency, risk management, and education. As a mapping exercise, our analysis
trades an in-depth examination of the EU regulation for a bird’s eye perspective on
the regulatory landscape. Yet, this approach enables us to infer several insights that
could prompt a deeper analysis of these measures in the future.

We note that when we expand our focus beyond the AIA to other binding and non-
binding EU documents that address to some degree the harm of Al to democracy, we
see that the EU has developed a quite robust toolbox of protective measures, catering to
both rights-based and systemic harm. Especially in the realm of systemic harm, which
existing literature identifies as inadequately addressed, we map a variety of measures
that can be seen as efforts to institute continuous oversight of Al systems’ development
and deployment.®’

However, despite the inclusion of these provisions, Al still has significant potential
to produce systemic harm to democracy. Based on this, we propose that the challenge
with Al systemic harm in the EU’s Al regulation is not just its insufficient coverage, as
highlighted by existing research, but also that such harm is inherently difficult, perhaps
even impossible, to effectively regulate.

First, as underscored throughout the article, highly protected rights and an AI-lit-
erate public can, paradoxically, engender systemic harm to democracy. Many people
consenting to being profiled and targeted, even with non-deceptive content, can



1082 (&) J.CUPAC AND M. SIENKNECHT

foster the creation of echo chambers, which, in turn, may lead to political polarization
and fragmentation. Moreover, a public possessing a high level of knowledge about Al
practices may grow disillusioned with its integration into the democratic process, con-
sequently becoming more distrustful and politically apathetic.

Second, the aggregated nature of systemic harm, coupled with the fact that it arises
not solely from AI but from its intertwining with pre-existing social conditions,
makes pinpointing its exact causes challenging. However, without such precision,
it is difficult to establish parties accountable for systemic harm or a threshold at
which measures targeting only its AI component would be effective. For example,
while social media companies contribute to increasing political polarization, it is
unclear whether eliminating mis- and disinformation from these platforms would
alleviate this issue or, importantly, what amount would need to be removed before
we see a positive shift.

Against this backdrop, we propose two avenues for further research: one analyti-
cal and the other normative. Analytically, there is a need for a thorough examination
of the EU’s regulatory instruments to mitigate the harms AI can cause to democracy
at a fundamental level. This examination should be mindful of both rights-based and
systemic Al harm as well as of the broader regulatory landscape we outlined. Scru-
tiny of this type could act as a catalyst for regulatory improvements and policy rec-
ommendations, which are urgently needed given AI’s rapid advancement and
widespread adoption. Normatively, it may be time to acknowledge that regulation
and policy can go only so far and that we need to start thinking about a novel para-
digm of democracy in which AI would not be only a problem to be managed but its
integral component.®”
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Appendix

Table 1. Binding and Non-Binding Documents of the European Union Relating to Digitalization.

Binding legal instruments

Regulation and General Data Protection Regulation (GDPR)
Proposals for Digital Services Act (DSA)
Regulation Artificial Intelligence Act (AIA)

Transparency and Targeting of Political Advertising (TTPA)
Digital Markets Act (DMA)
Media Freedom Act
Data Governance Act
Cybersecurity Act
Regulation on the Protection of Natural Persons with Regard to the Processing of Personal
Data by the Union Institutions, Bodies, Offices, and Agencies and on the Free Movement of
Such Data
Gigabit Infrastructure Act
European Digital Identity
The European Health Data Space
Data Act
Chips Act
Proposal for Regulation on the Digitalization of Judicial Cooperation and Access to Justice
in Cross-Border Civil, Commercial and Criminal Matters, and Amending Certain Acts in the
Field of Judicial Cooperation
Proposal for Amending Regulation (EU) No 904/2010 as Regards the VAT Administrative
Cooperation Arrangements Needed for the Digital Age

Directives Data Protection Law Enforcement Directive
e-Privacy Directive
Directive on combating the sexual abuse and sexual exploitation of children and child
pornography
Audiovisual Media Services Directive (AVMSD)
Directive concerning measures for a high common level of security of network and
information systems across the Union

Non-Binding Legal instruments

Declarations Declaration on European Digital Rights and Principles for the Digital Decade
Declaration: Cooperation on Artificial Intelligence
Communications Communication on protecting election integrity and promoting democratic
participation
Tackling Online Disinformation: a European Approach
Action Plan against Disinformation
Artificial Intelligence for Europe
Coordinated Plan on Artificial Intelligence
Building Trust in Human Centric Artificial Intelligence
Fostering a European Approach to Artificial Intelligence (+Annex)
Protecting Election Integrity and Promoting Democratic Participation
Digitalization of Justice in the European Union
EU Policy on Cyber Defence
Media and Audiovisual Action Plan
European Strategy for Data
Digital Education Action Plan 2021-2027
A Chips Act for Europe




1090 J. CUPAC AND M. SIENKNECHT

Digitalization of Justice in the European Union
Union of Equality: Strategy for the Rights of Persons with Disabilities (2021-2030)
A Digital Decade for Children and Youth: The New European Strategy for a Better Internet

for Kids (BIK+)

A European Health Data Space: Harnessing the Power of Health Data for People, Patients

and Innovation

A European strategy on Cooperative Intelligent Transport Systems, a Milestone Towards
Cooperative, Connected and Automated Mobility
FinTech Action plan: For a more competitive and innovative European financial sector

White papers

White Paper on Artificial Intelligence: A European Approach to Excellence and Trust

Non-legal instruments

Policies, Shaping Europe’s Digital Future
Programmes, European Democracy Action Plan
Initiatives Digital Education Action Plan 2021-2027
European Green Digital Coalition
Next Generation Internet Initiative (NGI)
Policy Guidance on Al for Children
Global Gateway
Get Digital Initiative
Codes of The Strengthened Code of Practice on Disinformation
Practice

Table 2. Classification of the EU’s measures to mitigate Al harm to democracy*.

Transparency
EU Transparency Operational Reporting Risk
documents  Prohibition  to individual transparency  Transparency  management  Education**
GDPR Articles 9 Articles 5, 6, 7,  Articles 25, 30,  Article 31,47  Articles 33, 35, Article 57
8, 11,12, 13, 32,40, 41, 42 36
14,15,16, 17,
18,19, 20, 21,
22, 34
DSA Articles 25, Articles 14, 17,  Articles 37, 40,  Articles 10, Articles 9, 16,
26, 28 20, 26, 27, 28, 44, 45, 46, 47, 15, 24, 42 18, 22, 23,
38, 39 48, 49, 50, 51, 34, 35, 36,
52,53, 54,55, 48
56, 57, 58, 59,
60, 61, 62, 63,
64, 65, 66, 67,
68, 69,70, 71,
72,73,74,75,
76, 77
AlA Article 5 Articles 13,50  Articles 10, 11,  Article 20, 27, Articles 9, 14,  Article 3
12,13,15,17, 52,77, 91 15, 20, 27,
18,19, 44,47, 43, 55,57,
48, 49, 53, 55, 60, 72,
77 73,74, 75,
76, 89, 90
TTPA Article 18 Articles 11, 12, Article 9, 19 Articles 14, Article 15, 19
18, 19 16, 17, 20

*The table selectively highlights articles most pertinent to rights-based and systemic Al harm to democracy,
excluding those with lesser relevance. Articles may cross several categories, reflecting their interconnected
roles in the documents.

** The EU deals with education-related measures primarily in its non-binding legal instruments and non-legal
instruments while regulations only sporadically cover this aspect.
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