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Abstract 
 
Which products are potentially produced together? When demand for a product increases, which 
firms will supply it? Using multi-product production patterns within and across firms, we recover 
a continuous cost-based distance between firms and unproduced products. Higher product 
distance implies decreasing adoption frequency. When export demand induces domestic product 
adoption, closer firms provide this supply. Potential costs imply measures of Revenue and 
Competition Potential. These predict firm sales and scope growth. If all firms produced all 
products linked by co-production, consumer welfare could increase by 16-30% under constant 
markups, rising to 46-86% under variable markups. 
JEL-Codes: F100, D20, L100, L230, L250. 
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1 Introduction

Which products are potentially produced together? When demand for a product in-

creases, can we predict which firms will supply it? This is important for policy as knowing

which products a firm is likely to adopt can help target policy when key supplies are de-

sired, such as “green” products or those important during an emergency. A key obstacle

is that until a firm produces a product, its potential costs (and revenues) are unknown.

We introduce a novel approach to predict these costs based on observed co-production

patterns within and across firms. We represent these costs as the distance from firms to

products in a multi-dimensional product space.

Mapping the product space is the problem opposite to triangulation: finding the po-

sition of cell phone users (products) by their distance from cell phone towers (firms).1

In our application, we derive firm-product costs either from inverting constant markup

demand or from production based methods akin to De Loecker et al. (2016) with vari-

able markups. We map these costs to distances, but do not know any firm distances

to unproduced products. Using observed firm-product distances, we back out pairwise

distances between products to infer unknown firm-product distances. These distances

then map to costs, providing potential costs for all firm-product pairs. Finally, potential

costs map to potential prices through a constant markup or rationalization of CoPaTh

demand as introduced by Matsuyama and Ushchev (2017), which to our knowledge is the

first empirical application of this framework. Constructing this high-dimensional product

space is a new approach that allows for novel counterfactuals based on standard theory

and empirical strategies from the heterogeneous firm literature.

We employ rich Danish firm-level data to validate our approach and test two pre-

dictions about which firms produce which products. First, firm distance to a product

predicts adoption in a highly granular way, even controlling for discrete distances embed-

ded in the Harmonized System or other administrative classification systems.2 Second,

our measure has substantially higher coverage of firm-product pairs than relatedness mea-

sures in the literature and maps directly to model primitives allowing for theoretically

based econometrics and counterfactuals. Crucially, we validate the prediction of which

firms will supply products by instrumenting product level demand with export demand,

finding that a positive demand shock induces the closest firms to introduce a product.

Moreover, the product space reveals opportunities and threats. Firms close to un-

1In computer science, the analysis of self-positioning networks leads to a similar problem. For example,
indoor positioning algorithms use the information on signal strength from multiple Wi-Fi routers with
unknown locations to identify the location of a cell phone user with a weak GPS signal (see, for example,
Wu et al. (2005) and Hossain and Soh (2015)). We extend this to a high-dimensional environment.

2These can be both haphazard and endogenous to policy objectives. See the examples of Jacobs and
ONeill (2003) and Grant (2023). Table A.1 highlights differences across the HS, SIC and NAICS.
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produced products may have ample space for expansion, while those far from potential

products may have low growth potential. The trade and growth literature has demon-

strated that countries with better market access through better trade channels grow

faster (Redding and Venables, 2004); and while the international trade literature has am-

ple measurements of distance to markets, there is no comparable concept of firm distances

to unproduced products. We introduce a Revenue Potential (RP) index of how much a

firm could increase its revenue by producing all accessible products in the product space.

RP predicts both sales and scope growth.

We apply similar logic to potential competition in each firm’s existing product port-

folio and calculate a Competition Potential (CP) index. While it might seem that a firm

is positioned to expand rapidly into nearby products, it is possible that it is surrounded

by a large number of potential entrants, restricting growth. The CP index calculates how

a firm’s revenue would fall if all potential rivals choose to compete with a firm in all its

existing markets. In fact, high CP restricts sales and scope growth.

Finally, counterfactual costs allow measurement of potential gains for consumers by

predicting the impact of firm entry into unproduced varieties on the price index. We

define Entry Potential (EP) to capture the upper bound for such gains. The predicted

gains are heterogeneous by sector, ranging from 16-30% rising to 46-86% under variable

markups.

This paper proceeds as follows. This section continues with a literature review, and

the next motivates and theoretically constructs the product space. Section 3 then details

the data and construction of the space with summary statistics of its properties. Section

4 estimates how the product space can predict product adoption. Section 5 models

Revenue Potential and Competition Potential and estimates their impact on sales growth,

scope growth and core focus and quantifies potential changes in the cost of living from

production of all products by all firms with Entry Potential. Section 6 concludes.

Literature Review

Underlying much of trade theory is production theory, whether across neoclassical models

or the leap to New Trade theory with monopolistic competition and increasing returns

to scale. ‘New’ New Trade theory augmented production structures with heterogeneous

firms and sales at the firm level, and multi-product firm models have become even more

granular with heterogeneous sales activity within the firm. All these models study firm

production in isolation. However, the distribution of activities firms engage in together

is not random, suggesting a richer setting of interconnections across activities. In the

language of comparative advantage, opportunity costs across activities are not distributed

randomly, whether or not firms engage in the activities themselves. Our approach is to
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uncover such a latent map of potential costs to provide a rich set of counterfactuals about

the growth potential and competitiveness of firms, as well as new measures of potential

consumer surplus. By doing so, we connect several well-developed strands of literature

across multi-product firms, including ideas of co-production relatedness between products

at both the firm and country export basket levels, and classification systems.

There has been an explosion of research on multi-product firms, especially in the

context of international trade.3 For the typical model of this literature, a firm is a

collection of products, which may be linked by supply or demand linkages.4 A product

is defined as a variety produced by one firm and is characterized by marginal costs

of production and/or demand shifters (Eckel and Neary, 2010; Bernard et al., 2011).

However, which particular product a firm produces is essentially neglected: products differ

in their sales and this difference is driven by differences in costs or demand. Whether a

firm is producing milk and cheese or milk and silk is irrelevant. By recovering distances

in a product space based on co-production costs, which products a firm produces relative

to all other firms matters for sales and scope growth.

The literature on co-production (Bernard et al., 2010; Goldberg et al., 2010) shows

that some pairs of products are often produced together, while others are almost never

produced by the same firm. In this approach, when a firm expands its product range, it

will likely choose products that are often co-produced within other firms, conditional on

their current product mix, for a wide variety of possible explanations for linkages across

inputs and outputs of firms (Boehm et al., 2022; Ding, 2023; Jakel et al., 2023). We build

on such co-production concepts by using observed costs when products are co-produced

to quantify the cost side role of co-production.

The concept of a product space has been popularized by the groundbreaking and

continuing work of authors such as Hidalgo et al. (2007) and Hausmann et al. (2007)

continues to develop (?)5 and has recently been applied to the case of green products

(Mealy and Teytelboym, 2022). One key finding from these studies is that differences

in income growth rates across countries can be explained by their proximity to various

products.6 Our paper diverges from this literature in two significant aspects. First, we

3For details, see the recent review by Irlacher (2022).
4Supply linkages include flexible manufacturing, economies and diseconomies of scope, and the pres-

ence of core and non-core products (Eckel and Neary, 2010; Nocke and Yeaple, 2014; Mayer et al., 2014;
Eckel et al., 2015; Arkolakis et al., 2021; Macedoni and Xu, 2022). Demand linkages mainly include
cannibalization effects and demand complementarities (Feenstra and Ma, 2007; Eckel and Neary, 2010;
Dhingra, 2013; Bernard et al., 2018; Flach and Irlacher, 2018; Macedoni, 2022).

5Exciting developments include Guevara et al. (2016) who use research relatedness of authors to
predict entry into a field, Jara-Figueroa et al. (2018) who find industry relatedness of new hires in
pioneer firms (who enter locally non-existent industries) is important for firm survival, and Neffke et al.
(2011) who find industry revealed relatedness is important for entry and survival in related industries.

6Hidalgo et al. (2007) show that countries tend to develop a Revealed Comparative Advantage (RCA)
in goods closer to the ones they are currently specialized in. As a result, countries that are closer to non-
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focus on firms rather than countries, providing a micro-foundation for the country-level

position in the product space. Second, unlike in Hidalgo et al. (2007) where the distance

between products is determined by the co-presence of RCA, we base our measure on

marginal costs. While our algorithm can construct a product space and firm space using

RCA or other metrics, using marginal costs allows us to interpret distances in terms of

actual or potential marginal costs, and to construct micro-founded measures of market

potential and competition.

Furthermore, our emphasis on co-production within and across firms represents a sig-

nificant methodological advancement, addressing a key limitation in export baskets based

approaches when applied to firms due to the sparsity of actually produced products at

the firm rather than country level. In fact, we show that when using product relatedness

measures based on co-occurrences of RCAs at the firm-level, over 80% of the firm-product

combinations have zero product relatedness. An advantage of our approach is that we

can predict product adoption even when considering firm-product pairs that have zero re-

latedness. Finally, the micro foundation we propose provides a supply curve of successive

firm production of any particular variety, which is more granular than binary measures,

such as whether a variety exhibits RCA, and maps onto well established models.

Our focus on firms in a product space links our paper to an expanding body of re-

search that uses various measures of distance or similarity between firms for different

applications. For example, in the R&D literature, the location of firms is crucial for eval-

uating spillovers across firms, which depend on the proximity between their technologies

and products. A common method in this field involves calculating the overlap between

firms’ technology classes, as indicated by patents, and the overlap between their product

sales (Jaffe, 1986; Bloom et al., 2013).7 Additionally, recent work by Pellegrino (2019)

develops a model in which a firm’s demand and market power depend on the similar-

ity of its products to those of oligopolistic competitors.8 The author uses the similarity

between products developed by Hoberg and Phillips (2016) that we discuss below. Our

paper differs from this literature by focusing solely on the distances between firms and

products, as these represent either actual or potential marginal costs. Our analysis cap-

tures the impact of competitors on a firm through the metrics of Revenue Potential and

Competition Potential, which are influenced by the proximity of the competitor to the

firm’s current or potential products.

RCA goods upgrade their exports quicker. This mirrors our findings that firms tend to begin producing
products that are closer to them and that higher Revenue Potential leads to faster growth.

7Escolar et al. (2023) provides a summary of the approaches used in the literature for locating firms
using patents data.

8Pellegrino (2019) introduces a demand system using concepts of Euclidian distance and dot product
to derive rich substitution patterns, an approach anticipated by Feenstra and Levinsohn (1995) who use
a weighted sum of distance to more standard product characteristics.
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A small but growing set of research has been creating new categorizations of firm ac-

tivities and outputs, often using advances in text analysis to uncover new relationships.

In an exciting strain of work, Hoberg and Phillips (2016) create firm locations from word

vectors of SEC filings, in which firms have new relative locations each year based on co-

sine similarity measures which generally better explain profitability and growth than SIC

or NAICS classifications. Looking at the shocks of post-9/11 military spending increases

and the millennium tech crash suggests firms move to areas of common high demand

or reduce similarity to differentiate after a negative demand shock. In contrast to this

methodology, we use standard product classification codes in common administrative

data which allows us to bring to bear well established techniques in the literature (such

as widely accepted instrumental variable strategies) to a large potential range of datasets.

Kogan et al. (2021) categorize worker’s technology exposure from patent documents and

the Dictionary of Occupational Titles, finding exposure displaces both high and low skill

workers. Bishop et al. (2022) match UK business website data to publicly reported SIC

codes, using text analysis to show that four digit SIC codes mask considerable hetero-

geneity in firm activities. In fact, governments endogenously change classifications to

suit their objectives. Grant (2023) models and demonstrates that the US Harmonized

Trading System is endogenous, with more product differentiation with higher trade flows

or tariffs where mis-classification is more costly.

2 Firms in Product Space

This section models firms and products co-located in space to establish a concept of dis-

tance between products and between firms and products. Our product space is based

on marginal costs and we assume these costs are positively related to the distances be-

tween firms and products. In this section, we will take marginal costs as given. Later

in the paper we will estimate the marginal costs using two standard approaches from

the literature: 1) we specify Constant Elasticity of Substitution (CES) demand and mo-

nopolistic competition in order to map the revenue shares of a multi-product firm to its

marginal costs of production and 2) we obtain marginal costs from the markup estimation

literature as in De Loecker et al. (2016). The result is a continuous product classifica-

tion that explains heterogeneous firm marginal costs across products in terms of each

firm’s location in relation to products in a high-dimensional product space. Moreover,

we compare our approach to two benchmarks: 1) a discrete set of distances based on the

Combined Nomenclature product hierarchy and 2) a continuous set of distances based on

the co-occurrence of Revealed Comparative Advantage on products within firms.
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2.1 An Example from the Multi-product Firm Literature

A well understood setting for co-occurring activities within firms are multi-product firms

due to the incidental detailed data which provide evidence of differentiated activities.

Such data has given rise to standard models of multi-product firms as typified by Eckel

and Neary (2010) and several subsequent contributions. In this and similar settings,

theory ranks products within a firm according to their marginal costs, which increase for

products farther from the firm’s core competence, but do not depend on which products

are co-produced. Throughout, we understand these costs as relative to the same unit

of a variety to avoid unit measurement problems, and we normalize the cost of each

firm-variety by the average variety cost in harmonized units. This kind of setting can be

visualized as in Figure 1, where the further a product is from a firm, the higher the cost.

Figure 1: Multi-product Costs

As an example of our framework, we keep the idea of a ranking of products based on

their marginal cost but assume the existence of a product space in which the proximity

of products and the pattern of production within the firm can alter these regular costs

differences. We consider three products: Milk, Cream and Cheese and four firms which,

due to different latent capabilities, have different costs for each product which occur at

irregular intervals as in Figure 2. Note that these are product costs relative to other

varieties of the same product, so that Firm 1 has a comparatively low cost to produce

cream versus other producers, has a comparative mid-range cost for milk and likely a

prohibitively high relative cost to produce cheese.9

9We will control for common product-year changes, however we abstract from other important firm-
product attributes such as quality except as potentially captured by variable markups. Provided such
information, we could enlarge the state space of the analysis below to incorporate such considerations.
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Figure 2: Firm and Product Costs

One way to rationalize this pattern is to locate the three products and the four firms

in a two-dimensional space. As shown in Figure 3a, milk and cream have more similar

production technologies, while cheese production is technologically distinct from either.

This is represented in our framework with a small distance between milk and cream and

a large distance of these away from cheese.

Figure 3: Technological Nexus

(a) Product Nexus

Milk Cream

Cheese

(b) Firm Locations

Milk Cream

Cheese

Firm 1

Firm 2

Firm 3

Firm 4

(c) Product Adoption

Milk Cream

Cheese

Firm 1

Firm 2

Firm 3

Firm 4

Every firm is characterized by its position relative to products as in Figure 3b. Here

Firm 1 is relatively good at cream production, less good at milk production and the least

good at cheese production. Firm 2 is equally good in the production of milk and cream,

but not as good at cheese production. Firm 3 is good in the production of cheese, almost

as good in the production of milk, and the worst in the production of cream. These

relationships are represented in a more conventional way in Figure 2.

In this example, we make two assumptions, which, however, are not imposed in our

empirical estimation of the product space. First, we assume identical aggregate demand
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for each variety each period. Second, the fixed cost of adding any product is constant

across varieties. These assumptions allow us to represent a firm’s adoption threshold as

a single circle. This captures that when choosing between similar markets, a firm would

choose to adopt a product with a lower marginal cost. Considerations of market size and

competition intensity may shape this decision too. In a general setting that we rely on,

a firm has a separate threshold for each good it can produce; these thresholds can be

graphically represented as a series of concentric circles with bigger circles corresponding

to larger and less competitive markets. In the empirical section we will either address this

with time specific fixed effects or explicitly by constructing corresponding price indexes.

2.2 An Algorithm to Construct the Product Space

Here we present the algorithm we use to construct the product space and locate firms in

it. Given a set of observed distances between firms and the products they produce, our

goal is to estimate the distance of firms to the products they do not produce. To achieve

this, we first estimate the distance between any two product pairs. Second, we locate

products in the product space and, finally, we locate firms in the space. Our approach

accounts for relative product costs of a firm by locating it at a different distance from

each product.

As in the conventional approach in heterogeneous firm literature (Melitz, 2003), each

firm ω can produce a unique variety ν of N differentiated products. For instance, a

differentiated product may be cheese and a firm can make its own variety of cheese.

Firm capabilities to produce products are characterized by marginal costs normalized

by the average cost of each variety cω,ν . Rather than refer to relative marginal costs or

marginal costs normalized by the average cost of each variety below, we will simply refer

to marginal costs since it is a choice of units.

Conditional on observing positive revenues Rω,ν > 0, in the absence of error we would

observe the set Cω ≡ {cω,ν : Rω,ν > 0}. Given observed marginal costs, our goal is to

map counterfactual relative costs for unsold products: Γω ≡ {cω,ν : Rω,ν = 0}. The

mapping Cω → Γω could contain arbitrarily rich economies of scope from co-production.

For instance, the marginal costs of adding cheese to the product mix could differ de-

pending on whether the firm is already making milk or cream. The set of possible com-

binations can be computationally intractable: considering the extensive margin alone,

with around 1000 products, there are 21000 possible permutations of production decisions

that could map to different combinations of costs. To reduce this dimensionality, the

mapping Cω → Γω is fixed instead by a high dimensional representation of firm and

product locations where unknown firm-product costs are fixed by the distance from firms

to unproduced products.

8



While each firm makes a subset of products, the collection of all firm-product obser-

vations reveals information regarding the distance of products from one another, so long

as there are chains of co-production observed between any two products. These chains

could be direct, i.e., the same firms co-produces two products, or indirect, i.e., two firms

make the same product and all other products they make are indirectly linked. We define

each set of products connected this way over all years as a cluster. In the remainder, we

focus on the algorithm to estimate the space for a single cluster, with N products.

To facilitate further analysis, we represent each product and firm by a location in

N−1-dimensional product space. In fact, in the example of Section 2.1, the product space

with three products (milk, cream, and cheese) can be represented in a two-dimensional

space. The relative location of a firm to products determines its cost structure. The

location of a variety ν is ℓν ∈ RN−1 and the location of a firm ω is ℓω ∈ RN−1. The cost-

based distance between any pair of products or firms is Euclidean, for which we use norm

notation ∥ℓν − ℓω∥ =
(∑N−1

i=1 (ℓiν − ℓiω)
2
)1/2

.10 Firm-product distances are assumed to be

observed with multiplicative error εω,ν and given by cω,νεω,ν . In the empirical section,

we map multiple data choices and coordinate systems from co-production cost data to

cω,νεω,ν , so for the moment, we take them as observed cost-based distances. Once we

have constructed the locations of products, we will fix firm locations.

2.3 Finding Product-to-Product Distances

If all firms produced all products in no matter what quantity, it would be possible to

write down a system of equations where the distances from each firm to each product are

known. No population of firms is likely to exhibit this property and any sub-sample of

all firms producing all products would suffer from selection issues. However, appealing to

revealed production preference, we propose an alternative procedure based on the triangle

inequality which allows us to evaluate upper and lower bounds of distances when firms

produce two or more goods. We extend this logic and look not only at co-production, but

also at the intensity of co-production within firms. To quantify this, we use our product

space framework and apply the triangle inequality to each firm-product distance pair of

co-produced products, then extrapolate this to product pairs that are not co-produced.

2.3.1 Distances between co-produced products

While an application of the triangle inequality to a multi-product firm does not tell us

exactly how far apart any two products it produces are, it does provide upper and lower

distance bounds as shown in Figure 4a. This can be seen from the triangle inequality.

10This could be any norm, for instance the class of Lp norms could be chosen for goodness of fit.
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Given two products ν and ν ′ produced by a firm ω, one can think about a two-product

firm as a dot with two concentric circles representing the potential locations of both

products. Then, the shortest possible distance between these products is equal to the

difference of two radii and the longest to their sum as illustrated in Figure 4a.

Figure 4: Distances Between Directly Connected Products

(a) Max and Min Product Distance

Firm

Min

Max

Product 2

Product 1

(b) Triangle Inequality Distance Bounds

Product 1

Firm

Product 2

In the language of the triangle inequality, co-production within firms implies that the

distance between two products ν and ν ′, absent measurement error, dνν′ , satisfies

|cω,ν − cω,ν′| ≤ dνν′ ≤ cω,ν + cω,ν′ .

For each combination of a firm and a co-produced product pair, we construct maximum

and minimum distances. Even one firm ω can give us narrow bounds if it is close to one

product ν ′ (a small radius in Figure 4a) since for small cω,ν′ , the inequalities on both

sides become tight.

Following this logic, we calculate the averages of the upper and lower product distance

bounds across firms, dν,ν′ and dν,ν′ between goods ν and ν ′ as follows:

dν,ν′ ≡ meanω∈Ων,ν′
{cω,νεω,ν + cω,ν′εω,ν′} ,

dν,ν′ ≡ meanω∈Ων,ν′
{|cω,νεω,ν − cω,ν′εω,ν′|} ,

where Ων,ν′ is a set of firms co-producing goods ν and ν ′. Within each cluster, we then

define the distance d (ν, ν ′) for co-produced products as the average of dν,ν′ and dν,ν′ :

dν,ν′ ≡
(
dν,ν′ + dν,ν′

)
/2.
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Given the application of the triangle inequality to derive upper and lower bounds of

distances, one might be tempted to appeal to order statistics to get a tighter fit. For

instance, one could take the minimum of the distance upper bounds rather than the

mean and the maximum of the distance lower bounds to arrive at a tighter range of

potential distances. In the absence of errors εω,ν , this makes complete sense. However,

given errors εω,ν with full positive support, the probability that the minimum of the

upper bounds turns out to be smaller the maximum of the lower bounds is positive and

increases with more observations.11 The definition above does not exhibit this issue.

Furthermore, if the εω,ν are assumed to be Frechet with mean one and shape parameter

α, then dν,ν′ has expectation proportional to the average over firms ω of terms of the

form ((cω,ν)
α + (cω,ν′)

α)1/α. We remain agnostic as to the empirical distribution of cω,ν′

but this affords one interpretation.

2.3.2 Distances between products that are not co-produced

Although the application of the triangle inequality allows us to find the bounds for dis-

tances between any pair of co-produced products, for our approach to work, we need

distances between all products, including products that are not co-produced by one firm.

To get these distances, we use the known distance bounds between co-produced products

and apply the triangle inequality again.

This idea can be expanded transitively: if Firm A makes products 1 and 3 and Firm

B makes products 2 and 3, we can infer bounds on the distances between products 1 and

2 by applying the triangle inequality to the distance bounds between pairs of products 1

and 3 and 2 and 3.12 We illustrate this idea in Figure 5, mirroring Figure 4: products

1 and 2 are not directly linked; but both of these products are connected to product 3,

which allows us to construct bounds for the distance between products 1 and 2.

Notice that products may be indirectly linked through more than one product. For

example, if Firm A produces products 1, 3, and 4, and Firm B produces products 2, 3,

and 4, then products 1 and 2 are indirectly connected through products 3 and 4. Thus,

we find the minimum total length dη,η′ across all of the upper bounds dη,ν + dν,η′ for

any third product ν. Similarly, we find the greatest length dη,η′ over all lower bounds

dη,ν + dν,η′ . We then define the distance between such indirectly linked varieties as

dη,η′ ≡
(
dη,η′ + dη,η′

)
/2.

11Empirically, this also turned out to be a non-negligible share of pairwise distances in our data.
12We remain agnostic with a bounding approach since what may appear as a “stylized fact” of rational

firm behavior may simply be generated by random processes often assumed in the literature, see Sheveleva
(2019) in the case of multi-product firms and Bernard and Zi (2022) in the case of firm-to-firm networks.
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Figure 5: Distances Between Indirectly Connected Products

(a) Max and Min Product Distance
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(b) Triangle Inequality Distance Bounds
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After filling in the distance bounds for indirectly produced products linked by two

firms, we iterate this procedure filling in distance bounds for any pair of products that

are connected by an arbitrarily long chain of co-production.13 For groups of products

without a chain of co-production (teddy bears and nuclear reactors) then there is no

basis for assessing distance between these products, so by definition they are in different

product clusters.

2.3.3 Assigning Product and Firm Locations

Given a complete set of pairwise distances between products as just constructed, we can

represent these products in an N−1-dimensional space by assigning each product a vector

of length N − 1. The same configuration of products can be represented by an infinite

number of sets of coordinates, so we apply normalization, which makes the mapping

between pairwise distances and the N − 1-dimensional space unique. In particular, we

arbitrarily number products, and set product 1 to zero: ℓν1 = 0, thus locating product 1

at the origin. For the second product, we choose the first coordinate equal to the distance

between products 1 and 2 and the remaining coordinates to zero: dν1,ν2 = ∥ℓν1 − ℓν2∥.
We iterate this procedure for each product i, setting its first i− 1 coordinates to preserve

distances to each product k < i: dνi,νk = ∥ℓνi − ℓνk∥ and the rest to 0.

Second, we locate multi-product firms in the product space.14 Since firm-product

13Each iteration is less precise than the previous one, thus making the estimation of sparse distance
matrices noisy. We address this challenge in Section 3 by splitting products by broad categories of goods.

14Single-product firms will have no part in our analysis besides being used in price indexes of compe-
tition, both because they may differ in substantial ways from multi-product firms and because they are
not informative about co-production patterns.
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costs cω,ν are observed with errors εω,ν , the location of firm ω satisfies

∥ℓν − ℓω∥ = cω,νεω,ν .

Minimizing the sum of squared errors projects the firm’s location onto the hyperplane

determined by the varieties it produces {νi} and is given by the combination

ℓω =
∑
i

c−2
ω,νi∑
j c

−2
ω,νj

ℓνi . (1)

This solution shows that firms are closer to lower cost varieties, after accounting for

preferences and competition. Notice also that a firm’s proximity to unproduced varieties

comes from information embedded in the product space since its location has a weight

of zero on unproduced varieties. It follows that in this framework, the location of firms

embodies each firm’s counterfactual costs to produce varieties.

We now turn to the data and construction of clusters which will form the environment

for our estimates of firm behaviour.

3 Data and Estimation Procedure

In this section, we present the data and detail how the firm- and product-level distances

and coordinates are obtained from the procedure above and then present summary statis-

tics regarding the recovered product space.

3.1 Data

We rely on firm-product-level data from Danish firms, spanning from 2000 to 2018, pro-

vided by Denmark Statistics. Specifically, we utilize two data sources: the Production

Statistics (VARS) and the Trade Statistics (UHDI). The Production Statistics is a survey

in which manufacturing firms with at least 10 employees are required to report their sales

in quantities and values for each product they produce. Sales are recorded independently

of the market in which the product is sold, thereby including both domestic and export

sales. This is similar to PRODCOM data available in many European countries, and

we combine it with trade statistics to isolate production for the domestic market. In

the Trade Statistics, firms report their exports and imports by product and destination.

Products are reported according to the eight-digit level of the Combined Nomenclature

(CN) code, with the firm (CVRNR) being the reporting unit. Notice that the CN clas-

sification is equivalent to the Harmonized System classification at the 6-digit level.
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Our data preparation closely follows Buus et al. (2022), who have provided the code

for the estimation of marginal costs using the method proposed by De Loecker et al.

(2016). To account for changes in product categories over time, we employ the algorithm

proposed by Bernard et al. (2012), aggregating categories to the so-called CN8+ level. A

product is defined at both the CN8+ and the unit of measurement level. For most CN8+

categories, firms report the same unit of measurement (kg, number, etc.). In some rare

instances, the same product code is recorded with different units, and we consider these

as separate products.

For the production function estimation, we also rely on the Firm Statistics Register

and the Firm Accounts Statistics, which provide balance sheet, employment, and finance

information on the universe of private sector Danish firms.

3.2 Marginal Cost Estimation

We consider two measures of marginal costs: one based on inverting a Constant Elas-

ticity of Substitution (CES) demand system, and another derived from estimating the

production function and markups, as outlined by De Loecker, Goldberg, Khandelwal,

and Pavcnik (2016) (DGKP). While the CES method relies on strong assumptions such

as constant markups and a particular nesting of demand across varieties, it does not rely

on production function estimation or availability of quantities or unit values and is there-

fore widely applicable. By leveraging sophisticated methods and rich data, the DGKP

method allows for economies of scope, scale and selection into multi-product status as

well as productivity improvements that accompany production adoption. DGKP there-

fore represents our preferred estimates for our product adoption and dropping results.15

3.2.1 Consumers and Firms

Recall that there is a discrete number of differentiated products indexed by ν = 1, ..., K

and a finite number of firms indexed by ω ∈ Ω. Each firm can produce a variety of

each product ν and we index the firm-product variety with subscript ω, ν. We adopt

a nested utility function, where preferences over products ν are given by the following

Cobb Douglas aggregation:

U (q) =
∑
ν

αν lnQνdν with
∑

αν = 1.

15While we lack the rich characteristics data possible in a more narrow industry such as automobilies or
semi-conductors, in principle one could also control for quality characteristics using methods as outlined
by ?.
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Qν is defined as a CES aggregator over the varieties of product ν supplied in the market:

Qν (q) =

[∑
ω∈Ων

q
σ−1
σ

ω,ν

] σ
σ−1

with σ > 1,

where qω,ν is the quantity of product ν supplied by firm ω, Ων is the set of firms that

supply varieties of product ν, and σ > 1 is the elasticity of substitution.

There is a unit mass of consumers with combined income I. The variety of product

ν supplied by firm ω has a price pω,ν . Consumers maximize utility through

max
qω,ν

U (q) subject to I =
∑
ν

∑
ω∈Ων

pω,νqω,ν .

Under a CES utility function, the quantity demanded for a variety of product ν from a

firm is given by:

qω,ν = ανI/P
1−σ
ν p−σ

ω,ν , (2)

where Pν is the price index for product ν that equals:

Pν ≡

(∑
ω∈Ων

p1−σ
ω,ν

)1/(1−σ)

. (3)

Total revenues of product ν,Rν , satisfy the following condition: ανI = PνQν = Rν .

3.2.2 Inverting the CES Demand System

By combining the production statistics with the trade statistics, we can compute the total

domestic sales (quantity) for each firm-product-year as the difference between the total

product value (quantity) and total export value (quantity).16 Let us define the domestic

quantity produced by a firm ω in a product ν (defined as a separate unit-CN8+ code) as

qω,ν , and the unit value as pω,ν .

Assuming monopolistic competition as in Melitz (2003), profit maximization results

in constant markups given by pω,ν = σ
σ−1

MCω,ν . Consequently, to recover the marginal

cost MCω,ν , we apply the following formula:

MCω,ν =
σ − 1

σ
Pν

(
pω,νqω,ν
Rν

)1/(1−σ)

, (4)

16We exclude observations with negative domestic sales or quantity, which are likely due to firms
engaging in carry-along trade (Bernard et al., 2018). This means that firms can export products that
they do not produce.
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where Rν =
∑

ω∈Ων
pω,νqω,ν denotes the total sales of product ν by firms.

We calculate the marginal costs for each firm-product by using the domestic unit

values to compute the price index (3) and combining it with domestic sales to compute the

marginal costs (4). We assign a value of σ = 5 for all sectors. As we only use information

on Danish firms and their domestic sales, in computing the marginal cost (4), we implicitly

ignore foreign firms exporting to Denmark in the calculation of aggregate revenues and

price indexes. This does not pose an issue in the CES case as we normalize marginal

costs MCω,ν by the average marginal cost per product in Section 3.5.17 Moreover, in the

DGKP case, costs are based production estimation methods.

3.2.3 Production Function Estimation (DGKP)

We apply the procedure outlined by De Loecker et al. (2016), which integrates the estima-

tion of a production function and markups, to derive marginal costs for each firm-product.

In this scenario, there is no need to assume a demand function to determine marginal

costs, as these are inferred from the production decisions of firms. We closely follow Buus

et al. (2022) in estimating markups and refer readers to their paper for further details.

The key challenge in estimating a production function for multi-product firms arises

from a lack of information on how various inputs are allocated to each product. To

address this challenge, De Loecker et al. (2016) propose estimating production functions

for single-product firms. The production function is estimated using a control function

approach that accounts for unobserved heterogeneity in both productivity and input

prices. We follow Buus et al. (2022) and also incorporate product-specific export status,

number of export destinations, and the square of the number of export destinations into

the control functions. However, unlike Buus et al. (2022), we do not include information

on export support, as it is only available for a subset of the years.

To calculate markups, this approach uses the results of cost minimization of flexible

inputs.18 Under perfect competition, with no markups, the revenue share of an input and

its output elasticity are equal to each other. The markup is defined as the wedge between

the revenue share of a variable production input and its output elasticity. By estimating

the production function, we determine the output elasticity of materials and we interpret

17In fact, let PνDNK denote the price index computed using only the unit values for Danish firms
and RvDNK denote the aggregate domestic sales of Danish firms. We compute the marginal costs as

MCω,ν = σ−1
σ PνDNK

(
pω,νqω,ν

RvDNK

)1/(1−σ)

. The average marginal cost per product is given by: M̄Cν =

σ−1
σMν

PνDNK

(
1

RvDNK

)1/(1−σ)∑
ω∈Ων

(pω,νqω,ν)
1/(1−σ), where Mν is the number of firms producing ν.

Hence, the normalized marginal cost equals:
MCω,ν

M̄Cν
=

(pω,νqω,ν)
1/(1−σ)∑

ω∈Ων
(pω,νqω,ν)1/(1−σ)M−1

ν
and is independent of

the price index and aggregate revenues.
18For details, see De Loecker and Warzynski (2012) and De Loecker (2021).
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the ratio of this elasticity to the revenue share of materials as the price-cost markup.

Once the markups are obtained, we calculate the marginal cost as the ratio between

unit value and markups. To avoid outliers, we calculate the absolute growth rate of firm-

product marginal cost changes and exclude the top 2% of those. Moreover, we drop the

top and bottom 3% of estimated markups. We amalgamate the CES and DGKP samples

to ensure that the estimation of the product space, according to the two different marginal

costs, is derived using an identical set of firm-products.

In summary, for each firm-product-year in our sample, we have estimated the marginal

costs using either the CES demand function (CES) or a production function estimation

(DGKP). The subsequent step in the empirical analysis involves dividing firm-products

into clusters of connected products.

3.3 Cluster Construction

To address dimensionality challenges in our analysis and to increase precision estimating

a highly sparse product space, we divide our sample into 15 sectors based on CN 2-

digit codes.19 We further refine our selection of products and firms for analysis, as the

estimation of the product space is applicable only to a set of products that are either

directly or indirectly linked.

When a firm produces both product A and B, the relationship between A and B is

defined as a direct linkage. When firm 1 produces both A and C and firm 2 produces

both B and C, we define the relationship between product A and C as an indirect linkage.

We define a cluster as a group of products within a sector as the largest set of directly or

indirectly linked products. Identifying clusters is important because we can only estimate

distances for products within a cluster and the distance between products in different

clusters is infinite by definition.

We take the following steps in our analysis. First, we exclude single-product firms

from our sample, as they do not offer any insight into the links between products or the

distance between any two products. For the remainder of the analysis, we exclusively

focus on firms that are multi-product. Furthermore, we drop any sector with less than 10

products in line with our baseline specification of monopolistic competition. This leaves

us with 12 sectors.

Following the above definition, a cluster consists of all products with finite distance

to each other in any year within each sector. We further refine the sample of products

19These sectors include: Animal products (CN 2-digit 01-05), Vegetable products (06-15), Foodstuffs
(16-24), Mineral products (25-27), Chemical products (28-38), Plastics and rubber (39-40), Leather and
Fur (41-43), Wood products (44-49), Textiles (50-63), Footwear and headgear (64-67), Stone and glass
(68-71), Metals (72-83), Machinery and electrical (84-85), Transportation (86-89), and Miscellaneous
(90-97).
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to avoid the possibility that one cluster in one year breaks down by 2 or more separate

clusters, or sub-clusters. If there are more than one sub-cluster per cluster each year, we

keep the sub-cluster with the largest number of products in it, and drop the products

that are in the other clusters for all years. This procedure drops approximately 15%

percent of observations at the firm-product-year level and 19% at the product-year level.

For each sector, we find a single cluster.

By definition, each cluster stands distinct from the others. Given this distinction,

we will refer to a firm as a firm-cluster for the rest of our analysis. Notably, firms that

extend across multiple clusters represent 8% of the total number of firms and account for

23% of overall sales. These are firms whose products span multiple sectors, e.g., a firm

making both chemical products and plastic products. In a robustness test, we employ

a more aggregated sector definition, yielding similar outcomes (refer to Appendix E).20

When dealing with larger clusters, the proportion of firms spanning multiple clusters

diminishes, making up 5% of firms and contributing 4% to sales. Furthermore, with

larger clusters, the procedure that drops the smallest sub-clusters per cluster each year

leads us to drop 8% percent of observations at the firm-product-year level and 12% at

the product-year level.

3.4 Cluster Analysis

The descriptive statistics for the clusters we have identified can be found in Table 1. On

average, a cluster comprises 88 products and is associated with 53 firms. The distributions

of both products and firms exhibit a right skew and display significant interquartile

variation. Notably, the counts of products and firms both witnessed a decline around the

time of the 2008 financial crisis.

In Table 2, we present summary statistics that describe the average size of each cluster,

both in terms of products and firms. Among these, the Foodstuffs cluster has the highest

count of products and firms, while the Transportation cluster registers the lowest. The

Metals and Machinery and Electrical clusters both tally above-average numbers in terms

of products and firms. Meanwhile, the Textiles cluster stands out with its large product

count but a smaller firm count.

3.5 Distance Estimation

Using the CES demand system inversion and the DGKP approach, we derive two distinct

measures for the marginal costs for product ν of firm ω, MCi
ω,ν , where i = CES,DGKP

20In this context, the sectors are categorized as: Animals/Vegetables/Food (CN 2-digit 01-24),
Minerals/Chemicals/Plastics (25-40), Textiles/Footwear (41-43, 50-67), Stone/Metals (68-83), Machin-
ery/Transportation (84-89), and Miscellaneous (44-49, 90-97).
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Table 1: Cluster Descriptive Statistics

Number of Products Number of Firms

Year Avg. Std. Med. 25P. 75P. Avg. Std. Med. 25P. 75P.

2000 88 87 53 27 131 62 44 56 26 84
2001 90 83 70 18 138 62 42 54 35 87
2002 91 80 67 23 141 68 40 67 39 95
2003 90 77 62 23 137 61 36 54 39 79
2004 97 77 80 30 150 73 38 68 44 113
2005 94 76 82 18 149 65 41 53 38 107
2006 98 81 89 18 153 60 43 56 20 100
2007 68 58 47 23 102 41 32 32 16 66
2008 73 61 63 22 108 41 27 33 20 63
2009 77 66 71 14 123 44 30 42 18 67
2010 75 63 63 13 113 47 33 36 19 79
2011 83 67 78 23 127 49 36 36 19 78
2012 88 69 84 24 136 46 32 38 21 80
2013 88 71 66 21 141 46 35 32 19 78
2014 91 74 68 16 155 47 36 40 20 78
2015 93 76 66 21 156 46 38 33 17 82
2016 94 73 92 20 151 47 38 37 17 81
2017 97 76 93 18 151 46 39 39 9 79
2018 97 76 98 25 146 48 37 39 17 81

Average 88 73 73 21 137 53 37 44 24 83

In each year, we compute average (Avg.), standard deviation (Std.), median (Med.), and 25th and 75th per-
centiles (25P. and 75P.) of the number of products (first four columns) and number of firms (last four columns)
across clusters. In each year, there are 12 clusters (for 12 sectors defined as groups of CN 2-digit codes). The
last row (Average) reports the average of the statistics across years.

indexes the methodology. In our framework, we assume that there is an increasing and

monotone relationship between the observed marginal costs and the distance between a

firm to a product. We represent this distance with the product between the true marginal

cost cω,ν and a measurement error εω,ν : cω,νεω,ν . We remain agnostic regarding the

functional form of the relationship between observed marginal costs MCi
ω,ν and the firm-

product distances in our framework cω,νεω,ν , and consider three alternative formulations:

1. Log (Baseline): cω,νεω,ν = ln
(
1 +MCi

ω,ν/MC
i

ν

)
. The natural logarithm of the

normalized marginal cost plus one for positive distances.

2. Level: cω,νεω,ν = MCi
ω,ν/MC

i

ν . Here, we directly use the normalized marginal cost.

3. Inverse Hyperbolic Sine: cω,νεω,ν = ln

(
MCi

ω,ν/MC
i

ν +

√
1 +

(
MCi

ω,ν/MC
i

ν

)2)
,

another approach maintaining positive distances, see Chen and Roth (2024).

In each of these formulations, M̄C
i
ν denotes the average marginal cost for product ν

across all firms. We normalize our marginal costs by the average to avoid the inevitable

unit issues that arise when comparing marginal costs for different products. Namely, it
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Table 2: Cluster Descriptive Statistics

Number of Products Number of Firms

Cluster Avg. Std. Avg. Std.

Animal Products 106 35 37 19
Foodstuffs 227 19 107 13
Mineral products 21 7 14 8
Chemical Products 148 26 46 11
Plastics and rubber 54 13 41 10
Wood products 19 7 38 25
Textiles 178 33 39 22
Stone and glass 15 5 25 15
Metals 103 23 95 21
Machinery and Electrical 127 16 92 12
Transportation 10 3 10 2
Miscellaneous 48 11 89 34

In each cluster, we compute average (Avg.) and standard deviation (Std.) of the number of products (first two
columns) and number of firms (last two columns) across years.

is not obvious whether a higher marginal costs for a kilo of cheese than for a kilo of

apples implies that the firm is closer to apples than cheese. By normalizing the marginal

costs, a firm is closer to apples if its marginal costs relative to the average competitor are

smaller for apples than for cheese. This normalization makes no difference in the class of

demand systems we consider due to homotheticity but does matter for the mapping to

counterfactual costs. Our primary specification uses the Log formulation.

We now have all the elements to determine the location of products and firms and

the respective distances. For each cluster-year, we construct the product space using the

procedure outlined in Section 2, and the three formulations for the marginal costs.

3.6 Distances Based on CN Classification

To evaluate our method against a discrete classification system and to validate the efficacy

of this system in predicting product adoption and firm responses to external shocks, we

reference an alternate product space derived from the CN classification system. In the

CN classification, the distances between firms and products, as well as between firms

themselves, are discrete. We assume these distances can have one of four distinct values.

Recall that a product ν is defined as a combination of a unit and CN8+ code. For

every firm-cluster in a given year, the core product ν̄ω is defined as the product ν with

the largest sales for the firm ω. Then, the distance of a firm ω to a product ν can be

computed as:

dω,ν = 1 + 1CN6(ν̄ω) ̸=CN6(ν) + 1CN4(ν̄ω )̸=CN4(ν) + 1CN2(ν̄ω )̸=CN2(ν)
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To elucidate, a firm has a distance of one to all products that fall under the same CN6

code of its core product. It has a distance of two to products under the same CN4 code

of its core, but a different CN6 code, and so on.

3.7 Distances Based on Product Relatedness

We compare the performance of our model in predicting product adoption using a prod-

uct space based solely on co-production, as it is typically done in the literature on the

product space across countries (Hidalgo et al., 2007). Extending this concept to firm

co-production, we compute a measure of proximity between products based on how fre-

quently firms have a revealed comparative advantage (RCA) in their production at the

same time, and then construct a measure of relatedness of firms to products. To make

this approach comparable to our baseline exercise, we compute the measure of product

proximity and firm-product relatedness within our clusters.

First, we define the RCAω,ν of a firm ω for product ν as the share of firm ω revenues

on product ν, relative to the aggregate sales share of product ν in the total cluster sales:

RCAω,ν =
rω,ν∑
ν rω,ν

/

∑
ω rω,ν∑

ω

∑
ν rω,ν

(5)

Then, we compute a measure of proximity between product ν and ν ′ as:

ϕν,ν′ = min{Prob(RCAω,ν > 1|RCAω,ν′ > 1), Prob(RCAω,ν′ > 1|RCAω,ν > 1)}. (6)

Prob(RCAω,ν > 1|RCAω,ν′ > 1) is the probability that a firm has an RCA on ν condi-

tional on having an RCA on ν ′. It is computed as the share of firms that have an RCA

on ν out of the total number of firms that have an RCA on ν ′.

Finally, we compute product relatedness of RCA between firm ω and a product ν as:

Relatednessω,ν =
∑
ν′

ϕν,ν′ · 1 (RCAω,ν′ > 1) /
∑
ν′

ϕν,ν′ (7)

where 1 (RCAω,ν′ > 1) is one when RCAω,ν′ > 1 and zero otherwise. The distance of a

firm to a product is then given by:

dω,ν = 1− Relatednessω,ν (8)
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3.8 Distance Analysis

In this section, we present descriptive information about the product space. The summary

statistics for the estimated distances in the year 2000 are shown in Table 3. We observe

that both product-to-product and firm-to-product distances are smaller in the CES than

in the DGKP specification. Additionally, in both specifications, product-to-product dis-

tances are consistently larger than firm-to-product distances across the distribution.

In Table 4, we present the correlation between various measures for the year 2000.

All correlations are statistically significant and positive. Notably, the correlation between

DGKP and CES distances is 26%,21 while there is a 29% correlation between the CN and

RCA measures, showing the affinity of these pairs of measures.

The estimated product space maintains reasonable stability over time. We examine

the distribution of the growth rate in the distance between a firm and a product, defined

as the difference dωνt − dωνt−1, since the distances are expressed in logarithms. Both the

average and the median firm-to-product growth rate of distance is approximately zero

on a year to year basis. In the CES framework, distances vary by 5 percentage points

within the 25-75 percentile range, indicating general stability of our approach. Distances

in the DGKP are slightly more volatile, as distances vary by 14 percentage points with

the 25-75 percentile range. We provide these results in Table C.1 of the appendix.

Table 3: Estimated Distances: Summary Statistics (2000)

Product-to-Product Firm-to-Product

CES DGKP CES DGKP

Average 0.39 0.75 0.23 0.58
Std. Dev. 0.23 0.32 0.09 0.21
5th Perc. 0.11 0.27 0.10 0.20
10th Perc. 0.15 0.38 0.13 0.31
25th Perc. 0.23 0.56 0.17 0.46
50th Perc. 0.33 0.69 0.22 0.58
75th Perc. 0.50 0.91 0.28 0.70
90th Perc. 0.70 1.11 0.34 0.81
95th Perc. 0.82 1.29 0.39 0.88

The table reports the distribution of product-to-product and firm-to-product distances in the year 2000. The sample
comprises all product-to-product and all firm-to-product distances across all clusters. For confidentiality reasons, we
divide distances data in 100 bins, compute the average distance within bin, and report these values in the rows with
percentiles.

21There is a higher correlation of 41% between the estimated marginal costs in these two approaches.
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Table 4: Correlations Between Measures (2000)

Distance (CES) Distance (DGKP) Distance (CN) Distance (RCA)
Distance (CES) 1
Distance (DGKP) 0.258∗∗∗ 1
Distance (CN) 0.097∗∗∗ 0.149∗∗∗ 1
Distance (RCA) 0.121∗∗∗ 0.134∗∗∗ 0.288∗∗∗ 1

***: significant at 99%, ** at 95%, * at 90%. The table reports the correlation values across distances in our four
specifications.

Figure 6 illustrates the distribution of firm-product distances for the year 2000 across

four different specifications. The CES and DGKP approaches yield distributions resem-

bling a normal distribution. Conversely, the CN approach categorizes distances into four

groups, predominantly placing them at a distance of four, in different CN 2-digit sec-

tors. A significant peak in the data occurs at the maximum distance of one in the RCA

measure, indicating that many products are not co-produced within the same year. This

peak accounts for over 80% of observations, with a higher reported value in the figure

due to sample restrictions for confidentiality in generating the histogram.

In panels (a) and (b), the figure displays the distribution of firm-product distances

for the CES and DGKP methods under two conditions: when RCA-based relatedness is

zero (indicated by red bars) and when both RCA-relatedness is zero and CN distance

is at its maximum (shown with blue bars). These distributions shift to the right and

exhibit considerable variance. This rightward shift results from the correlation between

distance measures based on marginal costs and those derived from CN classifications and

RCA co-occurrence. The significant variance in CES and DGKP distances, even within

these restrictive samples, indicates that relying solely on discrete classification systems or

RCA co-occurrence metrics fails to capture the full spectrum of variations in distances,

thereby overlooking broader dynamics.
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Figure 6: Distribution of Distances (2000)

(a) CES (b) DGKP

(c) CN (d) RCA

This figure illustrates the distribution of firm-product distances for the year 2000 using various approaches. For confiden-
tiality, we have restricted the samples to ensure that each bar contains a sufficient number of observations. Consequently,
the percentage values shown here are higher than those calculated from the full sample.

Due to the high dimensionality of the product space and to confidentiality constraints,

we are unable to provide a visual representation of the product and firm space at the CN8

level. We can however provide such a representation with aggregation to the CN4 level

using the DGKP approach with log cost coordinates.22 Our clustering algorithm pro-

duces a single cluster for the entire set of CN 4-digit products. This means that each CN

4-digit product is directly or indirectly linked to all others. Figure 7 provides a network

representation of the product space using maximum-spanning trees, constructed following

methods similar to those in Hidalgo et al. (2007).23 The figure illustrates that products

within similar sectors tend to cluster together, such as Chemical products alongside Plas-

tic and Rubber, or Machinery in close proximity to Metals and Transportation. However,

22We compute marginal costs as a quantity-weighted average for each CN 4-digit product-unit as the
quantity-weighted average of the CN 8-digit product-units within that CN 4-digit product-unit.

23Lines are drawn to create the smallest tree including all products. Subsequently, lines below a certain
cutoff distance are added to the graph. Some distances are omitted to enhance readability.
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it is important to observe the diversity within these clusters: a typical metal product is

equidistant from other metal products as it is from machinery or transportation items.

Additionally, the periphery of the space is marked by an assortment of miscellaneous

products.

Figure 7: Product Space

This figure provides a graphical representation of the product space and is generated using product-to-product distances
estimated using our algorithm to a cluster of all directly and indirectly connected CN 4-digit products.

To offer some insight into the relationship between distances within this space and

observable characteristics of products and firms, we conduct several regression analyses,

using the sample of products defined as CN 8-digit product-units. We find that products

with higher sales are generally more isolated than those with smaller sales. Moreover,

we observe a hump-shaped relationship between product-to-product distances and co-

production, suggesting that products are further apart when only a few firms co-produce

them. However, as the number of co-producing firms increases beyond certain thresholds,

the distance between products starts to decrease. Moreover, we find that firms tend to be

closer to the products they produce, which acts as a validation of our approach. Finally,

firms with larger sales tend to be closer to their products. Details are in Appendix D.1.

We now move to our estimates of firm behaviour with counterfactual measures from

the product space.
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4 Product Adoption and Proximity

While firm-level shocks, such as a boost in productivity, and product-level shocks, like

rising demand, might prompt a firm to introduce a new product or discontinue an existing

one, the precise prediction of which product will be introduced or dropped has largely

been overlooked in the literature.24 By estimating a product space, we can enhance

standard models to identify which products are more likely to be introduced, based on

their positional relationship to the firm. When a firm opts to introduce a new product

from among those it does not currently produce, it is likely to select a product that

is proximal in the space. This section first quantifies the predictive capability of the

product space in determining which products will be introduced. In Appendix D.2, we

also examine the predictive capability regarding product discontinuations. The section

continues with an IV strategy to test whether demand shocks at the product level attract

closer by firms to adopt them. The results show that this is indeed the case.

4.1 Product Adoption by Distance Rank

For each firm, we select products not produced in its initial year within the dataset. For

example, if a firm is first included in the dataset in 2000, our sample consists of products

in the firm’s cluster that it does not produce that year. In subsequent years after entry,

we compute a production indicator Introν,ωct for product ν, firm ω, cluster c, and year

t, equal to 1 if the product is produced by the firm and 0 otherwise. This value is then

normalized by the average product introduction rate, approximately 0.4 percent.

We first estimate the following equation:

Introν,ωct = βRankν,ωct−1 + aωt + bνt + ϵν,ωct, (9)

where Rankω,νct−1 represents the rank of products not produced by firm ω, based on

distance in the previous year dω,νct, such that the closest product k satisfies Rankkfct = 1.

We include firm-year fixed effects (aωt) to control for any shock at the firm-level that

would cause product adoption and product-year fixed effects (bνt) to control for shocks

to demand or technology that might affect a product in a year and cluster errors at the

product-year level here and in estimates for the rest of the section. By definition, each

firm and product is exclusive to a single cluster, implying that the set of fixed effects

24For instance, standard models that base a firm’s product mix decision on a core competence predict
that a positive productivity shock will expand a firm’s scope, and that the new product will be far removed
from the core. However, such models cannot predict ex-ante whether the new product introduced will
be product A or product B. Ex-post, they assume that if product A is introduced, it must be closer to
the firm’s core than product B.
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inherently controls for cluster-year shocks. The findings are illustrated in Table 5.

Table 5: Product Introduction and Product Rankings

Dependent Variable: Dummy=1 for Product Introduction

(CES) (DGKP) (CN) (RCA)
Lagged Rank (=1 closest) -0.005*** -0.005*** -0.008*** -0.009***

(0.001) (0.001) (0.000) (0.000)
Product-Time FE Yes Yes Yes Yes
Firm-Time FE Yes Yes Yes Yes
R2 0.07 0.07 0.07 0.07
# Obs. 645290 645290 645290 645290

Results from OLS estimation of (9). Cluster standard errors in parenthesis. Cluster: product-year. ***: significant at
99%, ** at 95%, * at 90%.

The columns demonstrate that product adoption rates diminish as the distance rank-

ing from a firm increases across all three specification measures. In terms of magnitude,

transitioning from the M-th closest product to the M+1-th closest reduces the relative

probability of product introduction by 0.5 percentage points for CES and DGKP.25

Discrete VS Continuous Classifications. As illustrated in Table 5, using definitions

of distances based on the CN classification yields results that are comparably effective

in predicting product introduction to those produced using the continuous classifications

we propose. The findings imply that the CN classification offers valuable insights by ag-

gregating products into categories, given that firms proximate to these categories exhibit

a higher likelihood of introducing these products.

Table 6: Product Introduction and Product Rankings

Dependent Variable: Dummy=1 for Product Introduction

(CES) (DGKP) (RCA)
Lagged Rank (=1 closest) -0.002*** -0.003*** -0.006***

(0.001) (0.001) (0.000)
Product-Time FE Yes Yes Yes
Firm-Time FE Yes Yes Yes
CN Distance FE Yes Yes Yes
R2 0.08 0.08 0.08
# Obs. 645290 645290 645290

Results from OLS estimation of (9). Cluster standard errors in parenthesis. Cluster: product-year. ***: significant at
99%, ** at 95%, * at 90%.

Nevertheless, the CN classification, while valuable, presents a notable disadvantage

compared to a continuous measure due to its discrete nature, lacking the ability to dif-

25For the CN classification, discreteness means we assign random ranks within a given distance, and the
result above shows that the classification does contain meaningful information about product proximity.
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ferentiate between products within the same category. For instance, per the CN classifi-

cation, a firm whose core product is in cotton fabrics would be deemed equally likely to

introduce apparel and clothing accessories as it would be to introduce carpets and other

textile floor coverings, since apparel and carpets belong to different CN 2-digit codes rel-

ative to cotton, but within the same cluster. Reiterating the regression (9), incorporating

CN distance fixed effects as in Table 6 affirms that the continuous classification approach

predicts product adoption even within CN hierarchies, as the coefficients on Rankω,νct−1

are negative and statistically significant for the other measures.26

Marginal Costs VS RCA. In a similar analysis to the CN classification, employing

distance metrics based on RCA also shows effectiveness in forecasting new product intro-

ductions comparable to the results from our proposed continuous classification method.

However, a significant limitation of the RCA method becomes apparent when considering

that over 80% of the firm-product distances reach the maximum value of one. In Table 7,

it is evident that our continuous classification method can predict product market entry

even when the RCA distance measure is at its highest (and relatedness is at zero). This is

illustrated by the consistently negative and significant coefficients for Rankω,νct−1 across

all specifications.

Table 7: Product Introduction and Product Rankings

Dependent Variable: Dummy=1 for Product Introduction

(CES) (DGKP) (CN)
Lagged Rank (=1 closest) -0.002*** -0.002*** -0.005***

(0.000) (0.000) (0.000)
Product-Time FE Yes Yes Yes
Firm-Time FE Yes Yes Yes
Lagged Relatedness = 0 0 0
R2 0.08 0.08 0.08
# Obs. 542445 542445 542445

Results from OLS estimation of (9). Cluster standard errors in parenthesis. Cluster: product-year. ***: significant at
99%, ** at 95%, * at 90%.

4.2 Product Adoption by Distance

We next estimate the following equation, which in the cases of our cost based distance is

theoretically grounded. For both the constant and variable markup cases as rationalized

by demand systems below, profits are log-linear in costs and firm-time, product-time

26Since the rank within CN distance bins is determined randomly, we omit displaying results for
distances based on the CN classification.
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constants that include counterfactual variable markups. β can therefore be interpreted as

the coefficient on variable profits in a linear probability model for product introduction:27

Introν,ωct = βdν,ωct−1 + aωt + bνt + ϵν,ωct, (10)

where dν,ωct−1 represents the distance of product ν to firm ω in the previous year and,

in our baseline specification, is already estimated as a natural logarithm. As above,

we include firm-year fixed effects and product-year fixed effects. The product-year fixed

effects account for product level supply and demand shocks and choice of units for relative

costs. Firm-time effects account for firm level shocks and in the variable markup case,

control for markups as modelled below. The findings are illustrated in Table 8.

Table 8: Product Introduction and Distance (All)

Dependent Variable: Dummy=1 for Product Introduction

(CES) (DGKP) (CN) (RCA)
Lagged Distance -3.685*** -1.543*** -1.688*** -13.474***

(0.469) (0.200) (0.081) (0.980)
Product-Time FE Yes Yes Yes Yes
Firm-Time FE Yes Yes Yes Yes
R2 0.07 0.07 0.08 0.07
# Obs. 645290 645290 645290 645290

Results from OLS estimation of (10). Cluster standard errors in parenthesis. Cluster: product-year. ***: significant at
99%, ** at 95%, * at 90%.

Table 9: Product Introduction and Distance (CN Controls)

Dependent Variable: Dummy=1 for Product Introduction

(CES) (DGKP) (RCA)
Lagged Distance -1.615*** -0.737*** -8.914***

(0.466) (0.199) (0.943)
Product-Time FE Yes Yes Yes
Firm-Time FE Yes Yes Yes
CN Distance FE Yes Yes Yes
R2 0.08 0.08 0.08
# Obs. 645290 645290 645290

Results from OLS estimation of (10). Cluster standard errors in parenthesis. Cluster: product-year. ***: significant at
99%, ** at 95%, * at 90%.

The columns demonstrate that product adoption rates diminish as the distance rank-

ing from a firm increases across all three specification measures. In terms of magnitude,

doubling the log distance reduces the probability of product adoption by 3.6 percentage

points in the CES specification, by 1.5 percentage points in the DGKP specification, and

27Similar structural equations for product introduction are derived in Boehm et al. (2022), although
here markups are allowed to vary by firm-time and product-time. We estimate them below.
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Table 10: Product Introduction and Distance (Relatedness=0)

Dependent Variable: Dummy=1 for Product Introduction

(CES) (DGKP) (CN)
Lagged Distance -1.631*** -0.472*** -1.194***

(0.413) (0.172) (0.089)
Product-Time FE Yes Yes Yes
Firm-Time FE Yes Yes Yes
Lagged Relatedness = 0 0 0
R2 0.08 0.08 0.08
# Obs. 542445 542445 542445

Results from OLS estimation of (10). Cluster standard errors in parenthesis. Cluster: product-year.. ***: significant at
99%, ** at 95%, * at 90%.

by 1.7 percentage points in the CN specification, or an increase of 2.6 pp for CES and

1.1 pp for DGKP when costs are halved. Reiterating the regression (9), incorporating

CN distance fixed effects as in Table 9 again affirms that the continuous classification

approach predicts product adoption even within CN hierarchies. Moreover, Table 10

shows that the predictive power of our measures of distances persist in the case the RCA

distances equal their maximum possible value of one.

4.3 Product Adoption and Proximate Demand Shocks

As highlighted in the preceding section, a myriad of reasons can prompt a firm to in-

troduce a new product–these can span from firm-specific factors, like enhancements in

efficiency, to product-specific elements, such as changes in demand. Here we examine how

a positive demand shock influences the likelihood of a product being introduced, and how

this relationship is modulated by the product’s proximity to the firm in the presence of

a demand shock.

To quantify a demand shock that is credibly exogenous to supply conditions, we

instrument for positive export demand shocks on product introduction. We estimate:

Introω,νct =β1Log Distanceω,νct−1 + β2Log Exportsνt × Log Distanceω,νct−1

+FEνt + FEωt + FEω,ν + ϵω,νct, (11)

where the dependent variable Introω,νct mirrors that used in regression (9); it is assigned a

value of one if product ν is produced by firm ω in cluster-year ct. Notice that our sample

is constrained to products that are not produced in the initial year that a firm appears

in our data. For example, if a firm makes its initial appearance in the dataset in the year

2000, our considered product sample comprises those within the firm’s cluster that are not
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produced in that year. Log Distanceω,νct−1 is the lagged log28 distance between product

ν and firm ω and Log Exportsνt is the log of the total exports from Denmark of product

ν in year t. We include product-year and firm-year fixed effects as in (9). Moreover,

this specification encompasses firm-product fixed effects and we restrict the sample to

firm-products that have been introduced in the years considered, thereby excluding firm-

products ω, ν such that maxt Introω,νct = 0. Therefore, the identifying variation is in the

switch of a product from being not produced to being produced.

We instrument Log Exportsνt by adhering to the approach by Hummels et al. (2014),

similar to Dhyne et al. (2021), using either global exports or those from comparable na-

tions to instrument for Danish exports by calculating Log Exports IVνt = Log
∑

k ̸=DNK Exportskνt,

with the total exports of all countries except Denmark.29 Notice that export data, sourced

from BACI, is reported at the 6-digit level, while our products are defined at a more gran-

ular 8-digit level.

Table 11: Export Shocks and Product Adoption

Dependent Variable: Dummy=1 for Product Introduction

(CES) (CES) (DGKP) (DGKP) (CN) (CN) (RCA) (RCA)
Lagged Log Dist. 47.600 401.482*** 25.540 96.813*** 3.720 8.426 -60.616*** -52.541***

(66.152) (121.419) (17.992) (31.232) (5.447) (10.025) (4.094) (19.199)
(Lagged Log Dist.) -10.772* -41.703*** -3.429** -9.555*** -0.561 -0.971 -3.737*** -20.433
X(Log Exports) (5.650) (10.523) (1.522) (2.659) (0.465) (0.869) (1.088) (39.322)
Firm-Time FE Yes Yes Yes Yes Yes Yes Yes Yes
Firm-Product FE Yes Yes Yes Yes Yes Yes Yes Yes
Prod-Time FE Yes Yes Yes Yes Yes Yes Yes Yes
Spec. OLS IV OLS IV OLS IV OLS IV
# Obs. 13782 13782 13782 13782 13782 13782 13782 13782
F-Stat 404.49 634.29 484.58 7.66

Results from OLS estimation of (11). Cluster standard errors in parenthesis. Cluster: product-year. ***: significant at
99%, ** at 95%, * at 90%. We instrument Log Exportsνt × Log Distω,νct−1 with Log Exports IVνt × Log Distω,νct−1

where Log Exports IVνt = Log
∑

k ̸=DNK Exportskνt is the total exports of all countries except Denmark.

In Table 11, we show that our key parameter of interest, the interaction between

distance and exports, is negative and statistically significant under the CES and DGKP

cost specifications. This outcome suggests that the impact of an export demand shock -

to increase the probability of product introduction - is amplified for products proximate

to the firm (where potential marginal costs are low) and attenuated for more distant

products. When demand increases for a product, closer firms in the product space supply

28Notice that in our baseline specification, we use the log of marginal costs and hence, the distances
obtained with our algorithm are already in logs.

29As a robustness, we consider Log Exports IVνt = Log
∑

k∈K Exportskνt where K denotes two dif-
ferent sets of countries: the same set of countries as Autor et al. (2013): Australia, Finland, Germany,
Japan, New Zealand, Spain, Switzerland, and USA, and a set of EU countries: Austria, Belgium, Fin-
land, France, Germany, Greece, Ireland, Italy, Luxembourg, Netherlands, Portugal, Spain, and Sweden.
Results are in appendix D.3, along with the results of the first stage regressions.
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that demand. Notice that both the CN-based and the RCA-based distance measures do

not attain statistical significance in the IV specification, indicating that our approach

better predicts adoption following a demand shock.

Import Shocks and Product Adoption. In a supplementary analysis, we explore the

implications of import shocks on product adoption, employing a methodology analogous

to that above. Here, the key variable is the interaction between the log of imports and

the distance from the firm to the product. Mirroring findings from the export scenario,

we observe that the impact of import shocks diminishes across the product space: the

more distant a product is from a firm, the less pronounced the effect of import shocks

becomes. Comprehensive results are provided in Appendix D.5.

5 Product Distances, Firm Behaviour and Welfare

In this section, we use the novel hypothetical marginal costs of potential products derived

above to investigate the impact of firm proximity to unproduced products. We introduce

two new key measures. Revenue Potential, which quantifies latent revenues for each

firm in unproduced products akin to Market Potential in the trade literature (Redding

and Venables, 2004); and Competition Potential, which quantifies potential losses from

competitors producing the current products of each firm. Since these measures hinge

upon hypothetical revenues that firms might generate when introducing a new product,

this requires assumptions about market and demand structure, given that our algorithm

exclusively returns marginal costs. Throughout we will assume monopolistic competition.

However, we will assume a different demand system depending on the method we used

to obtain marginal costs for produced products.

Recall that our product space estimation relied on two alternative ways to estimated

marginal costs: inverting a CES demand system and via production function estimation

(DGKP). For the first approach, we maintain the CES demand system, wherein the

elasticity of substitution is equal to σ = 5, also to generate hypothetical revenues.30

CES preferences are a standard assumption in trade literature and have an advantage

of being parsimonious. At the same time, this assumption restricts firms to charge an

identical markup, an assumption unlikely held in practice, and in stark contrast with the

30This is the standard setting for much of monopolistic competition literature which implies constant
markups, and the implications for aggregate behaviour and welfare when markups are variable, as in
the DGKP case, are of course different (Zhelobodko et al., 2012; Dhingra and Morrow, 2019). For our
purposes here, one likely difference between the CES and DGKP approaches is that larger firms likely
have higher market power and markups (Hottman et al., 2016), which will imply that products produced
by larger firms in the DGKP case will appear to have lower costs than in the CES case. Further work
could use our measures to inform models of strategic competition to accommodate this.
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our product space obtained using production function estimation (DGKP), which implies

variable markups across products and firms. To address this limitation, for our DGKP

case, we utilize the more general Constant Pass Through (CoPaTh) demand system,

proposed by Matsuyama and Ushchev (2020). This approach allows for constant but

firm-product specific markups, enabling more flexible counterfactual predictions.

5.1 Revenue Potential and Competition Potential under CES

In our log-specification, each product ν and firm ω is assigned a marginal cost cω,ν =

exp (dω,ν)− 1, applicable to all products within a cluster-time–both those produced and

those unproduced by the firm. We omit the time subscript for notational simplicity.

For our CES case, we calculate the revenues for existing products as follows:

rω,ν =

(
σ − 1

σ

)σ−1

Rν

(
cω,ν
Pν

)1−σ

, (12)

where Rν represents the total expenditures on product ν, sourced from data as the total

domestic revenues for a product, and Pν is the price index, computed as:

Pν =
σ

σ − 1

(∑
ω∈Ων

c1−σ
ω,ν

) 1
1−σ

, (13)

with Ων denoting the set of firms producing product ν.

To compute the revenues from potential products for a firm ω, we apply the formula

delineated in (12), making adjustments to the price index to include the hypothetical

marginal cost for product ν from firm ω. Specifically, let r̃ω,ν represent the hypothetical

revenues of firm ω in product ν. Then, these are given by:

r̃ω,ν =

(
σ − 1

σ

)σ−1

Rν

(
cω,ν

P̃ω,ν

)1−σ

, (14)

where P̃ω,ν denotes the price index adjusted by production from firm ω as:

P̃ω,ν =
σ

σ − 1

(
c1−σ
ω,ν +

∑
ω′∈Ων

c1−σ
ω′,ν

) 1
1−σ

. (15)

Let Vω denote the set of products that firm ω produces and Wω the set of products
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that firm ω does not produce. We define Revenue Potential (RP) as follows:

RPω ≡
∑

ν∈Wω
r̃ω,ν∑

ν∈Vω
rω,ν +

∑
ν∈Wω

r̃ω,ν
. (16)

Some firms, while proximate to products with large hypothetical revenues, do not (yet)

produce the corresponding goods. This implies that such firms possess substantial poten-

tial to augment their revenue, particularly in the event of a positive productivity shock

or reduced fixed costs, relative to a firm distanced from all products it does not produce.

Consequently, a higher RP is associated with elevated potential revenues as the firm

broadens its scope.31

Next, we turn our attention to a measure accounting for the effects of potential compe-

tition on an individual firm. Assume that all firms within a cluster manufacture a product

ν that is within the scope of firm ω. The revenues of firm ω can then be expressed as:

r̂ω,ν =

(
σ − 1

σ

)σ−1

Rν

(
cω,ν

P̃ν

)1−σ

, (17)

where P̃ν is the price index, calculated under the assumption that all firms in the cluster

produce product ν:

P̃ν =
σ

σ − 1

(∑
ω∈Ω

c1−σ
ω,ν

) 1
1−σ

, (18)

with Ω representing the set of firms in the cluster.

We also introduce a Competition Potential (CP) index, defined as one minus the

ratio of a firm’s revenue under a hypothetical worst-case scenario in which all firms in

the cluster opt to compete with firm ω to the actual revenue of firm ω:

CPω = 1−
∑

ν∈Vω
r̂ω,ν∑

ν∈Vω
rω,ν

. (19)

Hence, higher Competition Potential corresponds to hypothetically diminished revenues.

Two stylized representations of Revenue Potential and Competition Potential are

depicted in Figure 8a and Figure 8b for Firm 3. Observed production by firms is in blue,

while potential production is in red. In Figure 8a, Firm 3 can potentially earn revenues

in Cream production, while in Figure 8b, Firm 1 can potentially compete with Firm 3 in

Milk and Cheese, while Firm 2 might also additionally compete in Cheese.

31In terms of interpretation, this is equivalent to a measure of ‘Variable Profit Potential’ due to constant
markups.
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Figure 8: Graphical Representation of RP and CP

(a) Revenue Potential (b) Competition Potential

5.2 Revenue and Competition Potential under Variable Markups

The previous section presented the Revenue and Competition Potential under CES pref-

erences, which is consistent with our CES estimation of marginal costs and imply con-

stant markups. However, the marginal cost estimation under DGKP implicitly assumes

that markups across firms and products are variable and using the CES formulas of the

previous section would be inconsistent. To theoretically ground our RP , CP , and wel-

fare measures, in this section we rely on the same definitions but discuss an alternative

way to construct counterfactual prices, revenues, and price indexes, allowing for variable

markups. We estimate markups and costs for produced goods using the DGKP method-

ology above, and counterfactual costs for unproduced varieties also as described above.

In addition, we predict counterfactual variable markups and theoretically ground these

markups within a demand system.

Matsuyama and Ushchev (2020) provide an elegant and general framework for homo-

thetic demand systems with Constant Pass Through (CoPaTh) and within that class,

there is the Homothetic Single Aggregator (HSA) family which exhibits Constant Price

Elasticity (CPE) and therefore constant markups. Without going in depth to that pa-

per, here we describe some key model elements.32 Notably, in the derivation, we require

markups greater than one, even though the DGKP approach generates a non-negligible

share of markups less than one.

32Matsuyama and Ushchev (2020) identify each variety with a firm, however that immediately gener-
alizes here to the multiproduct case with minimal changes.
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CoPaTh Demand and Potential Measures. As above, we assume upper tier pref-

erence with constant budget shares for each variety. Within each variety, Constant Pass

Through (CoPaTh) consumer preferences in Matsuyama and Ushchev (2020) are sum-

marized by an underlying homothetic, smooth “assembly technology” (utility function).

Under CES preferences, the demand elasticity is uniform across firms and products.

In contrast, with CoPaTh preferences, the demand elasticity σω,ν varies by firm and

product. However, similar to the CES model, prices are determined as a constant markup

over marginal costs:

pω,ν =
σω,ν

σω,ν − 1
cω,ν . (20)

Thus, given an estimated markup, we can derive the demand elasticity σω,ν .

Under CoPaTh preferences, two distinct price indexes are defined: Aν , a common

price aggregator for product ν, and Pν , the ideal price index. The aggregator Aν is

implicitly defined by the following equation:∑
ω∈Ων

(pω,ν/Aν)
1−σω,ν = 1, (21)

where the left-hand-side of (21) is monotonically increasing in Aν .
33 Given the vector of

prices and demand elasticities, Aν can be numerically solved. The ideal price index from

Matsuyama and Ushchev (2020) can then be calculated as:

Pν = Aν exp

(∑
ω∈Ων

1

1− σω,ν

(
pω,ν
Aν

)1−σω,ν
)
. (22)

Finally, the revenues of a firm ω for a product ν equal:

rω,ν = Rν (pω,ν/Aν)
1−σω,ν , (23)

where Rν represents the total expenditures on product ν.

To compute hypothetical revenues for an unproduced product, we follow these steps.

First, using our hypothetical marginal costs cω,ν and hypothetical markups µω,ν = σω,ν

σω,ν−1
,

we calculate the hypothetical price using equation (20). In this variant of the CoPaTh

demand system, markups µω,ν are fixed at the firm-variety level and remain unaffected

by other market conditions. Below, we detail the estimation process for hypothetical

markups and demand elasticities for unproduced products.

Given the hypothetical price, we can numerically solve for the counterfactual demand

33From the expression in (23), the market share of a firm in a product market is sω,ν = (pω,ν/Aν)
1−σω,ν .

Summing up these market shares, we find the implicit solution for Aν .
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shifter Aν using equation (21). With this, we then calculate firm-product revenues using

equation (23), allowing us to derive the measures of Revenue and Competition Potential

as defined in equations (16) and (19).

Counterfactual Markups. Counterfactual markups can be modelled in many ways

within firm-variety cells. Here, we apply a model of firm and variety fixed effects and use

estimates to predict out of sample markups µν and, therefore, demand elasticities. Given

the (log) markup µν,ω for variety ν produced by firm ω, we propose a simple structure

consistent with CoPaTh preferences. We estimate markups within each cluster according

to an OLS estimate of β =
[
βν βω

]
in:

µν,ω =
[
mν mω

]
βT + ην,ω (24)

where mν and mω are row vectors corresponding to the fixed effects of variety ν and

firm ω. This specification allows us to estimate firm- and product specific components of

markups for every produced product. We then use estimated β̂ by cluster to construct

counterfactual markups as:

µ̂ν,ω =
[
m̃ν m̃ω

]
β̂T (25)

where m̃ν and m̃ω are row vectors ranging over all unproduced firm-variety pairs in each

cluster. While estimates of Equation (24) are not uniquely identified due to different pos-

sible normalizations, all estimates obtained from this regression imply identical predicted

counterfactual markups in Equation (25) within cluster, as stated here with the proof

provided in Appendix C.34

Proposition. Out of sample firm-variety markup predictions using firm-variety fixed

effects are consistent within a cluster.

With the theoretical grounding above and the counterfactual markups here, our Po-

tential measures can be computed under variable markups to consistently compare them

with the CES, constant markup case. We now estimate the influence of these measures

on firm growth.

34The predicted markups are normalized so markups range between 1.1 and 2.5, by changing values
outside those ranges to the closest in the range. Our positive results are robust to a much wider potential
range of markups, although the normative results are sensitive to the presence of high markups. Adapting
the markups estimated from this method for normative conclusions is an area for future work.
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5.3 Sales and Scope Growth

We aim to evaluate whether RP and CP can predict firm performance. We estimate the

following regression:

yω,ct = β1RPω,ct−1 + β2CPω,ct−1 + FEct + FEω + ϵω,ct, (26)

where yω,ct represents two performance variables for firm ω in cluster c at year t, compris-

ing: 1) the growth rate of domestic sales, ln Salesω,ct − ln Salesω,ct−1, with domestic sales

sourced from the data and 2) the growth rate of the scope, ln Scopeω,ct − ln Scopeω,ct−1.

RPω,ct−1 and CPω,ct−1 are the lagged values of equations (16) and (19), respectively and

we include cluster-time and firm fixed effects and cluster errors at the firm level for the

rest of the section.

Table 12: Firm Sales Growth

Dependent Variable: Growth Rate of Sales

(CES) (DGKP)
Lagged RP 0.525*** 0.358***

(0.072) (0.084)
Lagged CP -0.077* -0.164***

(0.044) (0.045)
Cluster-Time FE Yes Yes
Firm FE Yes Yes
R2 0.16 0.15
# Obs. 8435 8435

Results from OLS estimation of (26). Clustered standard errors in parenthesis. Cluster: firm. ***: significant at 99%,
** at 95%, * at 90%.

Table 13: Firm Scope Growth

Dependent Variable: Growth Rate of Scope

(CES) (DGKP)
Lagged RP 0.005 0.108***

(0.020) (0.026)
Lagged CP -0.124*** -0.049***

(0.016) (0.016)
Cluster-Time FE Yes Yes
Firm FE Yes Yes
R2 0.14 0.13
# Obs. 8435 8435

Results from OLS estimation of (26). Clustered standard errors in parenthesis. Cluster: firm. ***: significant at 99%,
** at 95%, * at 90%.

Tables 12 and 13 show that a higher Revenue Potential is associated with higher

growth rates of sales and of scope. In fact, the coefficient on RP is positive and statis-
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tically significant in almost all specifications. As we control for firm fixed effects, the

interpretation is that the growth rate of sales and scope is higher, relative to the average

firm growth rate, in the presence of initial higher revenue potential. In contrast, the

negative and significant coefficients for CP in both tables indicate that higher potential

competition is associated with lower sales and scope growth.

In Appendix D.5.1, we present an instrumental variable approach to estimate (26). In

this approach, we instrument for the RP and CP of a firm, using the average RP and CP

of the firms’ competitors. The results demonstrate robustness under this specification.

In Appendix D.5.2, we use the Theil T-index of sales concentration within a firm as

the outcome of our regression. A higher Theil T-index indicates greater concentration,

signifying a stronger focus on the firm’s core product. The results reveal that higher rev-

enue potential is associated with a reduced focus on the core, whereas higher competitive

potential correlates with an increased focus on the core. These findings are consistent

with those of Mayer et al. (2014), suggesting that firms concentrate on their core prod-

ucts when facing intense competition but shift their focus to peripheral products when

encountering higher revenue potential.

5.4 Counterfactual: Gains from New Varieties

Here, we use our hypothetical marginal costs to answer the following question: how do

price levels change when all observed firms in a cluster manufacture all products? This

scenario implies that all firms, even those that currently do not produce a particular

product, experience a positive shock–such as a reduction in fixed costs of production per

product–that induces them to introduce such a product at the hypothetical marginal

costs we have estimated. This provides an empirically informed upper bound on the

gains from variety using counterfactual costs and markups, holding income constant at

the variety level. Such a welfare gain counterfactual would usually be determined by

the assumption of an unseen cost distribution and therefore quantitatively subjective in

model choice.

To address this question, we define the Entry Potential (EP) for product ν as the

ratio of the price index when all firms in the cluster choose to produce product ν (P̃ν ,

defined in (18)) to the actual price index (Pν , defined in (13) and (22)):

EPν = P̃ν/Pν . (27)

The difference between the two price indexes is driven solely by the new varieties and

the counterfactual pattern of costs. Thus, EP provides a measure of the gains from new

varieties (Feenstra, 1994). EP is computed for every product ν and year t. Subsequently,
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we compute a weighted average and weighted standard deviation of EPν for each cluster

c in each year, where the weights are the expenditure shares on each product ν. In Table

14, we report the average and standard deviation of EPν across years for each cluster.35

Table 14: Entry Potential by Sector (×100)

CES DGKP

Cluster Avg. Std. Avg. Std.

Animals 72.3 21.7 19.4 18.2
Foodstuffs 69.6 19.0 14.8 21.0
Mineral products 73.0 24.8 40.3 16.8
Chemical Products 77.0 21.4 19.5 23.0
Plastics and rubber 75.4 22.8 22.4 21.9
Wood 79.3 18.7 35.5 29.0
Textiles 70.2 15.5 23.0 24.4
Stone and glass 80.5 26.2 47.5 27.7
Metals 78.6 23.9 24.6 20.0
Machinery and electrical 70.8 22.5 14.0 21.8
Transportation 82.2 23.0 63.5 30.4
Miscellaneous 83.2 15.4 25.9 23.4

Average 76.0 21.2 29.2 23.1

Average and standard deviation of the EP for each cluster. We set σ = 5 in the calculation of the price index for the
CES case. For the DGKP case, details on the calculations of the price index are in the main text.

On average, when all firms manufacture a variety of each product, the price index

falls to 76% of its initial value for the CES marginal costs, with Foodstuffs recording the

largest drop (69.6%) and Miscellaneous the smallest (83.2%).

Using DGKPmarginal costs and CoPaTh preferences, we obtain a much larger average

drop in the price index (to 29.2%). While there are differences in costs between the two

frameworks, these differences tend to be relatively modest. This leaves the difference

in results as largely driven by the presence of high-markup firms and products. When

all firms begin to make high-markups products (which tend to be more differentiated

than the average product), the gains are larger relative to when all products are equally

differentiated as in the CES case. Similarly, when firms with high-markups begin making

all products, there are extra gains, relative to the CES case due to the perceived high

differentiation that these firms provide consumers. Said another way, Gains from Variety

in the CES case come from high cost firms joining the market but in the DGKP case,

this can include a wide locus of high cost, high markup and low cost, low markup firms

with higher potential for consumer gains.

35Since the gains from new varieties depend on the elasticity of the price index with respect to the
number of varieties, which is a function of σ, utilizing a smaller value of σ yields larger gains.
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5.5 Entry Potential for Green Products

As a sample application, we compute the Entry Potential for a list of 6-digit “green

products” provided by Mealy and Teytelboym (2023), based on the work by Mealy and

Teytelboym (2022) and Andres et al. (2023). Out of the 295 products provided in the

original list, only 123 are included in our clusters. The remaining products that are not

matched are either not produced in Denmark or excluded from our clusters given the

algorithm we outlined above. The results in Table 15 are in line with our baseline results:

if all firms begin to make all of the green products, the price index for these products

would be 28-80% that of the current one. This indicates that consumer surplus gains are

achievable by subsidizing product introduction in this sector, with potentially high gains

in varieties where large fixed costs are preventing entry.

Table 15: Entry Potential for Green Products (×100)

CES DGKP

Avg. Std. Avg. Std.

Green Products 80.3 22.1 27.7 25.1

Average and standard deviation of the EP for green products. We set σ = 5 in the calculation of the price index for the
CES case. For the DGKP case, details on the calculations of the price index are in the main text.

6 Conclusion and Future Directions

Using observed production patterns within and across firms, we construct a continuous,

high-dimensional product classification or product space. By locating firms in this space,

we reveal how proximity to potential products or competitors shapes product adoption

and sales and scope growth. Distance to potential products explains which products a

firm will adopt, tempered by local competition characteristics. Letting the data reveal

such a classification system allows us to discover new dimensions of firm behavior with

respect to both products and other firms. The distance rank of potential products away

from firms helps explain the path of product adoption and a Hummels et al. (2014) style

export demand instrument shows that new demand is supplied by closer firms. Revenue

Potential and Competition Potential have consistent and significant impacts on sales and

scope growth. By measuring Entry Potential, we also find that consumer surplus could

increase by 16-30% if all firms competed in all products connected by co-production by

using counterfactual costs implied by distance under constant markups, rising to 46-86%

under variable markups. For ‘green’ products, we find averages of 28% and 80% for

constant and variable markups.
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While our novel methodology affords a new perspective on multi-product firm activity,

applications of our approach span beyond the questions considered here. Some exciting

potential applications of our method are to explain behaviour across global markets as this

micro foundation naturally extends to using transport and distance measures from the

international trade literature. While we have restricted ourselves to product dynamics, a

spatial analysis of the product space might have implications for entry and exit dynamics

of firms, extending ideas from which products are chosen to which firms are selected. In

addition, a complementary demand side product classification could be produced based

on household consumption data, rather than production and sales patterns. While only a

first pass at understanding growth strategies and competition in a micro founded product

space constructed from industry wide data, it does so without relying on handed down

classifications of economic activities. It has the potential to free subsequent analysis from

some of the vagaries of categorization systems across countries and over time.
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A Product Classifications Across HS, SIC and NAICS

The organizing principles of classification systems vary: “NAICS differs significantly from

the SICs because it is based on a single organizing principle, contrary to the SICs where

entities are sometimes grouped according to production-oriented principles and some-

times grouped according to demand-based principles. NAICS is based on a production-

oriented or supply based conceptual framework [...] very similar production processes

are grouped.” (Girard and Trau, 2004). Table A.1 provides example products from the

Harmonized System which vary by main classification across two North American clas-

sification systems, the SIC and NAICS and even change main classification over time in

some instances.
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Figure B.1: Distances from Indirectly Linked Products

(a) Directly Linked Distances (b) Length 1 (c) Length 2

B “Filling in” Cost Bounds Algorithm

This section describes how to determine the upper and lower bounds for the distances

between products that are indirectly linked. As shown in Figure B.1, we start with known

upper and lower distance averages vij for pairs v12, v23, v34, v45, v56, and v61. These

distances are based on direct co-production, with at one intermediary firm involved,

assigning them a chain length of one.

Our next step involves recovering the distance bounds for pairs vij where there is

no direct link but bounds can be inferred through a two-step chain via an intermediary

product k, thus having a chain length of two (since it involves two intermediary firms). To

recover these “chain length two” distances, we apply the triangle inequality. Specifically,

we calculate the upper bound by finding the smallest maximum difference |vik − vkj|
across all intermediaries k, and the lower bound by identifying the largest minimum sum

vik + vkj across all k. These calculated bounds are then used to populate distances for

indirect connections, as illustrated in Figure B.2.

We repeat this process with the newly populated distances, although now the upper

and lower bounds of length 2 correspond to length 3 separations of the original distances.

This algorithm continues until M − 1 steps for M products are completed, which will

result in a maxi min of lower bound distances and mini max of upper bound distances.

This process is depicted in Figure B.3.

Once the matrices of upper and lower bound distances are populated as described, we

compute the final distances dij as the average of the corresponding upper and lower vij.
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Figure B.2: Distances from Indirectly Linked Products

(a) Indirectly Linked Distances (b) Length 2 (c) Length 3

Figure B.3: Distances from Indirectly Linked Products

(a) Indirectly Linked Distances (b) Length 3 (c) Length 4
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C Uniqueness of Counterfactual Markups

Proposition. Out of sample firm-variety markup predictions using firm-variety fixed

effects are consistent within a cluster.

Proof. Fix a variety ν ′ not produced by firm ω′ (and therefore out of sample) and we

wish to show for any two estimators of Equation (24), say β̂ and γ̂, that they produce

the same predicted values, i.e.
[
mν′ mω′

] (
β̂ − γ̂

)
= 0. Considering Equation (24)

in matrix block form µ = Mβ + η, since β̂ and γ̂ are OLS estimators, M
(
β̂ − γ̂

)
= 0.

Now define ν0 as some variety produced by firm ω0 ≡ ω and by assumption, ν ′ and ν0

are connected by coproduction, so there exists a sequence of firms {ωi}Ni=0 such that each

firm ωi produces νi and νi+1 and νN+1 = ν ′. Let mi be the row vector of M corresponding

to firm ωi producing νi and mi the row vector corresponding to firm ωi producing νi+1.

Now if firm ω0 did produce νN , it would have a row vector of M equal to:

m̃ ≡ m0 −
N−1∑
i=1

(mi −mi) ,

where each addition of mi −mi preserves the fixed effect of ω0 but swaps the fixed effect

of νi for νi+1, ending with the fixed effect of firm ω′ = ω0 and variety ν ′ = νN . Since

m̃ is a sum of actually produced firm-variety combinations and therefore rows of M ,

M
(
β̂ − γ̂

)
= 0 implies that m̃

(
β̂ − γ̂

)
= 0 as desired.
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D Estimation

D.1 Distance Analysis

Stability of product space. Table C.1 provides the summary statistics of the growth

rate in the distance between a firm and a product as dωνt − dωνt−1.

Table C.1: Changes in Firm-to-Product Distances: Summary Statistics

CES DGKP

Average -0.01 -0.05
Std. Dev. 10.26 23.67
5th P. -17.07 -40.23
10th P. -12.08 -29.47
25th P. -5.73 -14.44
50th P. -0.06 -0.18
75th P. 5.59 13.73
90th P. 11.44 27.64
95th P. 15.34 36.94

The table reports the distribution of the yearly percentage change in firm-to-product distances (all values are multiplied
by 100). The sample comprises all firm-to-product distances across all clusters. For confidentiality reasons, we divide the
percentage change in distances in 100 bins, compute the average change within bin, and report these values in the rows
with percentiles.

Shape and Characteristics of the Product Space. First, we focus on product-to-

product distances, using the following regression model:

dν,ν′t = Log Salesνt + Log Salesν′t + Co-productionν,ν′t + FEct + ϵν,ν′t, (D.1)

where Log Salesνt represents the total sales of multi-product firms for product ν. The

term Co-productionν,ν′t quantifies the extent to which the two products are co-produced.

This is measured either by the number of firms co-producing both products ν and ν ′, or

by the proportion of firms that co-produce these products relative to the greater of the

number of firms producing ν or ν ′.
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Table C.2: Product-to-Product Distances

Dependent Variable: Product-to-Product Distance

(CES) (CES) (CES) (DGKP) (DGKP) (DGKP)
Log Sales ν 0.008*** 0.003*** 0.009*** 0.009*** 0.007*** 0.009***

(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Log Sales ν′ 0.007*** 0.002*** 0.008*** 0.009*** 0.007*** 0.009***

(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
# Firms Co-producing ν, ν′ 0.233*** 0.077***

(0.000) (0.000)
# Share Firms Co-producing ν, ν′ 0.715*** 0.243***

(0.001) (0.001)
Cluster-Time FE Yes Yes Yes Yes Yes Yes
R2 0.06 0.41 0.41 0.07 0.09 0.09
# Obs. 1447074 1447074 1447074 1447074 1447074 1447074

Results from OLS estimation of (D.1). Standard errors in parenthesis. ***: significant at 99%, ** at 95%, * at
90%.

Table C.2 reveals that products with higher sales are generally more isolated than

those with smaller sales. This observation is supported by the positive and statistically

significant coefficient for Log Sales across all specifications. Contrary to expectations, the

coefficient on co-production is also positive and statistically significant. This suggests that

products often produced together tend to be more distantly located. Our analysis below

indicates that firms are typically closer to the products within their production scope.

Therefore, the observed positive correlation between co-production and product distance

implies that our algorithm tends to position firms centrally among the products they

produce, with those outside their scope being more distant from the firm but relatively

closer to the products within the scope.

Further investigation in Table C.3 explores the possibility of a non-linear relationship

between co-production variables and product distances. We observe a hump-shaped re-

lationship, suggesting that products are further apart when only a few firms co-produce

them. However, as the number of co-producing firms increases beyond certain thresholds

(14 for CES and 10 for DGKP), the distance between products starts to decrease. Prod-

ucts co-produced by more than 28 firms in the CES specification and 21 in the DGKP

specification tend to be closer than those never co-produced together. These findings

from Tables C.2 and C.3 illustrate that our approach yields insights markedly different

from those derived solely from co-production patterns.
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Table C.3: Product-to-Product Distances

Dependent Variable: Product-to-Product Distance

(CES) (CES) (DGKP) (DGKP)
Log Sales ν 0.002*** 0.005*** 0.007*** 0.007***

(0.000) (0.000) (0.000) (0.000)
Log Sales ν′ 0.002*** 0.004*** 0.007*** 0.007***

(0.000) (0.000) (0.000) (0.000)
Co-production (Number) 0.301*** 0.104***

(0.000) (0.001)
Squared Co-production (Number) -0.011*** -0.005***

(0.000) (0.000)
Co-production (Share) 2.018*** 0.881***

(0.002) (0.004)
Squared Co-production (Share) -1.643*** -0.805***

(0.002) (0.004)
Cluster-Time FE Yes Yes Yes Yes
R2 0.48 0.56 0.10 0.11
# Obs. 1447074 1447074 1447074 1447074

Results from OLS estimation of (D.1). Standard errors in parenthesis. ***: significant at 99%, ** at 95%, * at
90%.

We extend our analysis to firm-to-product distances using the following regression

model:

dω,ν′t = Log Salesνt + Log Salesωt +Dummy for Producedω,ν′t + FEct + ϵω,ν′t, (D.2)

where Log Salesωt represents the total sales of firm ω and Dummy for Producedω,ν′t is a

binary variable that takes the value of one if firm ω manufactures product ν in year t.

The findings, presented in Table C.4, reveal some intriguing patterns. In the CES

specification, firms are generally further from products with larger sales, whereas in the

DGKP specification, the opposite trend is observed - firms are closer to products with

larger sales. Moreover, there is a noticeable decrease in the distance of firms to products

as the total sales of the firms increase. Additionally, firms are consistently closer to the

products they produce, underlining a strong link between firm production profiles and

their proximity to specific products in the product space.
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Table C.4: Product-to-Product Distances

Dependent Variable: Firm-to-Product Distance

(CES) (CES) (CES) (DGKP) (DGKP) (DGKP)
Log Sales Product 0.002*** 0.002*** 0.002*** -0.001*** -0.001*** 0.000***

(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Log Sales Firm -0.002*** -0.001*** -0.001*** -0.000***

(0.000) (0.000) (0.000) (0.000)
Production Dummy -0.063*** -0.176***

(0.000) (0.001)
Cluster-Time FE Yes Yes Yes Yes Yes Yes
Product FE 0.11 0.11 0.13 0.10 0.10 0.13
Firm FE 1394297 1394297 1394297 1394297 1394297 1394297

Results from OLS estimation of (D.2). Standard errors in parenthesis. ***: significant at 99%, ** at 95%, * at
90%.

D.2 Product Drops

In this section, we quantify the ability of the product space to predict product drops.

As the measure of distance within a firm is based on marginal costs that we observe,

the estimation of the full product space is not necessary. As a result, we consider this

exercise as a sanity check for our measure of marginal costs. For each firm, we select the

products that the firm produces in its first year in the data. For instance, if a firm enters

the dataset in 2000, the sample of products we consider are the products in the cluster

of the firm that the firm produces in 2000. For each product in the years after entry,

we compute a production indicator Dropω,νct for product ν, firm ω, cluster c, and year t,

which equals 1 if the product is not produced (i.e., dropped) and zero otherwise.

We estimate the following regression:

Dropω,νct = βRankω,νct−1 + aωt + bωt, (D.3)

where Rankω,νct−1 is the rank of produced products based on the distance of the product

from the firm dω,νct−1, so that for the farthest product the product rank in the previous

year equals one.

Results are shown in Table C.5 and C.6. Products that are farther from the firm are

more likely to be dropped, as the coefficient on the lagged rank is negative and statistically

significant in each specification. As shown for the case of product introduction, using a

discrete classification cannot shed light on which products, within a certain aggregation

of codes, are more likely to get dropped, while our measure based on marginal cost is

able to distinguish between these produts.
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Table C.5: Product Drop and Product Rankings

Dependent Variable: Dummy=1 for Product Drop

(CES) (DGKP) (CN) (RCA)
Lagged Rank (=1 farthest) -0.034*** -0.062*** -0.006 -0.061***

(0.012) (0.009) (0.010) (0.011)
Product-Time FE Yes Yes Yes Yes
Firm-Time FE Yes Yes Yes Yes
R2 0.60 0.60 0.60 0.60
# Obs. 22642 22642 22642 22642

Results from OLS estimation of (9). Cluster standard errors in parenthesis. Cluster: product-year. ***: significant at
99%, ** at 95%, * at 90%.

Table C.6: Product Drop and Product Rankings

Dependent Variable: Dummy=1 for Product Drop

(CES) (DGKP) (RCA)
Lagged Rank (=1 farthest) -0.023* -0.056*** -0.054***

(0.012) (0.009) (0.011)
Product-Time FE Yes Yes Yes
Firm-Time FE Yes Yes Yes
CN Distance FE Yes Yes Yes
R2 0.60 0.60 0.60
# Obs. 22642 22642 22642

Results from OLS estimation of (9). Cluster standard errors in parenthesis. Cluster: product-year. ***: significant at
99%, ** at 95%, * at 90%.

D.3 Export Shocks and Product Adoption

Table C.7: Export Shocks - IV = Autor et al. (2013) Countries

Dependent Variable: Dummy=1 for Product Introduction

(CES) (CES) (DGKP) (DGKP) (CN) (CN) (RCA) (RCA)
Lagged Log Dist. 47.600 546.423*** 25.540 101.694*** 3.720 18.018 -60.616*** -50.157***

(66.152) (158.317) (17.992) (38.854) (5.447) (12.369) (4.094) (11.136)
(Lagged Log Dist.) -10.772* -54.372*** -3.429** -9.974*** -0.561 -1.806* -3.737*** -25.362
X(Log Exports) (5.650) (13.698) (1.522) (3.309) (0.465) (1.067) (1.088) (21.181)
Firm-Time FE Yes Yes Yes Yes Yes Yes Yes Yes
Firm-Product FE Yes Yes Yes Yes Yes Yes Yes Yes
Prod-Time FE Yes Yes Yes Yes Yes Yes Yes Yes
Spec. OLS IV OLS IV OLS IV OLS IV
# Obs. 13782 13782 13782 13782 13782 13782 13782 13782
F-Stat 191.63 288.95 228.46 23.54

Results from OLS estimation of (11). Cluster standard errors in parenthesis. Cluster: product-year. ***: significant at
99%, ** at 95%, * at 90%. We instrument Log Exportsνt × Log Distω,νct−1 with Log Exports IVνt × Log Distω,νct−1

where Log Exports IVνt = Log
∑

k∈K Exportskνt where K denotes the same set of countries as Autor et al. (2013):
Australia, Finland, Germany, Japan, New Zealand, Spain, Switzerland, and USA.
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Table C.8: Export Shocks - IV = EU Countries

Dependent Variable: Dummy=1 for Product Introduction

(CES) (CES) (DGKP) (DGKP) (CN) (CN) (RCA) (RCA)
Lagged Log Dist. 47.600 509.799*** 25.540 116.219*** 3.720 14.576 -60.616*** -43.784***

(66.152) (140.652) (17.992) (35.409) (5.447) (11.370) (4.094) (15.438)
(Lagged Log Dist.) -10.772* -51.171*** -3.429** -11.222*** -0.561 -1.506 -3.737*** -38.540
X(Log Exports) (5.650) (12.167) (1.522) (3.016) (0.465) (0.983) (1.088) (30.896)
Firm-Time FE Yes Yes Yes Yes Yes Yes Yes Yes
Firm-Product FE Yes Yes Yes Yes Yes Yes Yes Yes
Prod-Time FE Yes Yes Yes Yes Yes Yes Yes Yes
Spec. OLS IV OLS IV OLS IV OLS IV
# Obs. 13782 13782 13782 13782 13782 13782 13782 13782
F-Stat 257.25 419.77 304.73 11.75

Results from OLS estimation of (11). Cluster standard errors in parenthesis. Cluster: product-year. ***: significant at
99%, ** at 95%, * at 90%. We instrument Log Exportsνt × Log Distω,νct−1 with Log Exports IVνt × Log Distω,νct−1

where Log Exports IVνt = Log
∑

k∈K Exportskνt where K denotes the set of EU countries: Austria, Belgium, Finland,
France, Germany, Greece, Ireland, Italy, Luxembourg, Netherlands, Portugal, Spain, and Sweden.

D.4 First Stage Regressions

Table C.9: Export Shocks - IV = All Countries (First Stage)

Dependent Variable: (Lagged Log Distance)X(Log Exports)

(CES) (DGKP) (CN) (RCA)
(Lagged Log Distance)X(Log Exports) IV 0.781*** 0.792*** 0.769*** 0.034***

(0.003) (0.003) (0.004) (0.002)
Firm-Time FE Yes Yes Yes Yes
Firm-Product FE Yes Yes Yes Yes
Prod-Time FE Yes Yes Yes Yes
# Obs. 13782 13782 13782 13782
R2 1.00 1.00 1.00 0.93

Results from OLS estimation of the first stage of (11). Cluster standard errors in parenthesis. Cluster: product-year.
***: significant at 99%, ** at 95%, * at 90%. Log Exports IVνt = Log

∑
k ̸=DNK Exportskνt.

Table C.10: Export Shocks - IV = Autor et al. (2013) Countries (First Stage)

Dependent Variable: (Lagged Log Distance)X(Log Exports)

(CES) (DGKP) (CN) (RCA)
(Lagged Log Distance)X(Log Exports) IV 0.781*** 0.792*** 0.769*** 0.034***

(0.003) (0.003) (0.004) (0.002)
Firm-Time FE Yes Yes Yes Yes
Firm-Product FE Yes Yes Yes Yes
Prod-Time FE Yes Yes Yes Yes
# Obs. 13782 13782 13782 13782
R2 1.00 1.00 1.00 0.93

Results from OLS estimation of the first stage of (11). Cluster standard errors in parenthesis. Cluster: product-year.
***: significant at 99%, ** at 95%, * at 90%. Log Exports IVνt = Log

∑
k∈K Exportskνt where K denotes the same set

of countries as Autor et al. (2013): Australia, Finland, Germany, Japan, New Zealand, Spain, Switzerland, and USA.
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Table C.11: Export Shocks - IV = EU Countries (First Stage)

Dependent Variable: (Lagged Log Distance)X(Log Exports)

(CES) (DGKP) (CN) (RCA)
(Lagged Log Distance)X(Log Exports) IV 0.781*** 0.792*** 0.769*** 0.034***

(0.003) (0.003) (0.004) (0.002)
Firm-Time FE Yes Yes Yes Yes
Firm-Product FE Yes Yes Yes Yes
Prod-Time FE Yes Yes Yes Yes
# Obs. 13782 13782 13782 13782
R2 1.00 1.00 1.00 0.93

Results from OLS estimation of the first stage of (11). Cluster standard errors in parenthesis. Cluster: product-year.
***: significant at 99%, ** at 95%, * at 90%. Log Exports IVνt = Log

∑
k∈K Exportskνt where K denotes denotes

the set of EU countries: Austria, Belgium, Finland, France, Germany, Greece, Ireland, Italy, Luxembourg, Netherlands,
Portugal, Spain, and Sweden.

D.5 Import Shocks and Product Adoption

In this section, our focus is on examining the impact of an import shock on product

adoption while considering its dependency on the proximity to the firm. Specifically, we

employ a regression model, mirroring the export equation of the main text, to investigate

this relationship:

Introω,νct =β1Log Distanceω,νct−1 + β2Log Importsνt × Log Distω,νct−1 + FEνt

+ FEωt + FEω,ν + ϵω,νct, (D.4)

where Log Importsνt represents the log of the total imports to Denmark of product ν in

year t. All remaining variables and fixed effects are identical to those above for exports.

We instrument Log Importsνt×Log Distω,νct−1 using Log Imports IVνt×Log Distω,νct−1.

We follow Autor et al. (2013) and use the imports of similar countries to instrument for

Danish imports. In particular, we compute Log Imports IVνt = Log
∑

k∈K Importskνt

where K denotes two different sets of countries: the same set of countries as Autor et al.

(2013): Australia, Finland, Germany, Japan, New Zealand, Spain, Switzerland, and USA,

and a set of EU countries: Austria, Belgium, Finland, France, Germany, Greece, Ireland,

Italy, Luxembourg, Netherlands, Portugal, Spain, and Sweden. The export data, sourced

from BACI, is reported at the 6-digit level, while our products are defined more granularly

at the 8-digit level.

The results of Tables C.12 and C.13 reveal a tendency for import shocks to exert a

diminished impact on product adoptions when products are situated at a greater dis-

tance from firms. This observation aligns with findings from the export-level regressions.

Corresponding first stage regressions can be examined in Tables C.14 and C.15.
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Table C.12: Import Shocks - IV = Autor et al. (2013) Countries

Dependent Variable: Dummy=1 for Product Introduction

(CES) (CES) (DGKP) (DGKP) (CN) (CN) (RCA) (RCA)
Lagged Log Dist. 67.253 300.371** 59.000*** 86.377*** 5.533 0.248 -94.778*** -114.041***

(76.999) (118.294) (21.087) (32.498) (6.402) (10.947) (22.250) (37.789)
(Lagged Log Dist.) -12.769* -33.350*** -6.401*** -8.790*** -0.732 -0.268 2.953 4.722
X(Log Imports) (6.679) (10.379) (1.826) (2.817) (0.554) (0.962) (2.030) (3.492)
Firm-Time FE Yes Yes Yes Yes Yes Yes Yes Yes
Firm-Product FE Yes Yes Yes Yes Yes Yes Yes Yes
Prod-Time FE Yes Yes Yes Yes Yes Yes Yes Yes
# Obs. 13719 13719 13719 13719 13719 13719 13719 13719
F-Stat 1030.85 1364.88 584.30 387.95

Results from OLS estimation of (D.4). Cluster standard errors in parenthesis. Cluster: product-year. ***: significant at
99%, ** at 95%, * at 90%. We instrument Log Importsνt × Log Distω,νct−1 with Log Imports IVνt × Log Distω,νct−1

where Log Imports IVνt = Log
∑

k∈K Importskνt where K denotes the same set of countries as Autor et al. (2013):
Australia, Finland, Germany, Japan, New Zealand, Spain, Switzerland, and USA.

Table C.13: Import Shocks - IV = EU Countries

Dependent Variable: Dummy=1 for Product Introduction

(CES) (CES) (DGKP) (DGKP) (CN) (CN) (RCA) (RCA)
Lagged Log Dist. 67.253 362.882*** 59.000*** 112.053*** 5.533 6.881 -94.778*** -67.153*

(76.999) (124.813) (21.087) (33.663) (6.402) (11.239) (22.250) (38.017)
(Lagged Log Dist.) -12.769* -38.869*** -6.401*** -11.031*** -0.732 -0.850 2.953 0.416
X(Log Imports) (6.679) (10.925) (1.826) (2.913) (0.554) (0.984) (2.030) (3.506)
Firm-Time FE Yes Yes Yes Yes Yes Yes Yes Yes
Firm-Product FE Yes Yes Yes Yes Yes Yes Yes Yes
Prod-Time FE Yes Yes Yes Yes Yes Yes Yes Yes
# Obs. 13719 13719 13719 13719 13719 13719 13719 13719
F-Stat 1054.45 1507.39 677.94 378.11

Results from OLS estimation of (D.4). Cluster standard errors in parenthesis. Cluster: product-year. ***: significant at
99%, ** at 95%, * at 90%. We instrument Log Importsνt × Log Distω,νct−1 with Log Imports IVνt × Log Distω,νct−1

where Log Imports IVνt = Log
∑

k∈K Exportskνt where K denotes the set of EU countries: Austria, Belgium, Finland,
France, Germany, Greece, Ireland, Italy, Luxembourg, Netherlands, Portugal, Spain, and Sweden.

Table C.14: Import Shocks - IV = Autor et al. (2013) Countries (First Stage)

Dependent Variable: (Lagged Log Distance)X(Log Imports)

(CES) (DGKP) (CN) (RCA)
(Lagged Log Distance)X(Log Imports) IV 0.834*** 0.842*** 0.820*** 0.806***

(0.002) (0.002) (0.003) (0.003)
Firm-Time FE Yes Yes Yes Yes
Firm-Product FE Yes Yes Yes Yes
Prod-Time FE Yes Yes Yes Yes
# Obs. 13719 13719 13719 13719
R2 1.00 1.00 1.00 1.00

Results from OLS estimation of the first stage of (D.4). Cluster standard errors in parenthesis. Cluster: product-year.
***: significant at 99%, ** at 95%, * at 90%. Log Imports IVνt = Log

∑
k∈K Importskνt where K denotes the same set

of countries as Autor et al. (2013): Australia, Finland, Germany, Japan, New Zealand, Spain, Switzerland, and USA.
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Table C.15: Import Shocks - IV = EU Countries (First Stage)

Dependent Variable: (Lagged Log Distance)X(Log Imports)

(CES) (DGKP) (CN) (RCA)
(Lagged Log Distance)X(Log Imports) IV 0.834*** 0.842*** 0.820*** 0.806***

(0.002) (0.002) (0.003) (0.003)
Firm-Time FE Yes Yes Yes Yes
Firm-Product FE Yes Yes Yes Yes
Prod-Time FE Yes Yes Yes Yes
# Obs. 13719 13719 13719 13719
R2 1.00 1.00 1.00 1.00

Results from OLS estimation of the first stage of (D.4). Cluster standard errors in parenthesis. Cluster: product-year.
***: significant at 99%, ** at 95%, * at 90%. Log Imports IVνt = Log

∑
k∈K Importskνt where K denotes denotes

the set of EU countries: Austria, Belgium, Finland, France, Germany, Greece, Ireland, Italy, Luxembourg, Netherlands,
Portugal, Spain, and Sweden.

D.5.1 Product Distances and Firm Behaviour: Instrumental Variables

In this section, we introduce instrumental variables to examine the relationship between

Revenue Potential (RP ), Competition Potential (CP ), and a firm’s growth in sales and

scope. Following the approach of Berry et al. (1995), we instrument the RPω,ct of a firm

ω in cluster c during year t using the average RPω,ct of its competitors. We employ a

similar strategy for CPω,ct. To ensure sufficient variation in these measures, we exclude

the closest three firms from the average calculation for each firm ω. This exclusion is

based on our estimated locations of firms in the space, which allows us to compute the

distance between any two firms.

Formally, the two instruments are computed as follows:

RPω,ct =

∑
k∈Ω̃ω,ct

RPkct

Mct − 4
, (D.5)

CPω,ct =

∑
k∈Ω̃ω,ct

CPkct

Mct − 4
, (D.6)

where Ω̃ω,ct is the set of firms in cluster-year ct which excludes the 3 closest firms to firm

ω and Mct is the number of firms in the cluster-year.

The results are presented in Tables C.16 and C.17. The relevance condition is satisfied,

as indicated by an F-statistic greater than the standard threshold of 10. Moreover, the

results are robust to the IV strategy: higher lagged RP leads to a faster growth rate of

sales, while higher lagged CP results in a lower growth rate of scope.
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Table C.16: Firm Sales Growth

Dependent Variable: Growth Rate of Sales

(CES) (DGKP)
Lagged RP 0.378*** 0.334**

(0.127) (0.154)
Lagged CP -0.059 -0.167**

(0.078) (0.076)
Cluster-Time FE Yes Yes
Firm FE Yes Yes
F-Stat 36.59 45.22
# Obs. 8435 8435

Results from IV estimation of (26). Clustered standard errors in parenthesis. Cluster: firm. ***: significant at 99%, **
at 95%, * at 90%.

Table C.17: Firm Scope Growth

Dependent Variable: Growth Rate of Scope

(CES) (DGKP)
Lagged RP 0.047 0.057

(0.044) (0.054)
Lagged CP -0.113*** -0.061**

(0.030) (0.029)
Cluster-Time FE Yes Yes
Firm FE Yes Yes
F-Stat 36.59 45.22
# Obs. 8435 8435

Results from IV estimation of (26). Clustered standard errors in parenthesis. Cluster: firm. ***: significant at 99%, **
at 95%, * at 90%.

D.5.2 Product Distances and Firm Behaviour: Theil Index of Sales Concen-

tration within a Firm

In this section, we estimate the following regression:

Theilω,ct = β1RPω,ct−1 + β2CPω,ct−1 + FEct + FEω + ϵω,ct, (D.7)

where Theilω,ct is the Theil T-index of sales concentration within a firm, and is computed

as Theilω,ct =
1

Scopeω,ct

∑
ν∈Vω

(
Salesν,ωct

Average Salesω,ct

)
ln
(

Salesν,ωct

Average Salesω,ct

)
. The Theil Index quan-

tifies the sales concentration within a firm: a higher index indicates higher concentration,

implying an elevated focus on the firm’s core product.
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Table C.18: Firm Core Focus

Dependent Variable: Theil Index (Core Focus)

(CES) (DGKP)
Lagged RP -0.023 -0.059*

(0.025) (0.031)
Lagged CP 0.031* 0.023

(0.016) (0.015)
Cluster-Time FE Yes Yes
Firm FE Yes Yes
R2 0.77 0.77
# Obs. 8435 8435

Results from OLS estimation of (D.7). Clustered standard errors in parenthesis. Cluster: firm. ***: significant at 99%,
** at 95%, * at 90%.

Table C.18 shows that higher revenue potential is associated with less focus on the

core, with significance for the DGKP case, while higher competitive potential is associated

with higher focus on the core, with statistical significance attained for the CES case.36

This is consistent with the results of Mayer et al. (2014), as firms focus on their core

products when facing tougher potential competition and focus more on the periphery

products when facing higher revenue potential.

D.6 Marginal Costs in Levels

In this section, we replicate the baseline results presented in the main text. This repli-

cation uses the concept of marginal costs in level as a metric to quantify the distance

between a firm and its products within our algorithm. Table C.19 provides summary

statistics for the distances measured from product-to-product and firm-to-product. Ta-

bles C.20 and C.21 detail the correlation between the likelihood of product introduction

and the rankings based on the firm’s product distance. Tables C.23 and C.24 explore

the relationship between the probability of introducing a product and its lagged distance

to the firm. Table C.26 examines the impact of export demand shocks on product in-

troduction, with the first stage regression detailed in Table C.27. Furthermore, Tables

C.28 and C.29 investigate how Revenue Potential and Competition Potential influence

the growth rates of sales and scope. Finally, Tables C.30 and C.31 present the outcomes

of our counterfactual scenario, in which all firms introduce every variety.

36Note that our model with CES preferences and monopolistic competition can feature changes in the
distribution of sales within firms because each product ν is its own nest, with its own price index. Under
CES preferences and monopolistic competition, the Theil Index would depend on the distribution of
marginal costs within the firm if the products are differentiated varieties of the same good.
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Table C.19: Estimated Distances: Summary Statistics (2000)

Product-to-Product Firm-to-Product

CES DGKP CES DGKP

Average 0.87 2.74 0.53 1.39
Std. Dev. 0.49 2.16 0.22 0.71
5th Perc. 0.21 0.52 0.22 0.38
10th Perc. 0.30 0.79 0.27 0.59
25th Perc. 0.48 1.00 0.37 0.91
50th Perc. 0.80 1.92 0.50 1.31
75th Perc. 1.11 3.99 0.65 1.76
90th Perc. 1.53 5.93 0.81 2.19
95th Perc. 1.75 6.91 0.91 2.51

The table reports the distribution of product-to-product and firm-to-product distances in the year 2000. The sample
comprises all product-to-product and all firm-to-product distances across all clusters. The product space uses marginal
costs in levels. For confidentiality reasons, we divide distances data in 100 bins, compute the average distance within bin,
and report these values in the rows with percentiles.

Table C.20: Product Introduction and Product Rankings

Dependent Variable: Dummy=1 for Product Introduction

(CES) (DGKP)
Lagged Rank (=1 closest) -0.005*** -0.007***

(0.001) (0.001)
Product-Time FE Yes Yes
Firm-Time FE Yes Yes
R2 0.07 0.07
# Obs. 645290 645290

Results from OLS estimation of (9). Clustered standard errors in parenthesis. Cluster: product-year. ***: significant at
99%, ** at 95%, * at 90%.

Table C.21: Product Introduction and Product Rankings

Dependent Variable: Dummy=1 for Product Introduction

(CES) (DGKP)
Lagged Rank (=1 closest) -0.003*** -0.004***

(0.001) (0.001)
Product-Time FE Yes Yes
Firm-Time FE Yes Yes
CN Distance FE Yes Yes
R2 0.08 0.08
# Obs. 645290 645290

Results from OLS estimation of (9). Clustered standard errors in parenthesis. Cluster: product-year. ***: significant at
99%, ** at 95%, * at 90%.
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Table C.22: Product Introduction and Product Rankings

Dependent Variable: Dummy=1 for Product Introduction

(CES) (DGKP)
Lagged Rank (=1 closest) -0.002*** -0.003***

(0.000) (0.000)
Product-Time FE Yes Yes
Firm-Time FE Yes Yes
Lagged Relatedness = 0 0
R2 0.08 0.08
# Obs. 542445 542445

Results from OLS estimation of (9). Clustered standard errors in parenthesis. Cluster: product-year. ***: significant at
99%, ** at 95%, * at 90%.

Table C.23: Product Introduction and Product Rankings

Dependent Variable: Dummy=1 for Product Introduction

(CES) (DGKP)
Lagged Distance -0.698*** -0.596***

(0.087) (0.068)
Product-Time FE Yes Yes
Firm-Time FE Yes Yes
R2 0.07 0.07
# Obs. 645290 645290

Results from OLS estimation of (9). Clustered standard errors in parenthesis. Cluster: product-year. ***: significant at
99%, ** at 95%, * at 90%.

Table C.24: Product Introduction and Product Rankings

Dependent Variable: Dummy=1 for Product Introduction

(CES) (DGKP)
Lagged Distance -0.280*** -0.285***

(0.086) (0.068)
Product-Time FE Yes Yes
Firm-Time FE Yes Yes
CN Distance FE Yes Yes
R2 0.08 0.08
# Obs. 645290 645290

Results from OLS estimation of (9). Clustered standard errors in parenthesis. Cluster: product-year. ***: significant at
99%, ** at 95%, * at 90%.
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Table C.25: Product Introduction and Product Rankings

Dependent Variable: Dummy=1 for Product Introduction

(CES) (DGKP)
lagged distance -0.274*** -0.222***

(0.074) (0.061)
Product-Time FE Yes Yes
Firm-Time FE Yes Yes
Relatedness = 0 0
R2 0.08 0.08
# Obs. 542445 542445

Results from OLS estimation of (9). Clustered standard errors in parenthesis. Cluster: product-year. ***: significant at
99%, ** at 95%, * at 90%.

Table C.26: Export Shocks and Product Adoption

Dependent Variable: Dummy=1 for Product Introduction

(CES) (CES) (DGKP) (DGKP)
Lagged Log Distance 10.117 59.895*** 1.462 11.970*

(10.153) (19.114) (4.096) (6.356)
(Lagged Log Distance)X(Log Exports) -1.889** -6.320*** -0.383 -1.271**

(0.878) (1.689) (0.335) (0.530)
Firm-Time FE Yes Yes Yes Yes
Firm-Product FE Yes Yes Yes Yes
Prod-Time FE Yes Yes Yes Yes
Spec. OLS IV OLS IV
# Obs. 13782 13782 13782 13782
F-Stat 526.48 595.68

Results from OLS estimation of (11). Clustered standard errors in parenthesis. Cluster: product-year. ***: significant at
99%, ** at 95%, * at 90%. We instrument Log Exportsνt × Log Distω,νct−1 with Log Exports IVνt × Log Distω,νct−1

where Log Exports IVνt = Log
∑

k ̸=DNK Exportskνt is the total exports of all countries except Denmark.

Table C.27: Export Shocks - IV = All Countries (First Stage)

Dependent Variable: (Lagged Log Distance)X(Log Exports)

(CES) (DGKP)
(Lagged Log Distance)X(Log Exports) IV 0.768*** 0.799***

(0.004) (0.003)
Firm-Time FE Yes Yes
Firm-Product FE Yes Yes
Prod-Time FE Yes Yes
# Obs. 13782 13782
R2 1.00 1.00

Results from OLS estimation of the first stage of (11). Clustered standard errors in parenthesis. Cluster: product-year.
***: significant at 99%, ** at 95%, * at 90%. Log Exports IVνt = Log

∑
k ̸=DNK Exportskνt.
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Table C.28: Firm Sales Growth

Dependent Variable: Growth Rate of Sales

(CES) (DGKP)
Lagged RP 0.542*** 0.376***

(0.075) (0.076)
Lagged CP -0.079* -0.180***

(0.043) (0.043)
Cluster-Time FE Yes Yes
Firm FE Yes Yes
R2 0.16 0.16
# Obs. 8435 8435

Results from OLS estimation of (26). Clustered standard errors in parenthesis. Cluster: firm. ***: significant at 99%,
** at 95%, * at 90%.

Table C.29: Firm Scope Growth

Dependent Variable: Growth Rate of Scope

(CES) (DGKP)
Lagged RP 0.028 0.092***

(0.020) (0.024)
Lagged CP -0.135*** -0.050***

(0.016) (0.015)
Cluster-Time FE Yes Yes
Firm FE Yes Yes
R2 0.14 0.13
# Obs. 8435 8435

Results from OLS estimation of (26). Clustered standard errors in parenthesis. Cluster: firm. ***: significant at 99%,
** at 95%, * at 90%.

Table C.30: Entry Potential by Sector (×100)

CES DGKP

Cluster Avg. Std. Avg. Std.

Animals 72.5 21.5 21.0 19.4
Foodstuffs 70.2 20.1 17.4 23.0
Mineral products 77.7 21.7 43.5 17.8
Chemical Products 77.8 22.3 22.8 24.8
Plastics and rubber 77.5 22.8 26.4 23.7
Wood products 81.3 19.4 39.1 29.1
Textiles 70.3 16.1 25.0 25.6
Stone and glass 82.1 24.6 50.9 27.1
Metals 79.3 24.3 29.5 22.5
Machinery and electrical 71.7 23.7 16.8 23.9
Transportation 85.3 19.2 66.0 30.2
Miscellaneous 83.6 16.3 31.2 24.9

Average 77.4 21.0 32.5 24.3

Average and standard deviation of the EP for each cluster. We set σ = 5 in the calculation of the price index for the
CES case. For the DGKP case, details on the calculations of the price index are in the main text.
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Table C.31: Entry Potential for Green Products (×100)

CES DGKP

Avg. Std. Avg. Std.

Green products 81.5 22.3 31.7 26.3

Average and standard deviation of the EP for green products. We set σ = 5 in the calculation of the price index for the
CES case. For the DGKP case, details on the calculations of the price index are in the main text.
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D.7 Inverse Hyperbolic Sine Marginal Costs

In this section, we replicate the baseline results presented in the main text. This repli-

cation uses the concept of marginal costs in level as a metric to quantify the distance

between a firm and its products within our algorithm. Table C.32 provides summary

statistics for the distances measured from product-to-product and firm-to-product. Ta-

bles C.33 and C.34 detail the correlation between the likelihood of product introduction

and the rankings based on the firm’s product distance. Tables C.36 and C.37 explore

the relationship between the probability of introducing a product and its lagged distance

to the firm. Table C.39 examines the impact of export demand shocks on product in-

troduction, with the first stage regression detailed in Table C.40. Furthermore, Tables

C.41 and C.42 investigate how Revenue Potential and Competition Potential influence

the growth rates of sales and scope. Finally, Tables C.43 and C.44 present the outcomes

of our counterfactual scenario, in which all firms introduce every variety.

Table C.32: Estimated Distances: Summary Statistics (2000)

Product-to-Product Firm-to-Product

CES DGKP CES DGKP

Average 0.53 0.97 0.32 0.75
Std. Dev. 0.29 0.40 0.12 0.27
5th Perc. 0.15 0.36 0.15 0.26
10th Perc. 0.21 0.50 0.18 0.40
25th Perc. 0.31 0.72 0.24 0.59
50th Perc. 0.45 0.88 0.31 0.75
75th Perc. 0.68 1.16 0.39 0.90
90th Perc. 0.91 1.43 0.47 1.04
95th Perc. 1.06 1.66 0.52 1.13

The table reports the distribution of product-to-product and firm-to-product distances in the year 2000. The sample
comprises all product-to-product and all firm-to-product distances across all clusters. The product space is estimated
using the inverse hyperbolic sine of marginal costs. For confidentiality reasons, we divide distances data in 100 bins,
compute the average distance within bin, and report these values in the rows with percentiles.

Table C.33: Product Introduction and Product Rankings

Dependent Variable: Dummy=1 for Product Introduction

(CES) (DGKP)
Lagged Rank (=1 closest) -0.004*** -0.005***

(0.001) (0.001)
Product-Time FE Yes Yes
Firm-Time FE Yes Yes
R2 0.07 0.07
# Obs. 645290 645290

Results from OLS estimation of (9). Clustered standard errors in parenthesis. Cluster: product-year. ***: significant at
99%, ** at 95%, * at 90%.
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Table C.34: Product Introduction and Product Rankings

Dependent Variable: Dummy=1 for Product Introduction

(CES) (DGKP)
Lagged Rank (=1 closest) -0.002*** -0.003***

(0.001) (0.001)
Product-Time FE Yes Yes
Firm-Time FE Yes Yes
CN Distance FE Yes Yes
R2 0.08 0.08
# Obs. 645290 645290

Results from OLS estimation of (9). Clustered standard errors in parenthesis. Cluster: product-year. ***: significant at
99%, ** at 95%, * at 90%.

Table C.35: Product Introduction and Product Rankings

Dependent Variable: Dummy=1 for Product Introduction

(CES) (DGKP)
Lagged Rank (=1 closest) -0.002*** -0.002***

(0.000) (0.000)
Product-Time FE Yes Yes
Firm-Time FE Yes Yes
Lagged Relatedness = 0 0
R2 0.08 0.08
# Obs. 542445 542445

Results from OLS estimation of (9). Clustered standard errors in parenthesis. Cluster: product-year. ***: significant at
99%, ** at 95%, * at 90%.

Table C.36: Product Introduction and Product Rankings

Dependent Variable: Dummy=1 for Product Introduction

(CES) (DGKP)
Lagged Distance -2.718*** -1.160***

(0.345) (0.152)
Product-Time FE Yes Yes
Firm-Time FE Yes Yes
R2 0.07 0.07
# Obs. 645290 645290

Results from OLS estimation of (9). Clustered standard errors in parenthesis. Cluster: product-year. ***: significant at
99%, ** at 95%, * at 90%.
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Table C.37: Product Introduction and Product Rankings

Dependent Variable: Dummy=1 for Product Introduction

(CES) (DGKP)
Lagged Distance -1.230*** -0.548***

(0.343) (0.152)
Product-Time FE Yes Yes
Firm-Time FE Yes Yes
CN Distance FE Yes Yes
R2 0.08 0.08
# Obs. 645290 645290

Results from OLS estimation of (9). Clustered standard errors in parenthesis. Cluster: product-year. ***: significant at
99%, ** at 95%, * at 90%.

Table C.38: Product Introduction and Product Rankings

Dependent Variable: Dummy=1 for Product Introduction

(CES) (DGKP)
Lagged Distance -1.066*** -0.369***

(0.302) (0.132)
Product-Time FE Yes Yes
Firm-Time FE Yes Yes
Relatedness = 0 0
R2 0.08 0.08
# Obs. 542445 542445

Results from OLS estimation of (9). Clustered standard errors in parenthesis. Cluster: product-year. ***: significant at
99%, ** at 95%, * at 90%.

Table C.39: Export Shocks and Product Adoption

Dependent Variable: Dummy=1 for Product Introduction

(CES) (CES) (DGKP) (DGKP)
Lagged Log Distance 69.421 302.434*** 15.288 70.766***

(47.155) (84.589) (13.665) (23.694)
(Lagged Log Distance)X(Log Exports) -10.349** -30.700*** -2.203* -6.968***

(4.023) (7.319) (1.155) (2.017)
Firm-Time FE Yes Yes Yes Yes
Firm-Product FE Yes Yes Yes Yes
Prod-Time FE Yes Yes Yes Yes
Spec. OLS IV OLS IV
# Obs. 13782 13782 13782 13782
F-Stat 456.18 577.29

Results from OLS estimation of (11). Clustered standard errors in parenthesis. Cluster: product-year. ***: significant at
99%, ** at 95%, * at 90%. We instrument Log Exportsνt × Log Distω,νct−1 with Log Exports IVνt × Log Distω,νct−1

where Log Exports IVνt = Log
∑

k ̸=DNK Exportskνt is the total exports of all countries except Denmark.
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Table C.40: Export Shocks - IV = All Countries (First Stage)

Dependent Variable: (Lagged Log Distance)X(Log Exports)

(CES) (DGKP)
(Lagged Log Distance)X(Log Exports) IV 0.782*** 0.792***

(0.003) (0.003)
Firm-Time FE Yes Yes
Firm-Product FE Yes Yes
Prod-Time FE Yes Yes
# Obs. 13782 13782
R2 1.00 1.00

Results from OLS estimation of the first stage of (11). Clustered standard errors in parenthesis. Cluster: product-year.
***: significant at 99%, ** at 95%, * at 90%. Log Exports IVνt = Log

∑
k ̸=DNK Exportskνt.

Table C.41: Firm Sales Growth

Dependent Variable: Growth Rate of Sales

(CES) (DGKP)
Lagged RP 0.564*** 0.370***

(0.078) (0.084)
Lagged CP -0.075* -0.166***

(0.046) (0.045)
Cluster-Time FE Yes Yes
Firm FE Yes Yes
R2 0.16 0.15
# Obs. 8435 8435

Results from OLS estimation of (26). Clustered standard errors in parenthesis. Cluster: firm. ***: significant at 99%,
** at 95%, * at 90%.

Table C.42: Firm Scope Growth

Dependent Variable: Growth Rate of Scope

(CES) (DGKP)
Lagged RP 0.007 0.110***

(0.021) (0.026)
Lagged CP -0.125*** -0.049***

(0.017) (0.016)
Cluster-Time FE Yes Yes
Firm FE Yes Yes
R2 0.14 0.13
# Obs. 8435 8435

Results from OLS estimation of (26). Clustered standard errors in parenthesis. Cluster: firm. ***: significant at 99%,
** at 95%, * at 90%.
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Table C.43: Entry Potential by Sector (×100)

CES DGKP

Cluster Avg. Std. Avg. Std.

Animals 71.9 21.5 19.5 18.3
Foodstuff 69.1 19.2 14.9 21.2
Mineral products 73.7 24.7 40.7 16.6
Chemical Products 77.0 21.8 19.8 23.1
Plastics and rubber 75.2 22.9 22.8 22.1
Wood 79.4 18.8 35.9 29.2
Textiles 70.2 15.6 23.1 24.5
Stone and glass 80.7 25.5 47.6 27.9
Metals 78.8 23.9 25.0 20.3
Machinery and electrical 70.7 23.0 14.4 22.1
Transportation 83.0 21.7 63.8 30.3
Miscellaneous 83.0 15.5 26.2 23.6

Average 76.1 21.2 29.5 23.3

Average and standard deviation of the EP for each cluster. We set σ = 5 in the calculation of the price index for the
CES case. For the DGKP case, details on the calculations of the price index are in the main text.

Table C.44: Entry Potential for Green Products (×100)

CES DGKP

Avg. Std. Avg. Std.

Green Products 80.3 22.3 28.0 25.2

Average and standard deviation of the EP for green products. We set σ = 5 in the calculation of the price index for the
CES case. For the DGKP case, details on the calculations of the price index are in the main text.

E Larger Cluster Analysis

In this section, we replicate the baseline results presented in the main text, using a more

aggregate definition of sectors. Specifically, we consider six sectors: Animals/Vegetables/Food

(CN 2-digit 01-24), Minerals/Chemicals/Plastics (25-40), Textiles/Footwear (41-43, 50-

67), Stone/Metals (68-83), Machinery/Transportation (84-89), and Miscellaneous (44-49,

90-97). This replication uses the concept of marginal costs in logs as a metric to quantify

the distance between a firm and its products within our algorithm. Tables D.1 and D.2

present the descriptive statistics for the cluster characteristics. Table D.3 provides sum-

mary statistics for the distances measured from product-to-product and firm-to-product.

Notice that relative to our baseline results, the average distances increase by little, with

the larger increases concentrated in the higher percentiles.

Tables D.4, D.5, and D.6 detail the correlation between the likelihood of product

introduction and the rankings based on the firm’s product distance. Tables D.7, D.8,
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and D.9 explore the relationship between the probability of introducing a product and

its lagged distance to the firm. Table D.10 examines the impact of export demand

shocks on product introduction, with the first stage regression detailed in Table D.11.

Furthermore, Tables D.12 and D.13 investigate how Revenue Potential and Competition

Potential influence the growth rates of sales and scope. Finally, Tables D.14 and D.15

present the outcomes of our counterfactual scenario, in which all firms introduce every

variety.

Table D.1: Cluster Descriptive Statistics

Number of Products Number of Firms

Year Avg. Std. Med. 25P. 75P. Avg. Std. Med. 25P. 75P.

2000 207 141 191 84 260 134 64 111 90 196
2001 211 126 189 113 258 150 66 129 115 190
2002 208 141 174 91 260 143 72 129 83 190
2003 200 137 171 85 247 135 68 121 77 183
2004 205 123 175 118 250 144 56 133 128 182
2005 205 124 166 117 249 141 63 127 120 194
2006 211 128 174 124 258 136 60 130 105 192
2007 160 102 128 95 203 87 33 88 78 106
2008 163 107 130 111 208 84 34 88 79 93
2009 163 110 136 108 209 86 37 88 78 100
2010 173 97 143 123 203 100 41 111 87 131
2011 190 106 156 133 210 108 48 129 91 140
2012 195 103 162 135 225 100 40 112 82 133
2013 205 104 169 154 239 104 43 118 85 129
2014 212 108 167 166 267 105 44 117 94 129
2015 214 114 171 156 286 106 43 115 95 139
2016 208 120 160 154 288 100 46 109 80 140
2017 217 119 171 150 290 106 45 115 107 137
2018 219 123 158 151 292 107 45 118 100 140

Average 198 118 162 125 247 114 50 115 93 150

In each year, we compute average (Avg.), standard deviation (Std.), median (Med.), and 25th and 75th per-
centiles (25P. and 75P.) of the number of products (first four columns) and number of firms (last four columns)
across clusters. In each year, there are 6 clusters (for 6 sectors defined as groups of CN 2-digit codes). The last
row (Average) reports the average of the statistics across years.
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Table D.2: Cluster Descriptive Statistics

Number of Products Number of Firms

Cluster Avg. Std. Avg. Std.

Animals/Vegetables/Food 407 36 158 25
Machinery/Transportation 145 17 109 12
Minerals/Chemicals/Plastics 247 31 107 19
Miscellaneous 84 20 158 66
Stone/Metals 127 29 116 24
Textiles/Footwear 178 33 39 22

In each cluster, we compute average (Avg.) and standard deviation (Std.) of the number of products (first two
columns) and number of firms (last two columns) across years.

Table D.3: Estimated Distances: Summary Statistics (2000)

Product-to-Product Firm-to-Product

CES DGKP CES DGKP

Average 0.39 0.82 0.25 0.65
Std. Dev. 0.20 0.38 0.09 0.23
5th Perc. 0.12 0.32 0.11 0.29
10th Perc. 0.16 0.41 0.14 0.37
25th Perc. 0.24 0.59 0.18 0.50
50th Perc. 0.35 0.75 0.24 0.62
75th Perc. 0.48 0.99 0.29 0.77
90th Perc. 0.69 1.23 0.35 0.94
95th Perc. 0.74 1.42 0.40 1.05

The table reports the distribution of product-to-product and firm-to-product distances in the year 2000. The sample
comprises all product-to-product and all firm-to-product distances across all clusters. The product space is estimated
using marginal costs in logs. For confidentiality reasons, we divide distances data in 100 bins, compute the average
distance within bin, and report these values in the rows with percentiles.

Table D.4: Product Introduction and Product Rankings

Dependent Variable: Dummy=1 for Product Introduction

(CES) (DGKP) (CN) (RCA)
Lagged Rank (=1 closest) -0.004*** -0.004*** -0.004*** -0.006***

(0.000) (0.000) (0.000) (0.000)
Product-Time FE Yes Yes Yes Yes
Firm-Time FE Yes Yes Yes Yes
R2 0.05 0.05 0.05 0.05
# Obs. 1332970 1332970 1332970 1332970

Results from OLS estimation of (9). Clustered standard errors in parenthesis. Cluster: product-year. ***: significant at
99%, ** at 95%, * at 90%.
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Table D.5: Product Introduction and Product Rankings

Dependent Variable: Dummy=1 for Product Introduction

(CES) (DGKP) (RCA)
Lagged Rank (=1 closest) -0.002*** -0.002*** -0.004***

(0.000) (0.000) (0.000)
Product-Time FE Yes Yes Yes
Firm-Time FE Yes Yes Yes
CN Distance FE Yes Yes Yes
R2 0.06 0.06 0.06
# Obs. 1332970 1332970 1332970

Results from OLS estimation of (9). Clustered standard errors in parenthesis. Cluster: product-year. ***: significant at
99%, ** at 95%, * at 90%.

Table D.6: Product Introduction and Product Rankings

Dependent Variable: Dummy=1 for Product Introduction

(CES) (DGKP) (CN)
Lagged Rank (=1 closest) -0.001*** -0.001*** -0.002***

(0.000) (0.000) (0.000)
Product-Time FE Yes Yes Yes
Firm-Time FE Yes Yes Yes
Lagged Relatedness = 0 0 0
R2 0.06 0.06 0.06
# Obs. 1173802 1173802 1173802

Results from OLS estimation of (9). Clustered standard errors in parenthesis. Cluster: product-year. ***: significant at
99%, ** at 95%, * at 90%.

Table D.7: Product Introduction and Product Rankings

Dependent Variable: Dummy=1 for Product Introduction

(CES) (DGKP) (CN) (RCA)
Lagged Distance -6.166*** -2.510*** -2.555*** -23.188***

(0.468) (0.195) (0.103) (1.457)
Product-Time FE Yes Yes Yes Yes
Firm-Time FE Yes Yes Yes Yes
R2 0.05 0.05 0.05 0.05
# Obs. 1332970 1332970 1332970 1332970

Results from OLS estimation of (9). Clustered standard errors in parenthesis. Cluster: product-year. ***: significant at
99%, ** at 95%, * at 90%.
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Table D.8: Product Introduction and Product Rankings

Dependent Variable: Dummy=1 for Product Introduction

(CES) (DGKP) (RCA)
Lagged Distance -2.886*** -1.196*** -15.649***

(0.453) (0.192) (1.358)
Product-Time FE Yes Yes Yes
Firm-Time FE Yes Yes Yes
CN Distance FE Yes Yes Yes
R2 0.06 0.06 0.06
# Obs. 1332970 1332970 1332970

Results from OLS estimation of (9). Clustered standard errors in parenthesis. Cluster: product-year. ***: significant at
99%, ** at 95%, * at 90%.

Table D.9: Product Introduction and Product Rankings

Dependent Variable: Dummy=1 for Product Introduction

(CES) (DGKP) (CN)
Lagged Distance -1.700*** -0.650*** -1.712***

(0.343) (0.150) (0.107)
Product-Time FE Yes Yes Yes
Firm-Time FE Yes Yes Yes
Relatedness = 0 0 0
R2 0.06 0.06 0.06
# Obs. 1173802 1173802 1173802

Results from OLS estimation of (9). Clustered standard errors in parenthesis. Cluster: product-year. ***: significant at
99%, ** at 95%, * at 90%.

Table D.10: Export Shocks and Product Adoption

Dependent Variable: Dummy=1 for Product Introduction

(CES) (CES) (DGKP) (DGKP) (CN) (CN) (RCA) (RCA)
Lagged Log Dist. -53.495 430.422 48.417* 125.458** 6.846 17.724 -112.107*** -26.161

(114.169) (266.203) (29.045) (55.870) (8.115) (16.099) (6.531) (145.616)
(Lagged Log Dist.) -6.754 -48.850** -5.755** -12.347*** -1.022 -1.963 -5.474*** -173.642
X(Log Exports) (9.801) (23.082) (2.455) (4.759) (0.687) (1.387) (1.741) (284.484)
Firm-Time FE Yes Yes Yes Yes Yes Yes Yes Yes
Firm-Product FE Yes Yes Yes Yes Yes Yes Yes Yes
Prod-Time FE Yes Yes Yes Yes Yes Yes Yes Yes
# Obs. 16266 16266 16266 16266 16266 16266 16266 16266
F-Stat 1882.60 3624.34 2964.54 0.68

Results from OLS estimation of (11). Clustered standard errors in parenthesis. Cluster: product-year. ***: significant at
99%, ** at 95%, * at 90%. We instrument Log Exportsνt × Log Distω,νct−1 with Log Exports IVνt × Log Distω,νct−1

where Log Exports IVνt = Log
∑

k ̸=DNK Exportskνt is the total exports of all countries except Denmark.
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Table D.11: Export Shocks - IV = All Countries (First Stage)

Dependent Variable: (Lagged Log Distance)X(Log Exports)

(CES) (DGKP) (CN) (RCA)
(Lagged Log Distance)X(Log Exports) IV 0.788*** 0.797*** 0.777*** 0.035***

(0.003) (0.003) (0.004) (0.002)
Firm-Time FE Yes Yes Yes Yes
Firm-Product FE Yes Yes Yes Yes
Prod-Time FE Yes Yes Yes Yes
# Obs. 16266 16266 16266 16266
R2 1.00 1.00 1.00 0.92

Results from OLS estimation of the first stage of (11). Clustered standard errors in parenthesis. Cluster: product-year.
***: significant at 99%, ** at 95%, * at 90%. Log Exports IVνt = Log

∑
k ̸=DNK Exportskνt.

Table D.12: Firm Sales Growth

Dependent Variable: Growth Rate of Sales

(CES) (DGKP)
Lagged RP 0.452*** 0.286***

(0.071) (0.090)
Lagged CP -0.058 -0.134***

(0.043) (0.044)
Cluster-Time FE Yes Yes
Firm FE Yes Yes
R2 0.14 0.14
# Obs. 9552 9552

Results from OLS estimation of (26). Clustered standard errors in parenthesis. Cluster: firm. ***: significant at 99%,
** at 95%, * at 90%.

Table D.13: Firm Scope Growth

Dependent Variable: Growth Rate of Scope

(CES) (DGKP)
Lagged RP -0.006 0.050*

(0.023) (0.028)
Lagged CP -0.128*** -0.044***

(0.015) (0.016)
Cluster-Time FE Yes Yes
Firm FE Yes Yes
R2 0.12 0.11
# Obs. 9552 9552

Results from OLS estimation of (26). Clustered standard errors in parenthesis. Cluster: firm. ***: significant at 99%,
** at 95%, * at 90%.
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Table D.14: Entry Potential by Sector (×100)

CES DGKP

Cluster Avg. Std. Avg. Std.

Animals/Vegetables/Food 63.0 19.9 8.0 16.5
Machinery/Transportation 69.3 22.4 13.6 21.9
Minerals/Chemicals/Plastics 63.0 31.1 14.6 14.9
Miscellaneous 81.5 18.2 17.4 22.4
Stone/Metal 76.9 25.0 16.3 16.9
Textiles/Footwear 70.2 15.5 23.0 24.4

Average 70.7 22.0 15.5 19.5

Average and standard deviation of the EP for each cluster. We set σ = 5 in the calculation of the price index for the
CES case. For the DGKP case, details on the calculations of the price index are in the main text.

Table D.15: Entry Potential for Green Products (×100)

CES DGKP

Avg. Std. Avg. Std.

Green Products 76.47 23.19 15.17 17.59

Average and standard deviation of the EP for green products. We set σ = 5 in the calculation of the price index for the
CES case. For the DGKP case, details on the calculations of the price index are in the main text.
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