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Abstract 

In this chapter we focus on the commonalities and differences between agent-based and 
dynamic microsimulation analytical approaches. Starting from a shared history, we discuss 
how the two literatures quickly diverged. Discussion concludes with evidence of some 
recent convergence between agent-based and dynamic microsimulation methods, and 
emerging opportunities for mutual reinforcement of the two methodologies. 

 

1. Introduction 

 

Agent-based models (ABMs) have become standard tools for research in Complexity 
Economics. At the same time, increasing availability of survey microdata and computational 
power has prompted interest in the related field of dynamic microsimulation modelling 
(DMM), particularly in relation to economics, health care, urban planning, and environmental 
studies.1 Nevertheless, practitioners of both fields are often only vaguely aware of related 
work conducted in their apposing field. Furthermore, when work beyond a practitioner’s 
specific field is discussed, it is sometimes regarded with interest, sometimes with suspicion, 
often with a focus on perceived methodological deficiencies. In this chapter, we focus on the 
relationship between agent-based and microsimulation approaches, point to the seminal 
dynamic microsimulation work of the 1960s as a precursor to agent-based models, and 
suggest that mutual knowledge and convergence has the potential to strengthen the 
Complexity Economics approach. 

More specifically, we advance several claims: 

Claim 1:  Mathematically, the two methodologies are the same. 

Claim 2: Historically, they have evolved separately, even though some of the first examples 
of agent-based models in the 1960s and 1970s, now largely forgotten, were developed as 
“microsimulations”. 

Claim 3: The microsimulation literature offers important insights for advancing agent-based 
studies, particularly in relation to: 

 
1 In this chapter, we use the acronym ABM for ‘agent-based modelling’, and ABMs for ‘agent-based models’. 
Similarly, DMM refers to the methodology (‘dynamic microsimulation modelling'), and DMMs to the 
applications (‘dynamic microsimulation models’). 
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i. introducing greater realism through empirical descriptions of agent-specific 
heterogeneity founded on survey micro-data; 

ii. stylised approaches for obtaining realistic descriptions of the effects of complex real-
world systems, including (e.g.) tax and benefit entitlements; 

iii. approaches to improve alignment between models and survey observations; 

iv. consideration of statistical uncertainty associated with model projections. 

Claim 4: The agent-based literature, in turn, offers important insights for advancing 
microsimulation studies, particularly in relation to: 

i. agent interactions and decision making 

ii. macro-to-micro interactions 

Claim 5: The time is ripe for a convergence between agent-based and microsimulation 
literatures, with some novel developments such as data assimilation techniques and 
integration of multiple data sources into realistic synthetic populations being at the 
forefront of research in both communities 

The chapter is structured as follows. Section 2 presents a stylised description of ABMs and 
DMMs, forming the basis for Claim 1. Section 3 investigates the historical development of 
the two methodologies, leading to Claim 2. Section 4 discusses ongoing trends that outline a 
convergence between ABMs and DMMs and elaborates on the opportunities that this 
convergence opens (Claims 3-5). Section 5 concludes. 

 

2. Modelling approaches 

Readers of this chapter might be more familiar with ABMs than DMMs. As is well known, 
ABMs are composed by many entities, or agents, acting and interacting with each other and 
the environment (Axtell and Farmer, 2022). DMMs are very similar.2 The field of 
microsimulation originates from work conducted by Guy Orcutt in the late 1950s (Orcutt, 
1957, 1960, 1962). The 1950s saw intense research interest in the development of 
econometric models of the macro-economy, following the seminal work of Tinbergen (e.g. 
Solow, 2004). Orcutt was motivated by the observation that non-linearities in individual 
behaviour and the effects of policy on micro-units complicate macro-economic projections 
framed upon “representative” micro-agents; in this case valid macro-economic forecasts 
require the distribution of micro-agents to be taken into account. 

Orcutt’s revolutionary contribution was his advocacy for a new type of modelling approach 
that uses as inputs representative distributions of individuals, households, or firms, and puts 
emphasis on their heterogeneous decision making, as observed in the real world. In so 
doing, not only economy-wide averages can be correctly computed, but its entire 
distribution can be analysed.  

 
2 For reviews of dynamic microsimulation models, see O’Donoghue (2001), Li and O’Donoghue (2013), 
O’Donoghue (2014), and O’Donoghue and Dekkers (2018). A burgeoning area of application is health modelling 
(Schofield et al., 2018). Dynamic microsimulation models study changes in populations of agents over time. By 
contrast, static models (e.g. tax-benefit models) look at the short- to medium term effects of policy changes – 
or more generally changes in the environment, and are of less interest here. 
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In Orcutt’s words, “this new type of model consists of various sorts of interacting units 
which receive inputs and generate outputs. The outputs of each unit are, in part, 
functionally related to prior events and, in part, the result of a series of random drawings 
from discrete probability distributions” (Orcutt et al., 1961). Klevmarken (2022) puts it in a 
way that will be familiar to any agent-based modeller: “[i]n micro simulation modeling there 
is no need to make assumptions about the average economic man. Although unpractical, we 
can in principle model every man”.  

Two key methodological stances are common to ABMs and DMMs: a focus on the role of 
individual specific heterogeneity underlying dynamic projections, and use of recursion in the 
computational approach to model solution. Other features of ABMs and DMMs generally 
emphasised in the literature, as a focus on interaction for ABMs, and on policies for DMMs, 
are to be understood more as distinctive flavours, not altering the underlying common 
analytical architecture.  

Building on Grazzini and Richiardi (2015), we can formalise ABMs as composed of many 
entities, or agents, acting and interacting with each other and the environment. Agents can 
be of different types 𝑗 = 1, … , 𝐽 (e.g. workers, firms, banks…), where each agent 𝑖 at time 𝑡 

is described by a set of state variables 𝒙𝑖,𝑡
𝑗

. Then the evolution over (discrete) time of the 

state variables of agent 𝑖 can be described by the law of motion: 

 

𝒙𝑖,𝑡+1
𝑗

= 𝑓𝑗(𝒙𝑖,𝑡
𝑗

, 𝑿−𝑖,𝑡
𝑗

, 𝑿𝑡
−𝑗

, 𝝃𝑖,𝑡
𝑗

, 𝜽𝑡 , 𝑷𝑡 )  (1) 

 

where  𝑿−𝑖,𝑡
𝑗

 refers to the state of agents other than 𝑖 of the type 𝑗 at time 𝑡, 𝑿𝑡
−𝑗

refers to 

the state of all agents of types other than 𝑗, 𝝃 are random draws that represent innovations 
beyond the explicit scope of the model, 𝜽 are (possibly time variant) behavioural 
parameters, and 𝑷 are (possibly time variant) environmental parameters, including public 
policies. The phase line 𝑓𝑗 can be time-dependent, although this is rarely the case.  

The same structure for the data generating process holds for DMMs. The emphasis however 
is different. In DMMs, there are generally fewer agent types (𝑗), and their interaction 

(𝑿−𝑖,𝑡
𝑗

, 𝑿𝑡
−𝑗

) is more limited than in an agent-based setting.3 Furthermore, the number of 

parameters governing agents’ behaviour (𝜽) is often larger in DMMs, and policies (𝑷) are 

spelled out in greater detail. The initial configuration of states (𝑫0
𝑗
) are also often 

synthetically generated in ABMs, whereas they are typically drawn from survey data for 
DMMs.  

Another frequently cited distinction between ABMs and DMMs is that the ABMs typically 
feature two-way interactions between the macro-environment and micro-agents, while 
DMMs focus more on the micro-to-macro direction of causality.4 The micro-macro interplay 

 
3 For instance, in the state-of the art SimPaths modelling framework of Bronka et al. (2023), individuals form 
partnerships based on assortative mating (i.e. the probability of forming a partnership depends on the joint 
distribution of the characteristics of each pair of possible partners). Once partnered, individual trajectories 
depend on the partner's characteristics, and couples make joint decisions over some domains (e.g. labour 
supply), alongside individual decisions of the partners over other domains.  
4 Eq. 1 allows the evolution of each agent to depend upon the state of all other agents, hence upon the 
aggregate state of the system. 
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defines the property of reflexivity, where individual actions change the environment in 
which the same individuals operate. Complex reflexive systems lie at the far end of the 
complexity spectrum (Beinhocker, 2013), but they are indeed common when it comes to 
social interaction. However, not all ABMs target complex reflexive systems: in many cases, 
they are motivated “simply” by a desire to understand the aggregate implications of given 
micro behaviour, or to uncover what micro behaviour can possibly generate given macro 
phenomena of interest. An example is crowd dynamics, where the environment in which 
agents operate remains the same.5 Similarly, while many DMMs do not exhibit reflexivity, 
some do – see the next Section. There is nothing a priori that limits ABMs to complex 
reflexive systems, and DMMs to non-complex, non-reflexive ones. Drawing a distinction 
between the two approaches based on the complexity of the system under investigation is 
akin to confusing the proverbial hammer with the nail.  

Another false dichotomy refers to the partial vs. complete nature of the models. For 
example, a dynamic microsimulation might include detailed household behaviour, but 
abstract from the production side of the economy. In this context, the model might project 
the supply of labour and demand for consumption goods, treating wages and prices as 
exogenous.6 This focus on sub-systems is commonly referred to as a “partial equilibrium” in 
the economics literature. In contrast, many ABMs are specifically designed to explore the 
dynamic feedback between different sub-systems; in the above example this would imply 
accounting for the dynamic interactions between agents in the domestic and production 
sectors that underly market prices. The economics literature commonly refers to this type of 
analysis as a ‘general equilibrium’; given the focus of ABMs on non-equilibrium dynamics 
(see chapters 3 and 4, we prefer the term ‘system closure’.7  

A common source of confusion is the term “non-equilibrium” itself, which in agent-based 
modelling refers to temporal dynamics of the evolving economic environment (outside a 
fixed-point solution), rather than the absence of market-clearing regularities at any point in 
time. This is ultimately related to the nature of ABMs as dynamic systems, something that 
eq. 1 is designed to reflect. In microsimulation, there is less interest in the long-run 
properties of models, given the strict mapping between the initial conditions of the system 
and the populations of interest: the temporal horizon is usually restricted to the time-span 
of interest for policy purposes. This may be taken to reflect the empirical, policy-driven 
orientation of DMMs, relative to the more theoretical orientation of ABMs. 

The differences above have implications in terms of the estimation strategy. DMMs are 

typically estimated piecewise on micro data, one component of 𝒙𝑖,𝑡+1
𝑗

at a time, controlling 

for the lagged values of the other state variables of each individual agent. By contrast, ABMs 

 
5 See for instance Makinoshima and Oishi (2022). 
6 In DMMs of households, wages are typically related to individual characteristics such as age and education; 
they can also follow some exogenously given macro trend (for instance related to productivity growth). The 
wage structure however, that is the premium that each individual characteristic commands, remains constant.   
7 A systematic application of the system closure approach requires stock-flow consistency, the requirement that 
all the monetary and physical flows in a model are properly accounted for by both originators and recipients – 
see for instance Caiani et al. (2016). 
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are often calibrated using various sources of micro and macro data, as in Poledna et al. 
(2023), or estimated via indirect inference on macro data (e.g. Platt, 2020; Dyer, 2022).8  

The difference in methods employed for estimation however does not reflect a fundamental 
discriminant between the two approaches, but rather specific constraints coming from the 
data, given specific applications. In particular, recourse to indirect inference is necessary 
when some of the variables are not observable. Typically, in DMM all the state variables 
characterising individuals have a counterpart in survey data. Hence, standard estimation 
techniques can be used. In contrast, ABMs often include details which cannot be observed, 
such as the topology of interaction networks. The associated parameters must then be 
deduced by means of indirect inference. However, when datasets are available with the 
relevant information, they are used for direct parameterisation.9  

 

2. Historical developments 

A classic example of the ABM literature is the Schelling segregation model (Schelling, 1971). 
This toy model has two populations of agents distinguished by one characteristic: ethnicity. 
Individuals are characterised by two interdependent state variables: their location, and 
whether they are a minority ethnicity. Individuals possess one behavioural parameter: their 
tolerance for living in a minority ethnicity. Individuals make one choice each period: to stay 
or change location. This highly stylised model, characterised by limited heterogeneity and 
interaction brought about by a shared space, allows for interesting dynamics that lead to 
high levels of ethnic segregation, even when the tolerance for living in a minority is 
relatively high.10  

It is interesting to contrast the Schelling segregation model with one of the longest running 
and actively used DMMs; MOSART (Andreassen et al., 2020). MOSART is a life course model 
based on administrative data for the entire Norwegian population, which projects birth, 
death, migration, marriage, divorce, educational activities, labour force participation, 
retirement, income and wealth based on estimated transition probabilities. The model is 
used by Statistics Norway and the Norwegian government for projections and policy 
analyses related to the pension system. MOSART features heterogeneity across a wide 
range of dimensions, but allows for limited interaction between agents and features no 
emergent properties11. 

While the pairwise comparison presented above captures the essence of traditional 

differences between the ABM and DMM literatures, such generalities break-down with 

 
8 Recent work employing a transformer-based, machine learning architecture to predict sequences of life 
events (Savcisens et al., 2023) is promising, but seems to rely upon “almost ideal” large scale administrative 
data. 
9 An example is the paper by Pangallo et al. (2024), where they use census, survey and mobility data to 
parameterise a granular model of the interplay between economic and health factors during the Covid-19 
pandemic, in the New York metropolitan area. van de Ven (2017) is – on the other hand – an instance of a 
microsimulation model partially parameterised by means of indirect inference (method of simulated 
moments). 
10 “At home [...] I made a 16x16 checkerboard, located zincs and coppers at random with about a fifth of the 
spaces blank, got my twelve-year-old to sit across from me at the coffee table, and moved discontented zincs 
and coppers to where their demands for like or unlike neighbors were met. The dynamics were sufficiently 
intriguing to keep my twelve-year-old engaged.” (Schelling, 2006). 
11 Emergent properties refer to phenomena that result from interactions between agents. 
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respect to the scope of variation described by the contemporary literature. For example, the 

ABM literature includes increasing examples of large-scale, data driven models, as in the 

model of the UK housing market by Carro et al. (2023), and the model of the Austrian 

economy by Poledna et al. (2023). These models include diverse behavioural and policy 

parameters and are extensively calibrated and validated.  

A cursory observer might now conclude that ABMs have expanded to encamps DMMs, 

presenting comparable functionality (rich heterogeneity, realistic behaviours, and policy 

details), with the addition of coherent assumptions concerning system closure. However, 

what is perhaps less well known is that early examples from the DMM literature feature the 

same emphasis on empirically founded interactions between agents and agent types 

underlying macro-phenomena as the most recent macroeconomic ABMs. Two striking 

examples in this regard are Barbara Bergmann’s “U.S. Transactions” model (Bergmann, 

1973; Bennet and Bergmann, 1986) and Gunnar Eliasson’s “Model of the Swedish Economic 

System (MOSES)” (Eliasson, 1976; Eliasson, 1977).  

In Bergmann’s model, workers, firms12, banks, financial intermediaries, the government and 

the central bank interact with one another to determine aggregate and distributional 

outcomes. The model is simulated on a weekly basis. Each period: firms make production 

plans based on past sales and inventory position; firms attempt to adjust the size of their 

workforce; wages are set and the government adjusts public employment; production 

occurs; firms adjust prices; firms compute profits, pay taxes and buy inputs for the next 

period; workers receive wages, government transfers, property income; workers pay taxes 

and make payments on outstanding loans; workers decide how much to consume and save, 

choose among different consumption goods and adjust their portfolios of assets; firms 

invest; the government purchases public procurement from firms; firms make decisions on 

seeking outside financing; the government issues public debt; banks and financial 

intermediaries buy or sell private and public bonds; the monetary authority buys or sells 

government bonds; and interest rates are set. In the labour market, firms offer jobs to 

particular workers, some of which are accepted; some vacancies remain unfilled, with the 

vacancy rate affecting the wage setting mechanism. The model could easily be described as 

an agent-based macro model ante litteram. However, Bergmann consistently referred to her 

work as a ‘microsimulation’.  

Relatedly, Bergmann also developed ‘toy’ simulation models that she used to investigate 

specific theoretical mechanisms of interest. These models are broadly comparable to those 

of Schelling, and when considered as such represent early examples of agent-based analyses 

that appear in high-grade economic journals (e.g. Bergmann, 1990). Importantly, Bergmann 

considered her article as providing “an introduction to microsimulation”. 

Meanwhile, Eliasson’s model of the Swedish economy, MOSES (Eliasson, 1976, 1977), was 

rooted in the Wicksellian/Stockholm School of ex ante plans and ex post outcomes (Jonung, 

1991), an intellectual tradition that agent-based modellers and the complexity economics 

literature should perhaps rediscover. MOSES featured a one-to-one mapping between the 

 
12 distinguished in six sectors: motor vehicles, other durables, nondurables, services and construction. 
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universe of Swedish firms and their simulated counterparts, endowed with real balance 

sheets (some synthetic firms were also introduced with calibrated balance sheets to match 

sector totals). In the model, operating on a quarterly basis, firms make production plans, 

invest, hire workers in advance, and set prices. They then review their choices based on 

realised profits, leading to endogenous growth dynamics. A monetary system, later 

integrated with a stock and financial derivatives market, and a rudimentary venture capital 

market, completed the description of the economy.  

Echoing Bergmann, Eliasson described his model as a ‘microsimulation’, although in later 

work he referred to it as an ‘agent-based macroeconomic model’ (Eliasson, 2018). Indeed, 

Bergmann and Eliasson played an important role, together with Orcutt, in developing the 

microsimulation approach to economics. In the introduction to a jointly edited volume 

(Bergmann et al., 1980), they discuss the role of microsimulation in “integrating theory and 

measurement”: “Aspects of a theory that do not pass the test against observation are not 

allowed to survive in a true scientific environment. In a complex world one should consider 

it natural to live with many conflicting interpretations of economic reality; but in a world of 

scientific progress the interpretations should change, old erroneous doctrine should be 

unloaded and new theory allowed to enter. […] We believe that micro simulation opens up 

new possibilities for estimation and analysis based on direct access to the wealth of data 

that exists at the micro level” (Bergmann et al., 1980, p. 11). This same research program 

resonates well with many modern macro-ABMs. 

The above discussion suggests that microsimulation should not only be considered a closely 

related field to agent-based modelling, but one of its precursors – arguably its oldest – 

alongside evolutionary economics (Nelson and Winter, 1982) and complexity economics 

(Anderson et al., 1988).13 

Notwithstanding their common roots, the DMM and ABM literatures have evolved along 

different trajectories. In this regard, it is of note that the Bergmann et al. (1980) volume 

cited above discusses three state-of-the-art DMMs of the time: Bergmann’s (U.S. 

Transactions) model, Eliasson’s (MOSES) model, and Orcutt’s “Urban Institute – Yale” 

model. In contrast to the extensive agent interactions of the Bergmann and Eliasson models, 

Orcutt’s model focusses primarily on behaviour in the household sector, including an 

auxiliary module to capture macro-trends that might affect households’ decisions. History 

reveals that it is Orcutt’s model that won the day, inspiring the majority of subsequent 

developmental work conducted by within the DMM literature.14  

With hindsight, the models of Bergmann and Eliasson were ahead of their time. It is notable 

that it took Bergmann more than 15 years to complete her model, and Eliasson managed to 

complete his thanks to support from IBM, which offered “unlimited programming and 

computer support for two years” (Eliasson, 2018, p. 11). Unsurprisingly, these examples 

 
13 See Richiardi (2018) for a discussion. 
14 Orcutt’s model evolved into DYNASIM (Orcutt et al., 1976), which remains under development at the Urban 
Institute (Favreault et al., 2015). 
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were not considered to offer a viable research avenue to the contemporary scientific 

community. 

Simplification of the Bergmann-Eliasson examples was necessary in context of prevailing 

data, developmental, and computational limitations. In the case of the evolving DMM 

literature, empirical relevance was prioritised at the expense of the diversity of considered 

agent types and their interactions. Meanwhile, the ABM literature resolved the trade-off in 

the opposite direction, slowly adding realistic features to the first, simple cellular automata 

models (e.g. John Conway’s Game of Life). 

Differences between the DMM and ABM literatures that now exist can consequently be 

understood as the product of differences in researcher priorities, given the prevailing 

analytical trade-offs. In this regard it is notable that recent advances in computer power 

have supported the emergence of data-driven, empirically calibrated ABMs (Dawid and Delli 

Gatti, 2018).15 This same increase in computational power may support a shift in DMMs 

back toward their origin. Seen from this perspective, the models of Bergmann and Eliasson 

can be understood as being illustrative of an approach, thereby providing a glimpse of a 

brighter modelling future that will take 50 years to develop.  The re-convergence of ABM 

and DMM literatures presents exciting research opportunities, to which we now turn. 

 

4. Convergence 

As discussed previously, there is evidence of increasing realism in the empirical descriptions 

of agent-specific heterogeneity in recent ABM literature, which tends to reduce the disparity 

with DMMs. This shift involves estimation of transitional relationships that are well 

understood in the existing econometric literature and is facilitated by publicly available data 

sources and widely available statistical software. There are, nevertheless, several ways in 

which the development of associated ABMs could benefit by drawing on the contemporary 

DMM literature. 

The developmental overhead associated with implementing increasing statistical detail in an 

ABM can be mitigated by one of the generic software packages that have been developed 

within the DMM literature.  There now exist several of these to choose from (openM++, JAS-

mine, AnyLogic, LIAM2, MODGEN, GENESIS), each of which generally includes libraries that 

support common model building tasks.16 

Another approach for mitigating model developmental costs in the DMM literature is to 

facilitate integration of results from specialist model structures. Consider, for example, 

attempts to obtain a realistic reflection of tax and benefit payments, which may reasonably 

be posited to influence labour decisions. Most OECD countries have tax and benefit systems 

 
15 Interestingly, the ASPEN model of the U.S. economy (Basu et al., 1998), heavily built on the Orcutt-Bergmann 
experience, was branded an “agent-based microeconomic simulation model”, a sign that agent-based 
modelling was replacing microsimulation as “the new game in town”. 
16 openM++: https://openmpp.org. JAS-mine: Richiardi and Richardson (2017). AnyLogic: 
https://www.anylogic.com. LIAM2: de Menten et al. (2014). MODGEN: 
https://www.statcan.gc.ca/en/microsimulation/modgen/modgen. GENESIS: Gillman (2017). 

https://www.anylogic.com/
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that are non-trivially complex and subject to constant revision. Capturing a realistic 

reflection of this dynamic complexity represents a substantial modelling challenge. It is 

consequently notable that there exist well-maintained static tax-benefit calculators that 

focus exclusively on encoding the variation of policy through time (e.g. TaxBEN maintained 

by the OECD, and EUROMOD maintained by the Joint Research Council).17 Methods have 

been developed in the DMM literature to facilitate integration of results generated by these 

purpose-specific applications into more general DMMs/ABMs (e.g. van de Ven et al., 2022). 

Integrating increased realism into a dynamic microsimulation by adding new agent-specific 

heterogeneity introduces a range of associated issues of concern. Many of these issues have 

been addressed in the DMM literature, presenting off-the-shelf solutions for related 

development in ABMs.  

Consider, for example, the problem of empirically estimating model parameters. Ideally, all 

model parameters would be estimated endogenous to a model’s structure. In the case of 

microsimulation models, however, this is often not computationally feasible. Hence, the 

equations governing temporal dynamics of individual specific characteristics are often 

estimated on external survey data, exogenous to a model’s structure. Although this 

approach mitigates the computational burden of parameter estimation, it increases the 

likelihood of model mis-specification. Hence, even when multiple processes are estimated 

using a common data source, their combination within a DMM or ABM context can result in 

unrealistic projections. 

Alignment methods have been devised within the DMM literature to mitigate model mis-

specification attributable to exogenous estimation of parameters. These methods are 

typically divided into two broad categories, distinguishing methods that seek to (implicitly or 

explicitly) adjust model parameters, from those that seek to adjust ex post simulation 

projections given model parameters (e.g. Baekgaard, 2002, Li and O’Donoghue, 2014). An 

example of the former approach is logit scaling, which seeks to identify adjusted 

probabilities that match a model to external targets (e.g. Stephensen, 2016). An example of 

the latter approach is resampling, where the set of random draws used to project uncertain 

outcomes through time are re-drawn until a target is obtained. Most of the “generic 

software packages” referred to above also facilitate implementation of alignment methods 

(e.g. Richiardi and Richardson, 2017, Section 4.4).  

 

 

Another issue associated with attempts to reflect greater statistical detail in ABMs concerns 

accompanying measures of uncertainty in projections. Coming from a more theoretical 

interest, ABMs have traditionally emphasised exploration of the possible behaviours of the 

models under alternative parameterisations, by means of sensitivity analysis of model 

outputs to model parameters (e.g. Lee et al., 2015). Empirically relevant ABMs on the other 

hand share with DMMs a focus on narrower parameterisations – those supported by the 

 
17 OECD (2022), Euromod: https://euromod-web.jrc.ec.europa.eu/). 
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data. Uncertainty regarding a model’s projections arise for a variety of reasons (Bilcke et al., 

2011; Creedy et al., 2007), including the representativeness of input data, a model’s 

structure and parameterisation, and the random draws underlying a dynamic projection. 

Some of these are difficult or impossible to quantify (e.g. model structure), while others 

might reasonably be abstracted from (input data). Uncertainty stemming from model 

parameters and simulated random events, however, qualifies for neither of these potential 

exemptions State-of-the-art methods for uncertainty quantification in DMMs include 

bootstrapping of model parameters based on estimated variance-covariance matrixes(e.g. 

Bronka et al., 2023).  

There are also methods and practices from the ABM literature that can be usefully imported 

into DMM, as models incorporate more agent types and increased interaction. In particular, 

use of simple heuristics in the decision making of at least some of the agents will help keep 

models manageable. Expectation formation is also another area where DMM can learn from 

ABM, either in a repeated decision context (Mu et al., 2022), or in a social learning 

environment (Nowak et al., 2017). 

Recent developments highlight areas of common interest. Data assimilation techniques, 

initially developed in meteorology and the earth sciences, have started to be used in ABM 

(e.g. Ward et al., 2016). Data assimilation aims at a re-parameterisation of the models as 

new data becomes available, and provides a more general framework for “learning” from 

data than alignment. In particular, alignment puts an emphasis on hitting the (macro) 

targets more or less exactly, while in data assimilation the new information is weighted 

against previous information. Data assimilation is more relevant for high-frequency 

applications – e.g. finance or traffic models – but the increasing availability of big data 

updated almost in real time will spread its use to other areas where DMM has been more 

active, such as household behaviour.  

The use of synthetic population is another area of convergence. Because ABMs evolved 

mostly with a theoretical rather than an applied interest, they tended to be based on 

artificial and rather abstract simulated populations (as in the Schelling segregation model). 

However, an increased attention to empirical relevance means that the synthetic 

populations of ABMs are becoming more sophisticated (e.g. Dyer et al., 2023). On the other 

hand, as discussed above, DMMs usually build their simulated populations from survey data. 

However, as DMMs grow in scope, they need to integrate information coming from multiple 

sources (such as wealth and asset holdings, and consumption or mobility patterns, all not 

generally available in household surveys) and disaggregate information at more fine-grained 

geographical levels. This is done through probabilistic (regression based or hot deck) 

imputation, and use of spatial microsimulation techniques (e.g. Wu et al., 2022).  The 

usefulness of building simulations on synthetic populations is also connected to the ability 

of sharing the data, when privacy concerns can be overcome. This is increasingly relevant in 

a scientific environment emphasising open-source development, which is common to ABM 

and DMM. 

Realism in model structure and parameterisation also calls for validation of model outputs 

against real data, a critical issue for both ABMs and DMMs. Approaches to model validation 
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are quite well-established in the literature (see for instance National Research Council, 

2012, and Alarid-Escudero et al., 2020), although no universal prescription for determining 

when a model passes the validity test exists.  

 

5. Conclusions 

The real world is a complex system. But complex systems are not necessarily realistic. 

Although a few visionaries had imagined microsimulation models which are at the same 

time complex and realistic, and had built working prototypes at a time when PCs did not 

even exist, computational and data limitations have until recently precluded a wide 

adoption of this research programme. Since the 1970s, ABMs and DMMs have taken the 

challenge of modelling a complex world from two different perspectives: ABMs emphasising 

complexity, at the detriment of realism; and DMMs emphasising realism, at the detriment 

of complexity. Advances in computational power and a wider availability of good quality 

micro data has changed this landscape, prompting ABMs to increase in realism, and DMMs 

to increase in complexity. A convergence in the two approaches is therefore under way, 

with the potential to finally realise the vision of Bergmann and Eliasson. Rarely has the 

phrase “back to the future” been more apt to describe the emergence of a new research 

paradigm.  
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