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Abstract 

 
This paper proposes a macro-prudential financial soundness analysis that can be used by most 
developing and transformation countries with or without crisis experience as well as by 
developed countries with limited data. The objective is to detect economic and financial 
sector vulnerability, design appropriate remedial policy responses and undertake preventing 
actions to address vulnerabilities. The paper also discusses a process for identifying and 
compiling a set of leading macro-prudential indicators. The system will be tested using a case 
study referring to Kazakhstan. 
The main novelty of the study lies in designing composite indicators for the real economy, the 
banking sector, the overall financial sector and finally the international economic environment 
of Kazakhstan and in studying the interaction of these composite indicators. An additional 
innovation is the relatively extensive use of qualitative business survey data to monitor 
vulnerability or crises; these surveys are data which until now have not been used much in 
this area of research. 
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I Introduction 
 
Over the last decade, many developing and transformation countries have become 
increasingly integrated into global financial markets through deregulation, liberalization of 
the capital account and privatization of the market. Several emerging market economies 
witnessed a large number of financial crises since the 1980ies which resulted in severe 
economic, social and political problems. The devastating impact of the 1982 and 1994-95 
Mexican crises, the 1997-98 Asian financial crisis and the 1998 Russian crisis suggest that 
maintaining financial sector stability by reducing vulnerability is highly crucial.  
 
However, financial crises were not limited to developing and transformation countries only. 
During the last decade, several industrial countries witnessed financial crises that had and 
still have significant macroeconomic consequences; examples are some countries in 
Europe (European currency crisis in 1992-93), Japan in the 90ies, some of the Nordic 
countries in the early 90ies and of course the current economic crisis which emerged in 
the financial centers of the Western economies. 
 
In order to reduce vulnerability to crises, countries should have sound economic policies, a 
flexible exchange rate, effective institutions, good governance, particularly well supervised 
financial markets and an appropriate monitoring system for vulnerability which might 
possibly lead to crises. 
 
As financial sectors are highly vulnerable to instability and systemic risk, monitoring these 
sectors as well as spillover effects of weaknesses of the real sector assumes great 
importance, considering the severity and frequency of financial crises, especially of 
combined currency and banking crises such as witnessed in the recent past. The main 
question that arises is what can be done to reduce the damage of these events. Is it 
possible to maintain a moderate degree of stability in the financial markets of a region with 
liberalized capital flows? In any case, there is a need for an increased effort in reducing 
vulnerability to crises. Therefore, an appropriate and effective system for early vulnerability 
detection and remedial policy formulation is clearly vital for reducing such vulnerability. 
 
Some progress has been made in identifying and compiling accurate and timely crisis-
monitoring indicators. The focus has now shifted towards the development of techniques 
for the proper analysis and interpretation of data, since no universally accepted standard 
or system of macro-prudential analysis exists. Many countries and especially crisis-
affected ones are now analyzing crisis-monitoring, so-called macro-prudential or financial 
soundness indicators (MPIs or FSIs). However, this analysis usually does not lead to 
remedial policy formulation and actions. There seems to be a disconnection between the 
analysis of MPIs and the formulation of an effective political remedy. 
 
This paper proposes a macro-prudential or financial soundness analysis and a remedial 
policy formulation system that can be used by most developing and transformation 
countries with or without crisis experience, as well as by developed countries with limited 
data. The main purpose is to detect economic and financial sector vulnerability, design 
appropriate policy responses and undertake preventing actions to address vulnerabilities. 
The proposed system outlines a process for identifying and compiling a set of leading 
MPIs, and methods for macro-prudential analysis and a process for formulating remedial 
policy actions for addressing vulnerability. It focuses on high frequency monitoring of 
financial sector vulnerability and spillover effects from weaknesses in the real sector for 
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early detection of irregularities and swift remedial policy actions. Furthermore, an empirical 
illustration of the system using Kazakh data is presented. 
 
 
II The Need for a Comprehensive Monitoring System 
 
The cost of a financial crisis could be severe in terms of reserve losses, output decline and 
poverty. Usually, governments and thus taxpayers incur huge fiscal cost by any standard. 
Costs measured by output losses are comparatively smaller but still large. Financial sector 
vulnerability affects the macro economy through several channels, such as credit crunch, 
high interest spreads, low financial intermediation, lending caution, disruption of the 
payments system and a general loss of confidence. It also affects the effectiveness of 
monetary policy due to low monetarization, volatility in monetary aggregates, rates 
irresponsive to open market operations, stickiness in interest rates, and a high number of 
non-performing loans. 
 
According to a paper on the Copenhagen Consensus,1 Eichengreen (2004) states: “The 
loss from the average or typical financial crisis is around 9% of GDP (see Bordo et. al., 
2001 for details), and the severe crises, such as those of Argentina and Indonesia, caused 
output or GDP to fall over 20%, an economic loss higher than those incurred due to the 
Great Depression. According to Chen and Ravallion (2001), the 1997 Asian financial crisis 
increased the number of people below poverty line in the region by 22 million. Even 
though one can question the accuracy of such estimates, the avoidance of such crises 
could benefit emerging-market economies by $107 billion a year”. 
 
In 1997 and 1998, sudden outflows of capital from several East Asian countries, such as 
Indonesia, the Republic of Korea, Malaysia, the Philippines and Thailand, reeled from a 
devastating financial crisis, which led to severe economic, social and political problems. 
Their open financial markets sparked a plunge in their currencies, stocks and other assets 
and harshly damaged some of their financial institutions. Economies contracted and 
millions of people saw their standards of living worsening. Economic development was set 
back for years in some areas. The Asian financial crisis has demonstrated how financial 
integration can expose developing countries to external shocks. These shocks reversed 
the success in poverty reduction gained by openness of the financial markets in some 
countries and caused a significant increase in poverty in the short and medium term. 
Following years of robust growth, of strides in standards of living and export expansion, 
these economies suffered from a crippling devaluation, massive capital flight, corporate 
and banking failures and spikes in unemployment. In a relatively short span of time, close 
to US$ 100 billion of capital flew out of the region.  
 
During the Peso crisis of 1995, Mexico witnessed its worst recession in 60 years. The real 
GDP declined by 6% (Goldstein et. al., 2000). According to a study by Baldacci et al. 
(2002), the 1994/95 Mexican financial crisis gave rise to an increase in poverty and 
income inequality. The incidence of poverty as defined poverty head count ratio increased 
by around 6% to reach 17% in 1996 from 10.6% in 1994, reversing the reduction in 
poverty made between 1992 and 1994.  
 
But even for developed countries, financial crises can have devastating effects. During the 
Exchange Rate Mechanism Crisis (ERM) of 1992-93, European countries lost $150 billion 
                                                 
1 Paper written on the Copenhagen Consensus and presented at Copenhagen on 25-28 May 2004. 
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to $200 billion of reserves, when an unsuccessful official exchange market intervention 
was undertaken to control the devaluation and/or floating of ERM currencies. 
 
The current financial crisis which had its origin in the USA (more exactly, in the sub-prime 
sector there) has been spreading almost all over Europe, Asia, Australia and other parts of 
the world and has gone far above the mortgage sector. It is too early to make estimations 
of the costs of this crisis both in the private and in the public sector, but in any thinkable 
scenario these costs will reach a new dimension in crisis-related expenditure. 
 
It is in this context that the monitoring of both the financial sector and spillover effects from 
weaknesses in the real sector assumes great importance. The monitoring system should 
be able to detect the magnitude and nature of economic and financial vulnerability at an 
early stage and suggest appropriate policy actions to address them in order to prevent a 
financial or currency crisis. Also, the virulence of the contagion among neighboring 
countries during the crisis highlighted the need for a regional surveillance mechanism, 
particularly a peer review process to prevent future crises and financial instability or to 
minimize their impacts in the region. 
 
 
II.1 Financial Vulnerability and Causes 
 
The financial vulnerability is a complex and dynamic concept, and therefore it is difficult to 
explain. At present, there is no universally accepted definition of financial vulnerability 
(Osterelo and De Haan, 2003). Following the definition of financial stability by Houben et 
al. (2004), financial vulnerability can be defined as a situation in which the financial system 
cannot allocate resources efficiently between activities and across time and cannot assess 
and manage financial risk and thus weakens economic performance and wealth 
accumulation. At the same time, it is not capable of absorbing shocks or vulnerability and 
thus cannot prevent an adverse impact. In general, it is easy to measure solvency of a 
financial institution, but very difficult to measure vulnerability of a financial system.  
 
There are several causes of financial vulnerability. The major reasons include: 
 

(i) fragility of the financial sector or system,  
(ii) spillover effects of weaknesses of the real sector,  
(iii) weaknesses in governance of financial institutions and their supervising 

authorities and risk management,  
(iv) macroeconomic policy mismatch,  
(v) contagion effect,  
(vi) weakness in international financial system or markets,  
(vii) sudden financial liberalization and  
(viii) weakness in legal infrastructure.  

 
Ideally, all such possible causes should be monitored. This paper, however, will focus on 
monitoring the vulnerability of the financial sector and spillover effects from weaknesses in 
the real sector. 
 
Contagion is a concept which is also difficult to define. It can be explained as the 
transmission of a financial crisis to a country as a result of its real and financial 
interdependence with other countries that are already witnessing a financial crisis 
(Fratzscher, 2002). On many occasions these financial crises did not only occur in a single 
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country, but had a contagion effect to other regional countries as well. For example, the 
Latin American crisis of 1994 and the Asian crisis of 1997 affected many countries in the 
respective regions and sometimes across countries. For example, after July 2, 1997, 
following the devaluations of Thailand’s currency, those of Malaysia, Indonesia, the 
Philippines and later Singapore rapidly weakened. This so-called Asian crisis also 
adversely affected several non-Asian developing and transformation countries including 
Russia and Brazil due to a (mis-)perception of increased vulnerabilities in all emerging 
market economies. 
 
The Asian crisis spawned a massive literature on the economics of crisis, in which 
numerous hypotheses have been advanced on the origin, development, and resolution of 
crises. There are, however, two main explanations for the crises like the Asian one. First 
generation models attribute the crisis to weak economic fundamentals such as 
unsustainable economic policies, vulnerability of the financial sector, and structural 
imbalances. This traces the crisis to inconsistency in policies such as monetization of 
persistently large budget deficits under a regime of fixed exchange rates (Krugman 1979). 
Second generation models, on the other hand, link the crisis to the arbitrary shifts in 
market sentiments and emphasize the role of panics and self-fulfilling expectations 
(Obstfeld, 1986, Pesenti and Tille 2000; Estanislao, Manzano, and Pasadilla 2000).  
 
The general understanding is that the financial crisis in Asia was multifaceted including a 
capital account crisis. It caused currency and banking crises. As Pesenti and Tille (2000) 
emphasize, the fundamental imbalances stressed by first generation models make a 
country vulnerable to shifts in investor sentiment; thereafter, once the crisis has begun, the 
second generation models explain the spiral and self-fulfilling nature of speculations.  
 
 

II.1.1 Proposed Vulnerability Detection and a Remedial Policy Formulation 
System 

 
Monitoring can be carried out by different groups/sectors - markets, firms, consumers, 
policymakers, regional and international financial institutions, supervisory groupings, peer 
groups and countries with strong trade or economic links - with each level having differing 
approaches and objectives. However, to be effective, monitoring does not only have to be 
correct but it should be implemented properly and if possible by economists close to the 
actual developments in the country itself. Therefore, monitoring domestic markets and 
institutions as well as stability-oriented policy should be undertaken by the countries 
themselves and should not be left to multilateral organizations or regional and international 
financial institutions. Ideally, high frequency monitoring should be performed by a high 
level monitoring committee with representatives from central banks, the ministry of finance 
and other relevant ministries and supervisory authorities. 
 
The proposed system outlines a process for identifying and compiling a set of leading 
MPIs, and methods for macro-prudential analysis that will serve as flexible tools for 
analyzing and interpreting fluctuations in MPIs and translating underlying information 
about the magnitude and nature of vulnerability (or strength) and remedial policy 
implications for addressing vulnerability. The system involves the following steps:  
 
1. Identification and compilation of leading indicators to represent key sectors of the 

domestic economy, such as money, credit and interest rates, banking, public finance, 
external debt and international flows, trade and international reserves, stock market 
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and business tendency surveys for the corporate sector (some indicators for external 
sectors or the global economy, maybe represented by the major trading partners of the 
country in question, could also be included) 

2. Construction of composite indicators to condense the information contained in the 
multitude of individual indicators and study of the interaction of the different composite 
indicators  

3. Use of a signaling method for vulnerability assessment and  
4. Policy analysis for remedial policy recommendations to address vulnerabilities.  
 
This system will serve as a basis for any preventive and remedial measures to address 
detected weaknesses in the economy and the financial system. A graphic representation 
of the framework is shown in Figure 1. Each of the above steps is explained in detail. 



 10

 
Figure 1: A Quantitative System of Macro-Prudential Analysis and Remedial Policy 
Formulation for High-Frequency Monitoring of Vulnerability 
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II.1.2 Designing a Reference Cycle for Banking and Financial Crises 
 
It is relatively easy to measure the performance of a composite leading indicator predicting 
the real economy. Much more difficult is to pinpoint the timing of bank crises which are in 
the focus of the current study. In the literature two approaches have been discussed. The 
first approach is – like in the case of indicators for the real economy – based on 
quantitative analyses of high frequency data (mainly monthly data); the other approach is 
based on characteristic crisis events. In this paper we follow the event-based approach. 
According to Demirgüc-Kunt and Detragiache (1998) a banking crisis can be identified if at 
least one of the following conditions holds:  
 
(i) The ratio of non-performing assets to total assets in the banking sector exceeds 

ten percent;  
(ii) The cost of the rescue operation was at least two percent of GDP and 
(iii) Banking sector problems resulted in a large-scale nationalization of banks. 
 
In a similar way Caprio and Klingebiel (1996, 2003) as well as Lindgren, Garcia and Saal 
defined a banking crisis. In our paper we follow a proposal by V. Vallez and C. 
Weisstroffer (Deutsche Bank Research 2008); we consider events that qualify either as a 
banking sector distress or as a systematic crisis according to the following criteria: 
 
(i) Banking sector distress is indicated by the failure of a number of institutions within 

a short interval, or the failure of a single institution of systemic relevance. Even in 
the absence of failures, an episode qualifies as banking sector distress if policy 
and regulatory actions to overcome strains in the banking sector are taken. Such 
actions may be revealed by (de facto) forced takeovers or mergers, or by the 
extension of public assistance (financial or otherwise) to the banking sector. 

(ii) An episode evolves into a systematic crisis if most or all of the system’s bank 
capital is depleted. Widespread bank runs, large-scale failure of banks, or massive 
public intervention to avoid systemic breakdown will be regarded as indications of a 
systemic crisis. 

 
On the basis of such a broad definition we can consider the period from mid 1998 to 
autumn 1999 and autumn 2007 till today as periods where the banking sector in 
Kazakhstan has experienced distress, given the fact that the state had to step in as last-
resort equity provider in both cases in order to avoid a breakdown respective a closure of 
important banks. Moreover, in both cases the national currency was devalued. As a rule, it 
is not possible to date the beginning or the end of a banking crisis exactly on a specific 
month.  
 
Thus, for assessing whether the composite leading indicators gave advance warning, the 
reference dates for the beginning of a banking crisis would be autumn 1998 and autumn 
2007, but due to the shortage of important components of the composite indicators, only 
the 2007-2009 banking crisis can be evaluated. This will be done in chapter III. 
 
 
II.2 Identification and Compilation of an Appropriate Set of Macro-

Prudential/ Financial Soundness Indicators 
 
The availability of accurate and timely information is very important as demonstrated 
particularly by the 1997/98 financial crisis in Asia, which highlighted the informational gaps 
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in the affected economies. To illustrate, the build-up of currency and maturity mismatches, 
which had been the core of the weakness of many financial systems in Asia, was masked 
initially by high economic growth rates, manageable inflation, and heady capital inflows. 
This lack of transparency contributed to the vulnerability because in a world of global 
capital flows, crises can arise if information surprises cause market participants to change 
their expectations suddenly and sharply. Lack of data and weak rules of disclosure may 
hinder any effort to undertake economic and financial monitoring during a crisis, as it 
happened in Asia in 1997/98. In contrast, transparency and a continual flow of market 
information can help to avoid panics and “creditor-grab” behavior. 
 
In recent years, particularly following the Asian crisis, several studies have been published 
proposing crisis-monitoring indicators or early warning indicators that could be used to 
monitor the vulnerability of an economy. Bhattacharyay (2004) reviewed developments in 
the identification, compilation, analysis and interpretation of MPIs/FSIs. For many 
developing and transformation countries, it is quite difficult to estimate the crisis monitoring 
indicators due to a lack of timely and appropriate data. The majority of official statistics is 
available with considerable time lag and not very useful in estimating early warning 
indicators. 
 
Compilation and analysis of MPIs are important components of economic and financial 
sector monitoring activity. MPIs are a broad set of indicators that reflect the vulnerability of 
the financial and real economic systems to shocks. MPIs include macroeconomic indica-
tors, such as inflation, asset prices, and arrears in the economy, as well as aggregated 
micro-prudential indicators, such as capital adequacy, asset quality, commodity price risk, 
and sovereign yield spread.  
 
The development of MPIs is rather recent. The tools that are utilized to quantify and qualify 
the soundness and vulnerabilities of the financial system are varied and can potentially be 
made as complex or sophisticated as needed. Macro-prudential analysis is a technique 
that uses information from MPIs to assess and monitor the strength or vulnerability of 
financial systems. The operation of a monitoring system demands resources and technical 
expertise depending on its complexity. The more sophisticated the system, the more costly 
it is to monitor and conduct macro-prudential analysis. MPIs encompass FSIs and other 
relevant information that can provide a broad picture of a country’s economic and financial 
condition such as the status of the institutional and regulatory frameworks or compliance 
with international standards (Sundararajan et al., 2002). FSIs are a special subset of MPIs 
which specifically monitor the health and soundness of financial institutions and markets 
and their corporate and household counterparts.  
 
The effectiveness of the monitoring system should be evaluated according to the purpose 
for which it is designed. For instance, MPI analysis should be evaluated on how well it can 
track the vulnerability of a financial system and whether it can effectively disseminate 
information to economic agents in the pursuit of better disclosure. Early warning systems 
can be evaluated on their record in predicting a crisis. Despite the increasing interest in 
more complex techniques employed in deploying monitoring and early warning systems 
(see Berg and Patillo 1999b for a review), it should be borne in mind that there are at least 
two aspects in monitoring: technical identification and interpretation of the indicators. It is 
thus important not only to define the purposes to which the indicators are to be used but 
also the analytical framework within which they are to be interpreted.  
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Because financial and currency crises are complex phenomena, the identified set of MPIs 
should be comprehensive in nature. In this light, the MPIs must not be limited only to 
banking and financial statistics but have to take into account the general macro-economy 
as well as the corporate and household sectors. In such a manner, a more comprehensive 
assessment of the condition and health of the economy and financial systems can be 
conducted. At the same time the identification of MPIs should be a dynamic process 
depending on the emerging vulnerability in certain sectors of the economy, such as 
emerging vulnerability in the insurance sector or credit-card and consumer-loans business 
sector. 
 
Maintaining a wide set of indicators has a downside - collecting and monitoring a 
multiplicity of variables can be a daunting task, and can ultimately entail large costs. 
However, these costs can be reduced if it is possible to identify a manageable subset of 
core indicators which can effectively give signals of vulnerability to crisis. To illustrate, one 
of the criteria for choosing a core set of variables is whether the indicators are leading or 
coincident. Identifying a core set of indicators is not an easy task and work in this area, 
e.g. the IMF system of MPIs is still considered as work in progress. For work on MPIs to 
be fruitful, it has to be harmonious with the existing monitoring system of the country, 
taking into account the data constraints faced by the country in question. Different 
structures, levels of economic development and degrees of financial sophistication imply 
that different sets of MPIs are relevant to specific countries. 
 
Ideally, the set of monitoring indicators should include FSIs giving an appropriate image in 
terms of liquidity, credit, market risks and banking health/soundness as well as of other 
MPIs on macroeconomic vulnerability which may have spillover effect on the financial 
sector. As experience in business cycle research shows, the nature of business cycles can 
change from one cycle to the other. Whereas one time the downturn may start from 
restrictive monetary policy, the next time the main culprit for the downturn may lie in a 
sudden weakness of important export markets or in a cost push caused by a sharp 
increase of oil and/or other commodity prices. For all these reasons, composite leading 
and coincident indicators proved to be the most appropriate tools to cover different facets 
of factors shaping the business cycle, without getting lost by hundreds of individual time 
series. Similarly, in analyzing and forecasting financial crises, properly designed 
composite indicators may facilitate the analytical work without getting stuck in a multitude 
of signals from many individual and sometimes diverging indicators. 
 
The International Monetary Fund (IMF) has been actively involved in the development of 
MPIs/FSIs. IMF (2001a) proposed a broad array of MPIs that could give a comprehensive 
assessment of the financial system and subsequently a core set of FSIs that are more 
useful and convenient for periodic monitoring (Sundararajan et al., 2002). These 
aggregated MPIs mainly adopt the CAMELS framework, which consists of six groups of 
indicators reflecting the health of financial institutions: capital adequacy, asset quality, 
management soundness, earnings, liquidity, and sensitivity to market risk. Final sets of 
IMF core and encourage indicators are available in the “Compilation Guide on FSI” (2004) 
which provides guidance on the concepts and definitions, sources and techniques for their 
compilation and dissemination. Another example of collecting a set of crucial indicators to 
monitor the financial well-being of a country has been developed by Bhattacharyay and 
Nerb (2002) based on experience of the Asian Development Bank (ADB) during the Asian 
financial crisis in the late 90s. 
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One of the main objectives of choosing a core set of leading indicators is to identify 
indicators that contribute important information and therefore appear to be particularly 
promising for financial and economic monitoring. Although a broad and exhaustive set of 
indicators could potentially give a more complete assessment, they can be costly to 
compile and unwieldy to maintain. For the purpose of periodic high frequency monitoring, 
a separate core set of MPIs of manageable size should be kept and updated regularly. 
 
As indicated earlier, one criterion for inclusion into the core set of MPIs is early warning 
capacity. Hence, the MPI should be a leading indicator or, at the very least, a coincident 
one. An MPI is a leading indicator if it sends early vulnerability signals and coincident if it 
signals simultaneously with vulnerability. For a short-term monitoring system, however, 
only indicators that are available on a monthly or at least quarterly basis can be useful.  
 
The selection of core indicators should be harmonious with the existing monitoring system 
of the country and take into account the data constraints. A country should adopt an 
appropriate core set of indicators chosen e.g. from the commonly agreed ones of the ADB, 
the FSIs by the IMF and other suitable indicators from crisis-related studies. The selected 
indicators should be tailor-made for a country’s specific characteristics, based on 
economic rationale and early warning capability and available for high frequency 
monitoring. After having identified the most important indicators to describe the financial 
status of a country, intelligent forms to condense this information into few composite 
indicators have to be found in order to facilitate the analysis and to make such a 
monitoring system relevant also for policy makers. 
 
 
III Macro-Prudential Indicators: Analysis and Interpretation of MPIs  
 
Some progress has been made in identifying and compiling accurate and timely MPIs. The 
focus is now beginning to shift towards developing techniques for the proper analysis and 
interpretation of data. Work on the analysis of MPIs and their interpretation is still recent 
and there is no consensus on the best analytic framework for determining the vulnerability 
of a financial system or a set of widely accepted MPIs. It should be noticed that the task of 
macro-prudential analysis or the framework for identifying, analyzing, and interpreting 
MPIs are still work in progress.  
 
Various international and regional financial institutions such as the IMF, the Bank for 
International Settlements (BIS), ADB, European Central Bank (ECB) as well as private 
firms are still in the process of developing or testing different systems. In general, most 
macro-prudential analysis is based on trend analysis and the identification of large 
movements in the level of selected MPIs for assessing risk and vulnerability leading to a 
crisis. These methods usually analyze a composite of macroeconomic and microeconomic 
prudential indicators. Most macro-prudential analysis is judgmental together with other 
tools of macro-prudential assessment. As such, there is no standard system for macro-
prudential analysis at present. Yet, as the experience of the Asian crisis shows, a 
systematic monitoring of the financial and economic systems is an important element in 
crisis prevention strategies.  
 
There are several studies based on empirical analysis of countries that have been affected 
by crises in the past. The identified indicators have been found useful to predict the past 
crises based on past time-series data. However, it is not sure whether the same indicators 
would be able to predict future crises with a reasonable degree of accuracy. At the same 
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time, it is not possible to predict the point of time at which the crisis sets in. Another major 
problem in crisis-monitoring activities is erroneously predicting vulnerability that may cause 
a confidence problem in the market and thus initiate a crisis. Therefore, it is not clear if the 
use of quantitative models for predicting probabilities of a crisis is useful. 
 
A further major obstacle is to come up with appropriate threshold values (benchmarks) 
signifying vulnerability for each indicator. When the level of an indicator is high, risk and 
vulnerability are large. However, there are no benchmarks on how large the magnitude of 
the indicator should be. No norms are available and there is an urgent need to develop 
benchmarks. Until these are available, macro-prudential analysis should not be limited to 
quantitative indicators alone. Qualitative information is very important, so that economists 
dealing with these indicators should keep in mind additional information which could 
complete the picture, like e.g. credit ratings by international credit rating agencies. 
 
At present, most developing as well as developed countries conduct macro-prudential 
analysis based on the trends of available MPIs, on any large or significant movement 
away from these trends and on additional expert judgment. Any particular kind of risk, 
such as liquidity risk, has to be assessed by a set of related indicators, and proper 
judgment has to be used to detect any significant vulnerability. 
 
There exist several methods how to use MPIs to monitor economic and financial 
vulnerability. The major methods include: (1) trend analysis, which detects vulnerability 
when there are major fluctuations in a particular indicator; (2) Early Warning Signal (EWS) 
models, which estimate the probability of a crisis occurring through quantitative or (3) 
econometric techniques and (4) stress-testing, which gauges vulnerability by estimating 
the impact of a range of future shocks to the system on certain variables. A country should 
adopt an appropriate framework tailor-made for its specific characteristics using all or 
some of the above methods for macro-prudential analysis. Brief explanations of these 
methods are presented in the following.  
 

III.1.1 Trend Analysis (Indicator Approach) 
 
Trend analysis implies looking at the movement of data over a given period of time and 
taking note of deviations from an observed pattern or large fluctuations. The major 
drawback of this technique lies in the interpretation of notable data deviation. It would not 
be immediately apparent whether this signifies stress in the system or simply a result of 
structural breaks, e.g. due to changes in regulations or regimes. As it is somewhat 
subjective, the reliability of trend analysis depends largely on the skill and experience of 
the technical staff. It is currently the most common method used because it is cost-
effective, transparent, and simple enough to be easily grasped by policymakers. In order 
to make trend analysis more effective, the construction of a few composite indicators plus 
a thorough analysis of the interaction of these summary indicators is proposed in this 
paper. 
 

III.1.2 Early Warning Signal (EWS) Models 
 
Signal Models can be regarded as a special form of trend analysis. The approach is more 
formalized than the general form of trend analysis described above. The models estimate 
the probability of a crisis occurring through quantitative or econometric techniques based 
on the movement of MPIs; it is a sound and objective method for early warning. 
 



 16

Signal models are mainly used for the detection of looming currency crises, but they can 
also be applied for signaling a banking crisis or a recession in the real sector. Early 
warning models based on MPI are relatively new approaches introduced and discussed in 
academic and policy circles. Some of the more recent pieces of work in this area are 
Kaminsky and Reinhart (1999), Kaminsky, Lizondo, and Reinhart (1998), Goldstein, 
Kaminsky, and Reinhart (2000), Berg and Patillo (1999), Edison (2000) and Berg et al. 
(2004). The method is used as well in several private financial institutions like Goldman 
Sachs and Credit Suisse First Boston (Berg and Petillo 2004).  
 
There are generally two types of EWS models, one that is based on a composition of 
leading indicators and another that makes use of probit/logit models. The composite 
indicator model creates a composite figure using the number of “warning signals” obtained 
from a set of MPIs and directly tying it with a probability of a crisis. A warning signal is 
emitted whenever an indicator theoretically associated with a crisis breaches a critical 
threshold (Kaminsky, Lizondo and Reinhart, 1998). Probit or logit models, on the other 
hand, compute a probability of the occurrence of a crisis based on changes in behavior of 
indicators prior to crises (Berg et al. 1999). There are separate EWS models for currency 
and banking crises. No common model is available for predicting all types of crisis.  
 
The choice of approach in analyzing and interpreting MPIs depends on several factors, 
such as the desired level of accuracy, cost, timeliness, the purpose and nature of 
expected policy action and technical capacity of monitoring personnel and policy makers. 
Clearly, there are trade-offs among these factors. For instance, simple methods can 
generate indicators faster than more complicated ones, but they may only be adequate if 
the goal is simply to alert the authorities about possible vulnerabilities in the system. It may 
not be able to generate specific probabilities of the occurrence of crises that more 
sophisticated techniques can provide. 
 

III.1.3 Econometric Models 
 
A complete econometric model to simulate and forecast financial turbulences is not 
common. On the other hand, there are many examples where some partial aspects of a 
crisis are simulated, e.g. in the case of Kazakhstan sharp fluctuations of the oil price and 
its impact on GDP, exchange rates, inflation etc. These simulations are normally 
performed with the help of a VAR-model (see e.g. M. Gronwald and J. Mayr, 2009) or 
within a DSGE (“Dynamic Stochastic General Equilibrium”) framework. Econometric 
models have the advantage of being objective and reproducible without any subjective 
bias. However, they often rely heavily on external assumptions and are not as flexible to 
handle as appears to be necessary in the case of a very complex topic as financial 
vulnerability. 
 

III.1.4 Stress Testing 
 
Stress testing is a multi-step simulation process or method of examining key risks, 
vulnerabilities and exposures in an economic or financial system. It is designed to evaluate 
vulnerability assuming major changes or shocks in the system. It provides information on 
the behavior of a system under exceptional but plausible shocks or the impact of a range 
of future shocks to certain variables of the system. It estimates changes in the MPI after 
one or more specific shocks that are based on historical or hypothetical (but plausible) 
circumstances, i.e., the impact of an economic slowdown on the level of nonperforming 
loans. Stress tests, however, do not estimate the probability of the occurrence of a shock. 
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Stress testing is regularly used in the Financial Sector Assessment Program (FSAP) of the 
IMF/ World Bank (Sundararajan et al. 2002 and IMF and World Bank, 2003). IMF (2001b) 
provided further details on stress testing. Blascke et al. (2001) presents an overview of 
issues, methodologies and FSAP experience regarding stress tests.  
 
The stress testing involves the following steps: 
 
(i) Identifying major vulnerabilities, potential sources, exposure and risks of shocks, 

such as on variables like interest rate, exchange rate, credit, equity prices, liquidity, 
inter-bank contagion, real estate, key export, key commodities like oil – all in terms 
of a fall in prices and volatility;  

(ii) Defining coverage and identifying data: all systemically relevant institutions and 
exposures; 

(iii) Calibrating shocks and scenarios: establishing key linkages between the financial 
system and the real economy - a formal macroeconomic model or macro-
simulation models  

(iv) Selecting and implementing methodology-crunching numbers: translating the 
various outputs of the macroeconomic model into financial institutions’ balance-
sheet and income statements  

(v) Interpreting and using the results: policy makers compare the impact of a common 
set of shocks on different institutions. For interpreting stress tests, one should 
consider the limits and assumptions on which they are built (Jones et al., 2004, and 
Cihak, 2003) 

 
Stress testing has some limitations. Like trend analysis, it relies on the judgment and 
experience of monitoring staff to identify the proper set of scenarios to be used in the test 
and to interpret the results correctly. The testing allows only for a first-order approximation 
of the true potential loss exposure. It does not capture the full range and interaction of risk 
exposure (such as operational and legal risk). It should be compared to other measures of 
risk exposure such as empirical analysis of macro-prudential/ financial soundness 
indicators. Moreover, it is complicated and time-consuming and hence difficult to be 
frequently undertaken, which makes it an inappropriate tool for high frequency monitoring. 
Furthermore it is a resource-intensive process in terms of technical expertise, data 
requirement and budget.  
 
A fundamental issue to consider is whether crises are predictable, which, as the literature 
suggests, is still subject to qualifications. The choice of the model is also determined by 
the technical capacity of the agents maintaining the models. The cost and technical 
capacity required to regularly undertake MPI analysis vary with the complexity of the 
technique, with more sophisticated methods requiring more resources and highly trained 
staff. In the end, the trade-off between sophistication / complexity and accuracy is cost. In 
view of the above, trend analysis, stress testing and other traditional surveillance methods 
should be used together with EWS models for macro-prudential analysis. 
 
 
IV A System of MPIs in Form of Composite Indicators for Kazakhstan 
 
The focus of financial vulnerability in this paper lies on the banking sector. The reason for 
this is the fact that the ratio of equity capital in many Kazakh companies of the non-
financial sector is relatively low and the capital market – particularly the corporate bonds 
market, but also the stock exchange - is still rather underdeveloped. Thus, companies in 
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Kazakhstan have to rely on bank credit as a means of financing more than in many other 
countries. The health of the banking sector and its ability to provide credits to companies 
and individuals in a sufficient quantity and quality is thus even more important in 
Kazakhstan than in other countries where the issuance of stocks and bonds may offer the 
possibility – at least for bigger companies – to raise capital without relying on bank credit. 
The domestic banks in Kazakhstan, on the other hand, have been created mostly in the 
past 10 to 15 years and thus have not been able to accumulate a comfortable equity basis 
in a similar way as banks in Western industrialized countries. They still rely heavily on 
credits from foreign sources, also because the saving ratio of Kazakh consumers is 
relatively low and thus the relatively cheap source of refinancing via saving accounts is 
feasible only to a much smaller degree than in most industrialized countries. 
 
 

IV.1.1 Four blocs to distinguish in our analysis 
 
(1) Real sector of the Kazakh economy 

(2) Banking sector in Kazakhstan 

(3) Money- and capital market, current account and other financial markets in 

Kazakhstan (in short: Financial Market sector) 

(4) International Economy from a Kazakh point of view 

All four sectors are interlinked and a priori it is possible that in each of the four sectors a 
crisis may occur, eventually affecting the other sectors as well. Thus, for all four blocs a 
separate indicator system has to be set up which has to be monitored permanently in 
order to detect any possible impact on financial stability at an early stage. As the causality 
of a financial crisis may change, further analysis has to engage in the interaction of these 
four sectors. Note that we developed two composite indicators for the real economy, a 
leading and a coincident one, so that the overall number of composite indicators will be 
five.  
 
In the following, the methodology to construct composite indicators is presented. Based on 
this methodology, the composite indicators for the real economy (“Composite Coincident 
Indicator” and “Composite Leading Indicator”), the banking sector (“Composite Banking 
Indicator”) and the financial market (“Composite Financial Market Risk Indicator”) will be 
presented and analyzed. The situation for the most important trading partners of 
Kazakhstan is analyzed in the “Indicator for the International Economic Environment of 
Kazakhstan”, thus giving a picture of the world economy from a genuinely Kazakh point of 
view. This particular indicator, however, is constructed in a different way than the 
composite indicators. 
 
 
IV.2 The Construction of  the Four Composite Indicators 
 
We construct each composite index following the conventional NBER procedure currently 
maintained by the Conference Board. Moreover, 
 
1) All selected series are seasonally adjusted, transformed into stationary series (applying 
the Hodrick-Prescott Filter) and standardized in such way that those series giving a clearer 
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signal (i.e. having a smaller variance) get a higher weight in combining the individual 
series into a composite indicator (more technical details see below). 
 
2) All series with no monthly periodicity, e.g. being published only in a quarterly rhythm, 
are transformed into monthly series by applying an algorithm proposed by Eurostat (using 
the Ecotrim software). By this transformation it is guaranteed that at the end all individual 
components of the five composite indicators are monthly series. 
 
In the paragraph below the individual steps are listed which should be followed to set up 
such a system, taking monthly time series as given. 
 
Assembling the indicators 
 
1. Calculate seasonally adjusted variables using the X12-ARIMA method. 
 
2. Trend removal using Hodrick-Prescott Filter. 
 
3. Weighting by using the inverse of the standard deviation. 
 
4. Adding up the weighted elements of the several time series for each month, thus 
obtaining the weighted sum st 
 
5. Building the index using a recursive formula (I = Index Value, s =sum of weighted 
components)  
 

, starting with the initial value I0 = 100. 
 
 
 
In the following, we name the composition of all five indicators and shortly explain why we 
chose them. We start with the indicators for the real economy, followed by the ones for the 
financial sector (financial market risk and banking sector) and the international economy.  
 
Additionally, we present diagrams of the single indicators in the composite indicators 
during the time the composite indicator in question spans. The names of these single 
indicators are the same we used in our calculations; however, they appear exactly in the 
same order as in the verbal explanations. For a more detailed explanation which sources 
we used and how exactly the single indicators were constructed, please see the appendix. 
Most importantly, remember that the single indicators have been deseasonalized and 
treated by a Hodrick-Prescott-Filter in order to remove their trend. This mainly explains 
their possibly unfamiliar shape. 
 
 

IV.2.1 Composite Leading Indicator for the Real Economy (CLI) 
 
1) Oil price (rate of change, y-o-y): The oil price is the single most important external factor 
in Kazakhstan, as more than 50% of the Kazakh exports are linked to oil. 
  
2) US Leading Index (rate of change, m-o-m): As the leading economy in the world, the 
USA is of crucial importance for the Kazakh economy as well as for all its trading partners. 
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3) Ifo World Economic Survey (WES): The survey is based on the assessment of the 
current economic situation and of perspectives for economic development by over 1100 
accredited economists from about 90 countries. Thus, the survey results give useful hints 
how international investors see the Kazakh economy. 
 
4) M2 growth (rate of change, y-o-y): According to all experience, the money supply M2 is 
a leading indicator for the real economy, as it comprises variables like the money 
multiplier, lending behavior and central bank policies. 
 
5) Real stock price (rate of change, m-o-m): The development of stock prices reflects the 
confidence of financial investors about the real economy and thus often gives an 
impression of the economic development to come.  
 
Expectations of companies in the producing sector (for three months, balances): The 
producing sector is of special interest according to international experience. Surveys 
among the factual decision-makers of the economic process, i.e. the entrepreneurs, are a 
valuable tool of predicting further economic developments. These expectation-based 
series today are worldwide regarded as important leading indicators by the forecasting 
community. According to experience in other countries, a change in direction for three 
consecutive months signals a cyclical turning point with a high probability (Nerb, 2004). 
 
6) Industry, Manufacturing of Industrial Products 
7) Industry, Demand for Finished Products 
8) Industry, Stock of Finished Goods 
 
 
Figure 2: The Composite Leading Indicator for the Real Economy 
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IV.2.1.1 The Components of the Composite Leading Indicator (CLI) 
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IV.2.2 Composite Coincident Indicator for the Real Economy (CCI) 
 
1) Activity Index of Total Production (rate of change, m-o-m): The Activity Index is a 
traditional and apparently proven measure of the Kazakh authorities for the overall 
economic activity. It has certain parallels to the Gross Domestic Product (GDP), which is 
more commonly used among economists around the world.  
 
2) Economically Active Population: An increase in the working population - be it through an 
increase of the labor force or through lower unemployment – normally coincides with 
economic growth and thus is a good measure of the economic state of the nation.  
 
3) Real Wages (nominal wages / CPI): Real wages increase when labor is relatively 
scarce or labor productivity is growing. As long as it is not due to political but economic 
interests, an increase in real wages is a measure of economic well-being.  
 
4) Retail Trade Volume (nominal total trade volume / CPI): When more goods are 
produced and traded, retail trades are most likely to increase at least proportionally. Thus, 
they are a good indicator for economic activity as well. 
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Figure 3: The Composite Coincident Indicator for the Real Economy 
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IV.2.2.1 Components of the Composite Coincident Indicator (CCI) 
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IV.2.3 Composite Banking Stress Indicator (CBI) 
 
1) Long-Term Foreign Liabilities of Banks in relation to Foreign Assets of Banks: A rising 
ratio signals the dependence on foreign investors’ confidence which can decline for 
various reasons, affecting seriously the banking sector in Kazakhstan. 
 
2) Ratio of Bank Loans to Trade, Construction and Industry over Total Loans: An over-
investment of these private sectors traditionally strongly influenced by the business cycle 
could lead to a deterioration in the quality of the banks’ credit portfolios. 
 
3) Total Loans Growth (y-o-y): A high growth rate may indicate coming stress in the 
banking sector and a low level of liquidity to respond to shocks, e.g. if the growth rate is 
unjustified as risks are underestimated. 
 
4) Real Credit Costs for Bank Clients (Interest Rate Companies are Paying to Banks – 
Inflation): High credit costs tend to slow down investment and thus activity in the real 
economy and these costs hint to an insufficiently (imperfectly) competitive banking sector, 
which in turn makes single banks “too big to fail” and thus can lead to moral hazard effects 
and irresponsible risk-taking. 
 
5) Profitability of Banks (Interest Rates Companies Pay - Interest Rates on Treasury Bills): 
Unusually high profitability may be a sign of excessive risk taking or a bad risk assessment 
procedure in the banking sector, both of which increase the overall risk for this sector. 
 
6) Liquidity Risk (M2/Total Loans): An increase of this indicator signals that the increase of 
money supply (money multiplier) is driven by credit growth. Even in case of a reduction of 
the monetary base by the central bank, a high money multiplier will accelerate the growth 
of M2 (as well as of M3 or other money aggregates) and thus increase the danger of 
inflation, which sooner or later can make necessary more restrictive monetary policy 
measures hurting the banking sector. 
 
 
Figure 4: The Composite Banking Indicator 
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IV.2.3.1 Components of the Composite Banking Stress Indicator (CBI) 
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IV.2.4 Composite Financial Market Stress Indicator (CFMI) 
 
1) M2/Foreign International Reserves: High growth of this indicator can signal excess 
liquidity that may fuel speculative attacks on the currency and lead to a crisis. 
 
2) Growth of the inverse Real Exchange Rate (rate of change, y-o-y): In standard textbook 
economics, a rise of the real exchange rate is a bad sign for a developing country or 
transformation economy if it does not coincide with an adequate rise in productivity. 
However, this point is often made regarding resource-poor countries relying on an 
industrial export sector like for example China or Eastern European countries.  
In a resource-rich country like Kazakhstan, things are a bit different. Here, a high level of 
the real exchange rate seems to be a sign of strong foreign investors’ confidence. The fact 
that foreign, e.g. American, investors accepted a strong Tenge although inflation rates 
were much higher than in their home country seems to have been more vital for the 
Kazakh economy than the loss in competitiveness for the exporting sector. Accordingly, 
our Real Exchange Rate indicator moves upwards (and thus signals a higher risk for the 
Kazakh economy) when the Kazakh currency loses against the American currency in real 
terms (see the sub-chapter III.3.3.2 for some empirical background). 
 
3) World Interest Rate Differential (KAZ Treasury Bill Rate – Rate of US Treasury Bills): 
A growing differential can signal worsening of the confidence of national and international 
investors in Kazakhstan financing its debt in relation to the US financing theirs. High 
growth can indicate an expected increase of interest rates in the medium and longer term, 
which may be caused by an expected increase of inflation and/or doubts in the state’s 
capability to settle its public debt. 
 
4) Current Account balance/GDP (multiplied by minus one): A growing current account 
deficit – in relation to overall economic activity as measured by GDP – may signal that in 
the longer term financing problems may arise, as when foreign investors lose their 
confidence that the public debt can be financed in the long run. Thus, a declining ratio of 
current account to GDP increases the overall financial risk of a country and a raising ratio 
reduces it. 
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Figure 5: The Composite Financial Market Indicator 

99

99.5

100

100.5

101

101.5

1999 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009

(last value: June 2009)

CFMI

 
 
 
Note: As the figures for the current account are published with a greater delay than the 
other components of the CFMI, we checked how the overall composite indicator would 
perform if based only on the first three components (M2/Foreign Reserves, Inverse Real 
Exchange Rate Growth and Interest Rate Differential). As can be seen in the next figure 5, 
the diagram is still similar in its large peaks to the one based on the complete set of 
indicators. Thus, we propose the construction of a preliminary version of the CFMI as soon 
as the first three series are available. 
 
Figure 6: The Composite Financial Market Indicator without the (CA/GDP)-Indicator 
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IV.2.4.1 Components of the Composite Financial Market Risk Indicator (CFMI) 
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IV.2.4.2 Outlook: The Real Exchange Rate in a Resource-Rich Country like 

Kazakhstan 
 
 
Figure 7: The CFMI without the inverted Real Exchange Rate (CFMI-IRER) and the IRER 
Indicator itself (IRERI), both against the CBI shifted 15 months backwards (all 
standardized) 
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As one can see, the CFMI without the IRER and the IRER-Indicator itself have a quite 
similar run, reaching a clear peak in February and March 2006, respectively as well as an 
all-time low in October 2008 and January 2009, respectively. This similar run during the 
peak of the current financial crisis is the reason why we included the inverse of the 
standard Real Exchange Rate Indicator in our CFMI. 
Furthermore, the correlation of the CFMI with the inverse RER is 0.7587, while for the 
CFMI with the standard RER, this value is just 0.5793. 
 
 

IV.2.5 Indicator for the International Economic Environment of Kazakhstan 
(IEEK) 

 
This summary indicator is based on the Ifo World Economic Survey (WES) and its 
construction is different from the other composite indicators. Although its outcome cannot 
be influenced by the Kazakh authorities, it nevertheless gives important details about the 
Kazakh economic situation: While the outlook for the Kazakh economy itself is part of the 
Composite Leading Indicator, the IEEK gives a picture of the world economy from a 
genuinely Kazakh point of view. The survey has been conducted by the Munich based IFO 
Institute for Economic Research for more than 20 years among more than 1100 
economists of national and transnational organizations in over 90 countries. Global players 
like the organization of the International Chamber of Commerce in Paris, industrial 
companies like Siemens, big banking organizations like the HSBC group etc. closely co-
operate in the WES. 
It is an average of the economic outlook for all the countries where Kazakh exports go to, 
weighted by their imports and thus their importance for the Kazakh export sector. As in 
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any Ifo business climate index, the many questions asked in the WES finally yield the two 
components “Assessment of the Current Economic Situation in the Country” and “Ex-
pected Economic Trend in the Country at the End of the Next Six Months”. Thus, it is the 
arithmetic mean of judgment of present and expected (6 months) economic situation, with 
the answers reaching from 1 (which means “bad”) to 9 (“good”), and proved to be part-
icularly well suited as leading indicator. Thus, the economic climate data in the 10 most 
important foreign markets based on the Kazakh export statistic are weighted according to 
their share in Kazakh exports. 
This “external economic climate” for Kazakhstan of course cannot be influenced by 
Kazakh economic policies; still, it is an important indicator for the impulses coming from 
outside the country during times of economic crisis. As we can see, the IEEK fell much 
more during the actual crisis than it did during the other relatively recent crisis in 1997/98, 
so that we should expect less positive impulses from Kazakhstan’s trading partners this 
time. The recovery process of the Kazakh economy thus might be rather slow due to an 
overall slowdown of the world economy. 
 
 
Figure 8: The International Economic Environment Indicator 
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The IEEK is a weighted average of respective data for Italy (16), Switzerland (16), China P.R. (12), Russia 
(10), France (8), Netherlands (5), Iran (5), UK (3), Ukraine (2), Israel (2), Spain (2), Romania (2 and, Rest of 
World (17).  
In the period 1993 to 1st quarter 1999, Iran, Ukraine, Israel and Romania are not included. 

Source: Ifo World Economic Survey (WES III /2009) 
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IV.3 Analyzing Current and Future Trends - the Interaction of the 

Composite Indicators 
 
In the case of the Composite Leading Indicator for the Real Economy (CLI) Indicator, an 
increase in the overall indicator signals a cyclical pickup of the real economy. The other 
way around, a decline signals a slowdown of overall economic activity. 
 
Figure 9: Comparison of the Composite Leading Indicator and the Composite Coincident 
Indicator (both standardized) 

-2

-1.5

-1

-0.5

0

0.5

1

1.5

2

2.5

3

2004 2005 2006 2007 2008 2009

(last values: June 2009)

CCI
CLI

 
Note: As the CLI and CCI have different volatilities and levels even though their components have been HP-filtered (see 
Part IV.5 below), it is useful to standardize the variables to obtain comparable results. Therefore, we simply subtract the 
mean of the whole series from each of its values and divide each of the obtained differences by one standard deviation of 
the whole series. For further descriptions concerning the construction of the indicators, see the appendix. 
 
This comparison of the CLI with the Composite Coincident Indicator shows a relatively 
reliable lead of the CLI by about seven months.  
 
In the case of the Composite Financial Market Risk Indicator (CFMI) an increase of the 
indicator signals a growing market risk. This is not to say that every slight increase already 
signals an imminent danger for the financial system in general or the banking sector in 
particular. As can be seen in Figure 4, the CFMI already had a certain peak during 
summer 2004, without a following strong reaction of the CBI – maybe appropriate political 
actions had been taken or other factors favored a quiet cooling-down of the financial-
sector risk. However, for the political side a growing awareness appears to be appropriate 
when the indicator rises considerably, as a strong increase of this indicator beyond the 
threshold is quite probably associated with dangers for the banking sector and the real 
economy. Corrective political measures may be a precautionary tightening of monetary 
policy – even if the inflation rate is not causing problems at the moment - or other 
measures to avoid the creation of bubbles in certain market segments, like real estate or 
share prices. For example, one measure could be to raise the requirements on equity 
necessary for purchases on credit in those segments. 
  
On the other hand, when the composite indicator is slowing down after a boom, this 
cannot necessarily be interpreted as that the danger of the outbreak of a banking crisis is 
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diminishing. The decline of the Composite Financial Market Risk Indicator may namely be 
triggered by a significant depreciation due to a “sudden” stop of capital inflows. Liquidity 
restrictions will likely have a negative impact on credit, particularly when the banking 
sector relies heavily on cross border loans as is the case in Kazakhstan. In such cases the 
real economy is also entering a recession, as was the case in Kazakhstan after spring 
2008. This can be the final trigger of the banking crisis or even if the banking crisis does 
not immediately follow, it can be a serious problem for the banking sector as the economic 
slowdown and higher unemployment will have a negative impact in the form of a rising 
share of non-performing loans. Thus, from a political point of view, it is very important to 
prevent a sizable increase of the Composite Financial Market Risk Indicator beyond the 
upper threshold right from the beginning. However, if this cannot be achieved in time, a 
decline of the indicator is not a signal that a banking crisis and a recession in the real 
economy will necessarily be avoided. Thus, the whole system of the different composite 
indicators has to be kept under strict observation in order not to make mistakes in the 
timing of corrective measures.  
 
Like in the case of the Composite Financial Market Risk Indicator, an increase of the 
Composite Banking Stress Indicator (CBI) above a certain threshold – sometimes defined 
as the long term average plus/minus one standard deviation – signals a looming risk which 
should alarm particularly the banking supervision, but also the general monetary and 
economic policy.  
As we will see in the following diagrams, the Composite Financial Market Risk Indicator 
(CFMI) shows a lead of several months compared to the Composite Banking Stress 
Indicator (CBI) in the case of Kazakhstan. 
 
Figure 10: Comparison of CFMI and CBI 
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Figure 11: Comparison of CFMI and CBI (both standardized) 
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For these (admittedly rather short) time series, we observe a clear lead of the CFMI to the 
CBI, although the time that it takes the banking sector to “react” to a growing risk in the 
overall financial sector seems to vary between 7 and 15 months. 7 months is the time 
between the first peaks (August 2004 and March 2005 for the CFMI and CBI, 
respectively), while the “cooling-downs” in March 2005 and April 2006, respectively, show 
a lag of 13 months. Still, as the peaks preceding the current crisis, in March 2006 for the 
CFMI and in August 2007 for the CBI, are clearly outstanding in their amplitude, a lead of 
15 months – as between these peaks – reaches the highest degree of correlation when 
comparing several different lags. The different values for specific lags were: 
 

lag of … months correlation coefficient between CFMI and CBI 
 

12    0.6120 

14    0.7418 

15    0.7587 
16    0.7393 

18    0.6096 
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Of course, this lead is a rather raw estimation, as the data set is not yet very large. Still, 
even without any quantitative specification, we can state qualitatively that a high value of 
the financial market risk, measured by the CFMI, will be followed by a growing stress on 
the banking sector as measured by our CBI. However, the question of how strong the 
reaction of the banking sector will be has to be answered by looking at a multitude of 
macro- and micro-economic factors; for example, the reaction of the CBI on the CFMI’s 
peak in mid 2004 was only a cushioned one, while the CFMI’s peak in March 2006 was 
followed by a relatively even stronger deflection of the CBI. Thus, we conclude that the risk 
has to be assessed anew and case-by-case for each situation. Therefore, a team of 
experienced specialists from different areas of research are highly recommended. 
 
Albeit the data are still few, we constructed a prognosis of the banking stress, represented 
by the CBI, based on a regression on the CFMI with a lead of 15 months.  
 
Figure 12: Prognosis of the CBI by a regression on the CFMI shifted by 15 months 
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The diagram above shows the CBI and a prognosis of its future development based upon 
a simple linear regression on the CFMI shifted forward by 15 months. The slim lines give a 
band in which the CBI most probably will lie. They consist of the values of the CBI 
predicted ex-post by the CFMI plus/minus 1.5 standard deviations (“s.d.”). There are only 
two outliers, in the winter 2005 and after August 2007, and these are due to the fact that 
the reaction of the CBI on the CFMI occurs with a varying time lag. Still, the diagram 
clearly states that a rising risk in the overall financial sector will be followed by rising risk in 
the banking sector with a lag of about 5 quarters. 
 
The fifth composite indicator – the International Economic Environment of Kazakhstan 
(IEEK) Indicator – is more of external nature and cannot be influenced by national policy 
measures but serves as an indication in which way the world economy (from a Kazakh 
perspective, as the country results are weighted according to the Kazakh export structure) 
will develop in the next 6 months. In case that the problems signaled by the other four 
composite indicators for Kazakhstan take place in an environment of a depressed 
international environment, national policy solutions are much more difficult than in case of 
an international environment being in a brighter position than the Kazakh one. At present 
this is certainly not the case, as the composite indicator for the international economic 
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environment of Kazakhstan has reached a new historic low in the first quarter of 2009. In 
this case it is almost exclusively up to the national policy to take measures in order to 
prevent or at least soften dangers for the banking sector and the real economy. 
 
Figure 13: The IEEK compared to CLI and CCI (all standardized) 
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A glance at the run of the IEEK and the indicators for the Kazakh real economy seems to 
show a developing lead of Kazakhstan’s trading partners (or, more exactly, of the 
importers of Kazakh goods). From mid 2005 on, the world economy picks up faster than 
the Kazakh one, and while the IEEK decreases rapidly after August 2007, even the 
Composite Leading Indicator for Kazakhstan remains high until summer 2008.  
On the other hand, one should keep in mind that the IEEK is a weighted average of the 
assessment of the countries’ current and future situation by the world’s leading 
economists. That means that expectations are included into the IEEK, which is not the 
case for the CCI and only partially for the CLI. Indeed, we can observe a relatively similar 
development of the IEEK and the Ifo World Economic Survey results for Kazakhstan 
(forming the “WES” Indicator or “WESI”), which also is one of the 8 indicators forming the 
CLI: 
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Figure 14: The IEEK compared to the Kazakh WES Indicator (WESI) - both standardized 

 
 
Note: The two indicators do not have a clear statistical relation. The best correlation would 
be reached by a lead of the IEEK of 5 or 6 months, with a correlation coefficient of less 
than 0.4. Thus, we can note that there are factors for the assessment of the current 
Kazakh economic situation other than the economic situation abroad (most notably, the oil 
price). Still, we can see that the assessment for the importers of Kazakh goods (expressed 
by the IEEK) fell before the one for Kazakhstan itself in the current slump, showing that the 
current crisis was clearly induced by foreign influences. 
 
As demonstrated in the chapter on the Composite Banking Stress Indicator and on the 
Composite Leading Indicator for the Real Economy, both indicators gave a warning signal 
almost exactly at the time when the banking crisis started. Only the Composite Financial 
Market Risk Indicator (CFMI) had sent a warning signal long before the banking crisis 
started – already in spring 2006. Despite a cooling-down of the CFMI in the later part of 
2006 and in 2007, the shock exerted on the banking sector by the turbulences in the 
financial market was so severe that only a more forceful cooling down of the financial risks 
would have had possibly a chance to successfully prevent the banking crisis, or at least to 
soften it. As pointed out, such efforts were complicated by the fact that the international 
economic environment of Kazakhstan had grown severely recessionary. However, the 
latest available update for the composite indicators (July 2009) signals a softening of the 
banking crisis and some pickup of the real economy in the latter course of 2009 and early 
2010. 
 
 
IV.4 Policy Analysis and Recommendations 
 
Continuous monitoring of financial system stability with respect to structural, institutional 
and macroeconomic aspects is not only crucial in detecting and preventing financial crises, 
but also in ensuring strong macroeconomic performance and effective implementation of 
monetary policy at the national level. 
 
The results of the vulnerability assessment will be the basis for the policy recommenda-
tions. The given kind of warning signals provides a clue on the appropriate policy actions 
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needed to address existing or potential weaknesses. Further trend analysis of underlying 
factors causing warning signals for one particular indicator or a group of them will be a 
help in formulating policy recommendations. 
 
In general, policy recommendations can be categorized into (i) financial regulation and 
supervision policies, (ii) macroeconomic policies, such as fiscal, monetary and financial 
ones; and (iii) policies governing financial infrastructure, such as legislation, payments and 
settlements systems and financial safety nets (see Figure 1). Ideally, alternative policy 
actions should be recommended for addressing specific vulnerability. Some examples of 
policy recommendations are given below. 
 
Typically, financial systems are exposed to credit risk, liquidity risk and market risk (which 
includes interest rate, exchange rate, and equity price risks). For assessing the soundness 
of the financial sector, the results of signaling methods should be interpreted in terms of 
credit, liquidity, and market risks. For example, one problem to address could be a 
country’s credit risk arising e.g. from an excessive growth of the credit-to-GDP ratio, loan-
to-deposit ratio and of the money supply. This risk may require policy actions such as 
imposing restrictions on further lending to certain over-heated sectors like real estate and 
consumer finance. Another measure could be to cap permitted lending by each sector as a 
share of total lending at 10%. There is also a need for a closer monitoring of credit policy 
and credit appraisal system. A sharp increase in credit card default may need the 
imposition of higher minimum salary requirement for credit card holders and setting up a 
credit-card information bureau to avoid multiple cardholding. 
 
For the fiscal sector, high levels of public debt, fiscal deficit and government consumption 
relative to GDP could be unsustainable for a country with a narrow export base in case of 
an economic downturn, poor budgetary performance, or a rise in the real interest rate due 
to world economic recovery. Effective fiscal management through better tax collection and 
public expenditure management are required to reduce the debt burden and ensure debt 
sustainability against sudden shocks. 
 
There is also a time dimension to the range of possible policy recommendations. Policy 
can be categorized as short-, medium- and long-term in nature, depending on the time 
required for their effective implementation. Usually, short- and medium-term policies are 
recommended for high frequency monitoring. 
 
Producing effective policy actions for recommendation relies heavily on the timeliness and 
reliability of available information. It is therefore important to monitor how close the actual 
figures are to their threshold value, rather than wait for them to breach the threshold. This 
is crucial in order to have enough time to implement pre-emptive measures and avoid the 
crippling cost of a full-blown crisis. 
 
 
V Concluding Remarks 
 
The financial and currency crises in several developing and transformation countries and 
their contagion effect in some developed countries revealed the limitations of the current 
state of monetary and financial monitoring systems in comprehensively addressing the 
financial vulnerability leading to a crisis. A crisis can cause economic, social and political 
problems. The cost of a financial crisis could be severe as a result of harsh reserve losses, 
output decline and increasing poverty. In order to prevent financial turmoil and its 
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contagion effect, monitoring of financial sectors as well as spillover effects from weaknes-
ses in the real sector assumes great importance. The monitoring system should be able to 
detect the magnitude and nature of economic and financial vulnerability at an early stage 
and suggest appropriate policy actions to address them in order to prevent a crisis.  
 
There is no universally accepted standard for or system of monitoring financial 
vulnerability. The development of MPIs for monitoring financial vulnerability is still “work in 
progress”. Even with the significant progress in techniques for MPI analysis and especially 
in EWS models, it is still almost impossible to predict the probability, timing, and nature of 
a possible crisis. It may be better to use macro-prudential analysis in crisis prevention 
rather than crisis prediction. A monitoring system should be cost-effective and not too 
complicated so that most countries can implement it for their high frequency monitoring.  
 
The empirical framework proposed here is based on a set of selected leading macro-
prudential indicators (MPIs) / financial soundness indicators (FSIs) including business 
tendency survey indicators which are condensed to four composite leading indicators (plus 
one coincident composite indicator for the real economy). 
The proposed system can provide an initial framework for using MPIs to detect 
vulnerability in the economy and the financial sector. The vulnerability signals provided by 
the proposed framework can direct attention to particular issues or problems, and trend 
analysis can then be used to confirm whether the indicators are indeed showing signs of 
vulnerability that may lead to a crisis, or whether they are simply a result of institutional or 
structural changes. In order to avoid the virulence of the contagion among neighboring 
countries, there is a need for further strengthening the regional surveillance mechanism, 
particularly the peer review process. 
 
The most difficult part of monitoring is to analyze, interpret, and translate the information 
contained in these indicators into something that could help direct policymakers and 
decision makers to appropriate policy action. The interpretations discussed in this paper 
are meant to be starting-points for national authorities to develop more country-specific 
monitoring schemes that take into account their special needs and circumstances.  
 
Another important task is to provide the analytical groundwork in devising the appropriate 
benchmarks or threshold values for higher frequency data. However, it is to be noted that 
the macro-prudential analysis should focus not only on the symptoms - whether an MPI is 
above or below the threshold value - but on the underlying sources of chronic vulnerability.  
 
The presented composite indicators as well as the individual components of these 
summary indicators should be regularly compared to their threshold values. In terms of 
policy action, it is more important to monitor how close the figures are to their threshold 
values rather than wait for them to breach the threshold. In this sense, it is important to 
establish “rules of thumb” when interpreting surveillance results, because there may be 
several options available. For example, one can opt for a disinflationary policy to avoid 
sharp deviations of the real exchange rate from its historical trend, or adopt a policy that 
avoids unsustainable current account deficits. 
 
Despite the appeal of using MPI analysis, its limitation should be recognized. The first 
major drawback of using MPIs is the underlying assumption that an economy has a 
consistent and regular pattern prior to a crisis. It relies largely on historical precedents, but 
because of differences in the origin, severity, and timing of crises, it is possible that 
indicators that were useful for a past crisis past may not necessarily be so in the future. 
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Triggering events for different types of crises also vary, i.e. indicators for a balance-of-
payments crisis may not necessarily be very effective when used to predict a banking 
crisis. Therefore, the process of identification of MPIs should be dynamic in nature, in 
order to constantly assess the need for new indicators. Emergence of vulnerabilities in an 
as yet stable sector or a new type of vulnerabilities may call for the inclusion of innovative 
MPIs in the surveillance process. 
 
Second, MPIs that are useful for crisis prediction in one country may not be so for another. 
Reasons are differences in the stage of economic and financial development, giving rise to 
significant variations in accounting and prudential standards, in the level of financial 
sophistication, resilience of institutions, etc. However, tailor-fitting the set of MPIs to suit 
the unique economic characteristics of each country would give rise to the issue of lower 
cross-country comparability.  
  
Third, structural breaks in the time series arising due to changes in regulations or regimes 
can complicate MPI analysis. In light of these limitations, caution ought to be exercised in 
analyzing MPIs or more specifically, applying one smaller core set of leading indicators to 
a group of countries, and encouraging compilation of additional indicators that apply to a 
country’s specific situation.  
 
Fourth, there are measurement problems in capturing qualitative information. For instance, 
poor banking supervision, which has been identified as a major factor in the Asian crisis, is 
difficult to quantify and qualitative assessments may vary significantly. Other factors that 
are possibly important in predicting a crisis but which are difficult to measure include the 
quality of corporate governance, independence of the central bank, reliability of the legal 
system, political stability, and other institutional qualities.  
 
Further development of deeper and more liquid financial markets and strengthening finan-
cial institutions will be essential to prevent future crises and financial instability or to mini-
mize their impacts in the region. Such strengthening could include including greater central 
bank independence, an improved prudential supervision and regulation of financial mar-
kets, legal infrastructure, improving corporate governance and greater policy transparency.  
 
Finally, in this paper we focused on quantitative aspects of crisis monitoring. But 
qualitative aspects are not less important. It is vital that the model should not be allowed to 
take decisions for us. Models are just tools to help management in decision-making. 
Management decisions supported by objective quantitative models help to reduce vulner-
ability and economic losses. But the experience and judgment of the analyzer is most im-
portant. There are several qualitative factors in a model, such as the parameters and 
modeling assumptions used, as well as choices that relate to characteristics of the under-
lying data and the historical period form which the data was drawn. Vulnerability-manage-
ment tools and judgment and experience of the technical staff need to be strengthened 
continuously. Moreover, macro-prudential analysis requires an inter-disciplinary team, 
such as financial economists, banking and financial experts, financial institutions supervi-
sion experts, accountants, economists, econometricians, corporate sector experts, statisti-
cians etc. and the scope of capacity-building in monitoring is still wide among developing 
and transformation countries. Technical training should be provided to members of the 
ministry of finance, the central bank and capital-market and other relevant supervisory au-
thorities in order to enable them to perform meaningful interpretation and analysis of MPIs. 
Effective monitoring calls for a high degree of experience in analyzing the quantitative 
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MPIs, coupled with informed judgment on the adequacy of the institutional and regulatory 
framework of the concerned country.  
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VII Appendix: Technical Details / Sources for the Construction of the 

Indicators 
 
For each composite indicator, we list the following information: 
 

Name and short description of the 
included time series 

 

Source (e.g. EcoWin 
shortcut) and 
mathematical compilation 
of the indicator 
 

Range of the 
figures of the 
respective 
source 

 
VII.1.1 Composite Leading Indicator (CLI) 

 
 

1. Oil Price, rate of change (m-o-m) 
 

EcoWin: ew:com20455, 
WTI Crude Oil, Spot, 
USD 
 

M: Jan 46 – 
Aug 08 

2. US Leading Index, rate of change 
(m-o-m) 

 

EcoWin: ew:usa07011, 
Composite Leading 
Indicator, Amplitude 
Adjusted (that means 
our use of the HP-filter 
would not have been 
absolutely necessary) 
 

M: Jan 55 – 
Aug 08  

3. M2, growth (y-o-y) 
 

EcoWin: ew:kzt12050 M: Dec 93 – 
July 08 

4. Real Stock Price, rate of change 
(m-o-m) 

 

EcoWin: ew:kzt15501, 
divided by Kazakh CPI 
(from the Statistical 
Agency of Kazakhstan, 
SAK) to obtain real 
values 
 

D: June 00 – 
Sept 08  

5. Economic Climate for KAZ (Ifo 
World Economic Survey) 

 

Ifo World Economic 
Survey 

Q: 99Q1 – 
08Q3 

6. Industry, Manufacturing of 
Industrial Products, Expectations 

 

Source: SAK, Balanced 
Answers, Survey 
 

Q: 04Q1 – 
08Q1 

7. Industry, Expectations for Demand 
for Finished Goods 

 

Source: SAK, Balanced 
Answers, Survey 
 

Q: 04Q1 – 
08Q1 

8. Industry, Stock of Finished Goods, 
Expectations 

 

Source: SAK, Balanced 
Answers, Survey 
 

Q: 04Q1 - 
08Q1 

(5. to 8. are quarterly data, which have to be disaggregated using ECOTRIM) 
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VII.1.2 Composite Coincident Indicator (CCI) 
 
 

1. Activity Index, Physical Volume 
Index 

 

Source: SAK M: Jan 96 –Oct 
08 

2. Real Wages; monthly average 
 

Source: SAK M: Jan 03 – 
Sept 08 
 

3. Economically Active Population  
 

Source: SAK M: Jan 04 – Aug 
08 
 

4. Retail Sales, real 
 

 

Source: SAK M: Jan 00 – 
Sept 08 

 
 

VII.1.3 Composite Financial Market Risk Indicator (CFMI) 
 
 

1. M2/Foreign International Reserves 
 

EcoWin: M2 in KZT 
(ew:kzt12050) / [ Spot 
Rates in KZT/USD 
(ew:kzt19001) * Gross 
International Reserves 
(ew:kzt16105) ] 
 

 M: Dec 93 – July 08 

2. Inverse of the Real Exchange Rate 
growth (y-o-y) 

 

EcoWin: [ CPI US 
(ifs:s11163ba0zfm ) multi-
plied by Spot Rates in 
KZT/USD (ew:kzt19001) ] / 
CPI KAZ (SAK) 
 

D: Jan 95 – Sept 08 

3. Real Rate of Interest: KAZ 
Treasury Bill Interest Rate – 
Inflation  

 

EcoWin: Treasury Bills 
Rate (ifs:s91660c00zfm) – 
Inflation (ifs:s9166400xzfm)  

M: Dec 98 – June 08 

4. World Interest rate differential: KAZ 
Treasury Bill Rate of Interest – US 
Treasury Bill Rate of Interest) 

 

EcoWin: KAZ Treasury Bills 
(ifs:s91660c00zfm) - US 
Treasury Bills, 91 days 
maturity (ew:usa71225) 
 

M: Dec 98 – June 08 

5. Trade Deficit Ratio: GDP / Current 
Account Balance (both quarterly, 
data have to be disaggregated 
using ECOTRIM)  

 

EcoWin: [ Current Account 
Balance (ifs:s91678aldzfq) 
* Spot Rates KZT/USD 
(ew:kzt19001) ] / GDP 
(ifs:s91699b00zfq)  
multiplied by -1 

Q: 95Q1 – 08Q1 
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VII.1.4 Composite Banking Stress Indicator (CBI) 

 
 

1. Long term Foreign Liabilities of 
Banks / Foreign Assets 

 

EcoWin: Liabilities 
(ifs:s91626c00zfm) / 
Foreign Assets 
(ifs:s91621000zfm) 
 

M: Nov 93 – 
June 08 

2. Ratio of Bank Loans to Trade, 
Construction and Industry over 
Total Loans 

 

Source: SAK Q: 04Q1 – 08Q1 

3. Total Bank Loans growth (y-o-y) 
 

Source: SAK Q: 96Q1 – 08Q1 

4. Interest Rate Companies Paying to 
Banks – Inflation 

 

Source: SAK 
 

Q: 97Q1 – 08Q2 

5. Profitability of Banks : Interest Rate 
Companies Paying to Banks – 
Interest Rate on Treasury Bill 

 

Source: SAK, Treasury 
Bills Rates from 
EcoWin 
(ifs:s91660c00zfm) 
 

Q: 97Q1 – 08Q2 

6. Total Bank Loans / GDP 
 

Source: SAK Q: 96Q1 – 08Q1 

7. Liquidity Risk: M2/Total Loans 
 

Source: SAK, M2 from 
EcoWin (ew:kzt12050) 
 

Q: 96Q1 – 08Q1 

 
VII.1.5 International Economic Environment Indicator (IEEK) 

 
 
Ifo World Economic Survey, trade weighted*) external economic climate**) for Kazakhstan 
 
*) Economic climate is a weighted average of respective data for Italy (weight: 16), 
Switzerland (16), China P.R. (12), Russia (10), France (8), Netherlands (5), Iran (5), UK 
(3), Ukraine (2), Israel (2), Spain (2), Romania (2), Rest of world (17). 
In the period 1993 to 1st quarter 1999, Iran, Ukraine, Israel and Romania are not included. 
 
**) Arithmetic mean of judgment of present and expected economic situation. 
 
As the IEEK is only available on a quarterly basis, it has been treated with Ecotrim. 
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