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Unlocking predictive potential: the frequency-domain

approach to equity premium forecasting∗

Gonçalo Faria† Fabio Verona‡

Abstract

This paper explores the out-of-sample forecasting performance of 25 equity premium predictors

over a sample period from 1973 to 2023. While conventional time-series methods reveal that only one

predictor demonstrates significant out-of-sample predictive power, frequency-domain analysis uncov-

ers additional predictive information hidden in the time series. Nearly half of the predictors exhibit

statistically and economically meaningful predictive performance when decomposed into frequency

components. The findings suggest that frequency-domain techniques can extract valuable insights

that are often missed by traditional methods, enhancing the accuracy of equity premium forecasts.
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1 Introduction

Since Goyal and Welch (2008), there has been a surge of research on forecasting the equity premium,

with numerous new predictors and methodologies emerging. This literature has been dominated by tradi-

tional time-series analysis. While frequency-domain techniques have been around for a long time, their

application to finance and economics is relatively recent. Works like Chaudhuri and Lo (2016) on spectral

portfolio theory, Dew-Becker and Giglio (2016) on asset pricing in the frequency domain, and Crouzet,

Dew-Becker and Nathanson (2020) on multi-frequency trade models illustrate this growing relevance.

Moreover, studies by Faria and Verona (2018) and Bandi, Perron, Tamoni and Tebaldi (2019) show that

equity returns and predictors are linear aggregates of components operating over different frequencies,

and predictability is frequency-specific. Frequency-domain analysis offers a way to uncover hidden in-

formation in the original time series.

Goyal, Welch, and Zafirov (2024) reassessed the empirical performance of 46 well-known equity pre-

mium predictors with updated data until December 2021. They found that only a small fraction of the

predictors exhibited strong out-of-sample (OOS) performance. In this paper, we reexamine these predic-

tors by focusing on the information embedded in the original time series. The key question we explore is

whether valuable predictive information is hidden in the equity premium predictors’ time series. Build-

ing on Faria and Verona’s (2020) work, which showed that the lowest frequency component of the term

spread is a reliable equity premium predictor, we evaluate a broader set of predictors and their frequency

components over a longer period ending in 2023.

Our findings reveal that, while only one of the original predictors analyzed demonstrates OOS predictive

power, nearly half of the predictors’ frequency components show statistically and economically signif-

icant predictive value. A substantial portion of the standard predictors of equity risk premium in the

literature holds significant OOS predictive power, which is obscured in their original time series and can

be revealed through frequency decomposition. We evaluate the robustness of these findings with different

benchmark models and across different business cycle phases. Our results confirm that highly valuable
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information can be extracted using frequency-domain techniques, even when the original predictors per-

form poorly.

This paper is organized as follows: Section 2 details the data and methodology, section 3 discusses

empirical results, and section 4 concludes.

2 Data and methodology

We use monthly data from January 1973 (1973M01) to December 2023 (2023M12). The equity risk

premium (ERP) for month t is defined as the difference between the return on the S&P500 index in

month t and the one-month T-bill known at the beginning of month t. The predictors we use include

the following 25 variables from Goyal et al. (2024): log dividend-price ratio (DP), log dividend yield

(DY), log earnings-price ratio (EP), dividend-payout ratio (DE), excess stock return volatility (RVOL),

book-to-market ratio (BM), net equity expansion (NTIS), treasury bill rate (TBL), long-term bond yield

(LTY), long-term bond return (LTR), term spread (TMS), default yield spread (DFY), default return

spread (DFR), lagged inflation rate (INFL), average correlation of stock returns (AVGCOR), distance

to 52-week maximum price of the Dow-Jones index (DTOAT), distance to historical maximum price

of the Dow-Jones index (DTOY), log of the number of zero returns (LZRT), ratio of new orders to

shipments of durable goods (NDRBL), cross-sectional standard deviation on the set of 100 size and book-

to-market portfolios (RDSP), cross-section based tail-risk (TAIL), price of west-Texas intermediate crude

oil (WTEXAS), dividend-price ratio net of the 10-year government bond yield (YGAP), cross-sectional

skewness (SKVW), and short interest index (SII).1

1 From the 46 equity premium predictors analysed by Goyal et al. (2024), with updated time series available at
https://sites.google.com/view/agoyal145, we select the 24 predictors that are defined in monthly frequency and have data
for the full sample period (1973M021 to 2023M12). We are thankful to Matthew Ringgenberg for providing us an updated
time-series of the SII variable.
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2.1 Frequency-decomposition of the predictors

To extract the frequency components from the original variables, we employ the maximal overlap discrete

wavelet transform (MODWT) and band-pass the original time series with the Haar filter, which is com-

monly used in macroeconomic and finance applications (see e.g. Faria and Verona, 2018, 2021, Bandi et

al., 2019, Kilponen and Verona, 2022, Martins and Verona, 2023, 2024, Canova, 2024, and Stein, 2024).

Each predictor Xt is decomposed as:

Xt =
J

∑
j=1

XD j
t +XSJ

t , (1)

where XD j
t are the wavelet detail coefficient at scale j, and XSJ

t is the wavelet smooth coefficient. These

coefficients are given by

XD j
t =

1
2 j

[
2( j−1)−1

∑
i=0

Xt−i−
2 j−1

∑
i=2( j−1)

Xt−i

]
(2)

and

XSJ
t =

1
2J

2J−1

∑
i=0

Xt−i . (3)

The decomposition allows us to break the original time series into different components that fluctuate at

distinct frequencies. Given the length of the data series, we consider seven frequency components. The

first component (D1) captures oscillations between 2 and 4 months, the second component (D2) captures

oscillations between 4 and 8 months, while components D3 to D6 capture oscillations with a period

of 8-16, 16-32, 32-64, and 64-128 months, respectively. Finally, component S6 captures oscillations

with a period longer than 128 months (10.6 years). Importantly, the sum of these time series frequency

components gives exactly the time series of the original variable.2

To demonstrate the dynamics embedded – and often obscured – within the original time series, figure 1

presents the time series of one of the predictors (the short interest index) alongside its seven frequency

2 In the MODWT, each wavelet filter at frequency j approximates an ideal high-pass filter with passband f ∈[
1/2 j+1 , 1/2 j

]
, while the smooth component is associated with frequencies f ∈

[
0 , 1/2 j+1

]
. The level j wavelet compo-

nents are therefore associated to fluctuations with periodicity
[
2 j , 2 j+1

]
(months, in this case). As regards the choice of J, the

number of observations dictates the maximum number of frequency bands that can be used. In particular, if t0 is the number
of observations in the in-sample period, then J has to satisfy the constraint J ≤ log2 t0.
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components. These frequency components exhibit distinct time series characteristics and behavior, sug-

gesting that only certain components carry valuable predictive information, making them potentially

strong predictors.

2.2 Out-of-sample (OOS) forecasts

The OOS forecasts of the ERP are generated using a sequence of expanding windows. We use an initial

sample (1973:M01 to 1989:M12) to make our first one-step-ahead OOS forecast. The sample is then

increased by one observation and a new one-step-ahead OOS forecast is produced. The full OOS period

runs from 1990M01 to 2023M12, that is, we produce 408 one-step-ahead monthly OOS forecasts.

In the forecasting exercise, we use a two-sided version of the Haar filter (see Stein, 2024), so we re-

compute the frequency components of the original predictors at each iteration of the OOS forecasting

process using data from the start of the sample through the month of forecast formation. This step en-

sures that our method does not have a look-ahead bias, as the forecasts are made with current and past

information only.3 Likewise, when using a two-sided filter some assumptions as regards how to deal

with boundary observations has to be made. The literature suggests several types of boundary treatment

rules to deal with boundary effects (e.g. periodic rule, reflection rule, zero padding rule, and polynomial

extension). Here, we use a reflection rule, whereby the original time series are reflected symmetrically at

the boundaries before filtering the time series.

2.2.1 Predictive regression model

Let X be a predictor. The predictive regression model for the equity premium is

ERPt+1 = α +βXt + εt+1 , (4)

3 The SII is also computed recursively at each step of the OOS period. See Rapach, Ringgenberg and Zhou (2016) for
details.
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and the one-step-ahead OOS forecast of the ERP, denoted ÊRPt+1, is given by:

ÊRPt+1 = α̂t + β̂tXt , (5)

where α̂ and β̂ are the Ordinary Least Squares (OLS) estimates of parameter α and β , respectively.

As predictors, we consider one original predictor at a time (model denoted TD), or one frequency com-

ponent of one original predictor at a time.

2.2.2 Performance measurement

The OOS forecasting performance of each predictor is evaluated using the Campbell and Thompson

(2008) R2
OS statistic, which measures the proportional reduction in the mean squared forecast error

(MSFE) for the predictive model relative to a benchmark and is given by:

R2
OS = 100

1−
∑

T−1
t=t0

(
rt:t+1− ÊRPt+1

)2

∑
T−1
t=t0

(
rt:t+1− ÊRP

benchmark
t+1

)2

 , (6)

where ÊRP
benchmark
t+1 is the forecast from the historical mean (HM) model, which is the standard bench-

mark model in the literature (see e.g. Goyal and Welch, 2008). Following e.g. Rapach et al. (2016), we

evaluate the statistical significance of the R2
OS using the Clark and West (2007) statistic. This statistic tests

the null hypothesis that the MSFE of the HM model is less than or equal to the MSFE of the predictive

model against the alternative hypothesis that the MSFE of the HM model is greater than the predictive

model (H0 : R2
os ≤ 0 against HA : R2

os > 0).

Additionally, to analyze the economic value of the different predictors from an asset allocation perspec-

tive, we consider a mean-variance investor allocating his wealth between equities and risk-free bills. At

6



the end of month t, the investor optimally allocates:

wt =
1
γ

R̂t+h

σ̂2
t+h

(7)

of the portfolio to equity for the period from t to t+h. In (7), γ is the investor’s relative risk aversion

coefficient, R̂t+h is the OOS forecast of stock return at time t for the period t+h, and σ̂2
t+h is the OOS

forecast of the variance of the stock return. Following Rapach et al. (2016), we assume a relative risk

aversion coefficient of three, use a ten-year moving window of past excess returns to estimate the variance

of the excess return, and constrain the weights wt to a range between -0.5 and 1.5.

The average utility (or certainty equivalent return, CER) of an investor that uses the portfolio rule (7) is

given by CER = RP− 0.5γσ2
RP, where RP and σ2

RP are the sample mean and variance of the portfolio

return, respectively. We report the annualized utility gain from using the predictive models associated

with different predictors, which is computed as the difference between the CER for an investor that uses

the predictive model to forecast excess returns and the CER for an investor who uses the HM benchmark

for forecasting. To test if the CER gains are statistically greater than zero, we follow Bianchi, Buchner

and Tamoni (2021) and use the Diebold and Mariano (1995) test.

3 Results

Table 1 reports the R2
OS statistic for each individual predictor, using both its original time series (TD

model) and its frequency components (D1 to S6). The analysis yields three main findings. First, out of all

the original predictors, only the short interest index (SII) demonstrates out-of-sample predictive power

for the equity premium, with a positive R2
OS. This result indicates that, using the updated sample period

ending in 2023, the performance of the traditional predictors is generally worse than previously reported

by Goyal et al. (2024).

Second, when the predictors are decomposed into their frequency components, a significant improve-
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ment in predictive power is observed. Specifically, eleven predictors (EP, RVOL, BM, LTR, TMS, INFL,

NDRBL, TAIL, WTEXAS, YGAP, SII) exhibit statistically significant out-of-sample predictive perfor-

mance at specific frequencies. For instance, the fifth frequency component of the SII, which captures

oscillations between 32 and 64 months, achieves an R2
OS of 1.67 %, statistically significant at the 1 %

level.

Third, the predictive power of the frequency components is dependent on the specific predictor being

analyzed. While some predictors reveal strong predictive capabilities in lower frequencies, others show

improvements at higher frequencies. Nevertheless, it becomes evident that the frequency-domain ap-

proach extracts valuable information from all frequencies of the predictors that is otherwise concealed in

their original time series.

Table 1 illustrates that the best-performing predictors are the sixth and first frequency components of

WTEXAS (WT EXASS6 and WT EXASD1), and the fourth and fifth components of SII (SIID4 and SIID5).

For those four predictors, in figure 2, the time-series plots of the cumulative squared prediction error

differences between the benchmark historical mean forecast and the forecasts based on both the original

predictors and their frequency components provide further insights. For the WTEXAS predictor, the

results show that the frequency-domain forecasts (depicted by the blue lines) provide more stable and

consistent out-of-sample gains compared to the forecasts using the original time series (black lines).

Notably, a structural break is observed around the global financial crisis, after which the original time-

series forecasts significantly underperform. The results for SII show that both the original time series

and the selected frequency components outperform the benchmark after the global financial crisis. This

highlights the relevance of frequency-domain methods in capturing important predictive signals during

different phases of the economic cycle.

In addition to the statistical measures presented so far, table 2 presents the economic value of the fre-

quency components from an asset allocation perspective. Using a mean-variance investor framework,

we compute the certainty equivalent return (CER) gains. Four original predictors (TBL, LTY, SKVW,

and SII) deliver positive and statistically significant CER gains, despite some of them having negative
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R2
OS.4 In contrast, eleven predictors, including DP, DY, EP, BM, TMS, INFL, NDRBL, TAIL, WTEXAS,

YGAP, and SII, show statistically significant CER gains when their frequency components are used. No-

tably, the maximum CER gain achieved through the frequency components is 458 basis points (SIID5),

which is higher than the maximum CER gain achieved with the original predictors (368 basis points with

SII).

We also compute the R2
OS and CER gains for each frequency component relative to its original predictor,

rather than the historical mean benchmark. Tables 3 and 4 summarize these results, showing that the

frequency components consistently outperform their original time-series counterparts. At least one fre-

quency component from seventeen predictors achieves a statistically significant R2
OS, and eight predictors

deliver positive and significant CER gains.

Finally, following Rapach, Strauss and Zhou (2010), we examine the predictive performance of the pre-

dictors across different phases of the business cycle by separating the sample into periods of bad, normal,

and good growth based on U.S. industrial production growth rates. The results, presented in tables 5 to

10, demonstrate that frequency-domain methods provide robust predictive power across all phases of the

business cycle. The predictors WT EXASS6 and WT EXASD1 continue to rank among the top performers

during bad- and normal-growth phases, while SIID5 is among the top performers during both bad- and

good-growth phases. This consistency across different phases supports the hypothesis that frequency-

domain forecasts offer more stable out-of-sample gains over time.

In sum, a substantial number of equity premium predictors exhibit hidden predictive value in their fre-

quency components. These components not only offer statistically significant predictive power but also

provide economically meaningful gains, confirming the efficacy of frequency decomposition in enhanc-

ing the predictive performance of equity premium predictors.

4 This is consistent with previous findings that forecast error-based measures, such as R2
OS, are not necessarily correlated

with economic gains, as documented by Leitch and Tanner (1991) and Kelly, Malamud and Zhou (2024).
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4 Conclusion

Goyal et al. (2024) found that only a small fraction of well-known equity premium predictors performed

reasonably well in out-of-sample (OOS) forecasts. Using a similar set of predictors, we extended the

analysis to the period ending in December 2023. Our findings show that only one predictor from the

original time series, the short interest index (SII), demonstrates significant predictive power for the equity

premium. This aligns with previous findings, reinforcing the idea that many traditional predictors perform

poorly in OOS forecasts when assessed through conventional time-domain analysis.

Motivated by these results, we explored whether there is valuable predictive information hidden within

the time series of these equity premium predictors, which may not be evident when looking solely at their

original time series. Our main finding is that a significant portion of the standard equity risk premium

predictors in the literature have strong OOS predictive power when their frequency components are con-

sidered. By decomposing the time series into frequency bands using wavelet techniques, we uncovered

hidden predictive signals. Nearly half of the predictors showed frequency components with statistically

and economically significant predictive power, even when the original time series performed poorly.

These results hold up under various benchmark models and across different phases of the business cycle.

This study highlights the potential of frequency-domain techniques for extracting valuable information

from predictors that are otherwise noisy or ineffective in their original form. The evidence suggests that

relying solely on traditional time-domain models may lead to underestimating the predictive capabili-

ties of certain variables. Our findings demonstrate the importance of considering the entire frequency

spectrum when assessing the predictive power of equity premium predictors.

In conclusion, frequency decomposition provides a robust framework for uncovering hidden predictive

signals within the time series of widely-used equity premium predictors. This approach offers both

statistical and economic gains, underscoring its efficacy for future empirical work in financial forecasting.
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Figure 1: SII time series with frequency decomposition
This figure plots the time series of the short interest index (SII, upper left graph) and the seven frequency compo-
nents into which the time series is decomposed using a Haar filter (SIID1 ,..., SIID6 , and SIIS6 , remaining graphs).
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Figure 2: Cumulative differences in squared forecast errors
Cumulative differences in squared forecast errors, equity premium out-of-sample forecasts based on individual
predictors. Black (blue) line delineates the cumulative difference in squared forecast errors for the historical average
forecast relative to the predictive regression forecast using the original time-series of individual predictors (selected
frequency component). The out-of-sample period is from 1990:M01 to 2023:M12.
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TD D1 D2 D3 D4 D5 D6 S6

DP -1.55 -26.1 -20.9 -4.64 -0.96 -0.59 -0.56 -0.67
DY -1.69 -0.06 -50.9 -22.8 -4.26 -1.02 -0.59 -0.67
EP -0.88 -27.2 -10.8 0.44** 0.29 -0.31 -1.61 -0.63
DE -1.54 -10.4 -30.6 -6.68 -0.72 -0.99 -1.61 0.26
RVOL -0.08 -0.24 -3.67 -4.22 -2.21 0.30* -0.41 -1.15
BM -0.43 -5.03 -4.09 -1.00 -0.01 0.40** 0.15 -0.43
NTIS -2.19 -0.01 -1.15 -2.67 -2.36 -2.04 -1.37 -1.09
TBL -0.13 -0.01 0.05 -1.32 -3.81 -1.38 -0.13 -0.28
LTY -0.10 -0.66 -0.11 -0.70 -0.09 -0.05 -0.01 -0.68
LTR -0.42 -0.32 -2.36 -2.31 -2.01 -0.97 -0.15 0.51*
TMS -0.97 -0.11 -0.20 -1.29 -2.49 -1.47 -0.54 1.00***
DFY -2.14 -1.03 -5.20 -12.2 -6.62 -1.46 -0.82 -0.74
DFR -2.25 0.06 -2.01 -11.3 -11.5 -2.44 -0.76 -1.90
INFL -0.54 0.69* 0.68* -0.90 -0.80 0.80** 0.44* 0.12
AVGCOR -0.41 -5.16 -11.5 -2.75 -0.45 -0.70 -0.31 -1.94
DTOAT -0.03 -16.5 -8.84 -0.14 0.03 -0.25 -1.55 -2.73
DTOY -0.21 -13.9 -5.64 -0.19 -0.88 -2.44 -3.86 -3.94
LZRT -0.95 -0.52 -1.04 -3.46 -3.92 -2.04 -1.52 -0.91
NDRBL -1.57 -0.28 -0.28 -7.89 -5.23 -1.48 -0.29 0.06*
RDSP -0.92 -0.21 -0.58 -1.15 -0.56 -0.94 -1.31 -0.78
TAIL -0.36 0.61* -0.54 -2.67 -0.89 -0.69 0.28 1.03**
WTEXAS -0.41 1.05** 0.25 -2.06 -0.84 -0.97 -0.10 1.19**
YGAP -0.89 -27.7 -12.4 0.55** 0.35 -0.32 -1.63 -0.64
SKVW -0.68 -2.55 -0.42 -0.57 -3.83 -3.03 -0.42 -1.84
SII 0.79*** 0.01 -1.81 -0.14 1.36*** 1.67*** 0.38** 0.46*

Table 1: R2
OS vs HM

R2
OS (in percentage) for the equity premium forecasts from the model as given by equation (6), considering the

historical mean (HM) as the benchmark for forecasting. Column (TD) reports the results when using the original
time-series of each predictor. Remaining columns report the results when using frequencies D1 to S6, respectively,
from each predictor. The out-of-sample period is from 1990:M01 to 2023:M12. ***, **, and * denote statistically
significant coefficients at the 1 %, 5 %, and 10 % level, respectively. Statistical significance is based on the p-value
for the Clark and West (2007) out-of-sample MSFE-adjusted statistic.
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TD D1 D2 D3 D4 D5 D6 S6

DP -2.44 -2.42 -3.74 -2.96 -2.43 -1.37 -0.48 0.15**
DY -2.31 -0.30 -4.77 -3.90 -4.39 -2.13 -0.57 0.09*
EP -0.32 2.89 3.99* 3.11 1.92 0.97 0.40 0.16**
DE -0.52 0.81 -2.53 -1.46 -0.27 0.20 0.54 1.56
RVOL -1.46 -0.41 -2.38 -1.47 -1.67 -0.21 -0.68 0.44
BM -0.64 -3.34 -4.59 -1.94 -0.47 0.73 0.53 0.40***
NTIS -1.81 -0.05 -0.21 -1.00 -2.03 -2.28 -1.33 -1.80
TBL 0.83*** 0.03 -0.28 -1.32 -2.14 -1.76 0.04 -0.12
LTY 0.29** -0.70 -0.88 -0.61 0.00 -0.04 0.05 -0.84
LTR -0.62 -0.28 -1.05 -1.78 0.26 -1.17 -0.47 1.01
TMS -0.35 -0.19 -0.31 -1.84 -2.88 -1.72 -0.82 3.86**
DFY -3.57 -0.94 -3.13 -4.46 -4.90 -1.95 -0.97 -1.09
DFR 0.86 1.27 -0.42 -2.54 -4.39 -0.18 0.77 -0.04
INFL -0.57 1.37 1.11 -1.13 0.68 2.17 1.36 1.60***
AVGCOR -0.23 -3.19 -3.55 -3.71 0.35 -0.86 0.29 -1.91
DTOAT -1.31 -1.73 -3.39 -1.39 -0.27 0.33 0.06 -3.12
DTOY -1.31 -1.68 -3.07 -1.13 -0.90 -0.92 0.82 -1.39
LZRT -0.75 -1.39 1.13 0.08 -2.31 -0.55 -0.60 -1.33
NDRBL -0.21 -0.47 -0.51 -4.98 -4.54 -2.63 -0.09 1.91***
RDSP -0.63 -0.84 -1.03 -0.52 0.54 -0.28 0.72 0.03
TAIL 1.42 2.48* 0.28 -3.15 -1.59 -0.91 1.08 4.16***
WTEXAS 0.83 1.10 0.28 -2.09 -0.60 -0.91 0.72 3.33*
YGAP -0.26 3.23* 4.03* 3.15 2.19 1.08 0.47 0.18**
SKVW 1.43* -2.78 -1.05 -1.03 -4.18 -3.04 -0.43 -2.06
SII 3.68*** 0.10 -2.46 0.67 2.05*** 4.58*** 4.18*** 2.07**

Table 2: CER gains vs. HM
CER gains computed for a mean-variance investor with relative risk aversion γ = 3, considering the historical mean
(HM) as the benchmark for forecasting. First column (T D) reports the results when using the original time-series
of each predictor. Remaining columns report the results when using frequencies D1 to S6, respectively, from each
predictor. The out-of-sample period is from 1990:M01 to 2023:M12. ***, **, and * denote statistically significant
coefficients at the 1 %, 5 %, and 10 % level, respectively. Statistical significance is based on the Diebold and
Mariano (1995) test.
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D1 D2 D3 D4 D5 D6 S6

DP -24.1 -19.1 -3.04 0.58* 0.95** 0.97** 0.87**
DY 1.60*** -48.3 -20.7 -2.52 0.66* 1.08** 1.01**
EP -26.1 -9.84 1.31** 1.16** 0.57** -0.72 0.26
DE -8.71 -28.6 -5.07 0.80** 0.53* -0.07 1.77*
RVOL -0.16 -3.59 -4.14 -2.13 0.38* -0.33 -1.07
BM -4.58 -3.6 5 -0.58 0.42 0.82** 0.57** 0.00
NTIS 2.13*** 1.02** -0.47 -0.17 0.15 0.81* 1.08**
TBL 0.12 0.17 -1.20 -3.68 -1.25 0.00 -0.16
LTY -0.56 0.00 -0.60 0.01 0.05 0.10 -0.58
LTR 0.09 -1.94 -1.89 -1.59 -0.55 0.27 0.92**
TMS 0.85** 0.77** -0.31 -1.51 -0.50 0.42* 1.95***
DFY 1.08** -2.99 -9.81 -4.39 0.67** 1.29** 1.37***
DFR 2.26* 0.24 -8.84 -9.07 -0.18 1.46* 0.34*
INFL 1.23** 1.22** -0.35 -0.25 1.33** 0.98** 0.67**
AVGCOR -4.74 -11.0 -2.33 0.04 -0.29 0.09 -1.53
DTOAT -16.5 -8.81 -0.10 0.06 -0.21 -1.51 -2.69
DTOY -13.6 -5.42 0.01 -0.67 -2.23 -3.65 -3.72
LZRT 0.42 -0.09 -2.49 -2.95 -1.08 -0.57 0.04
NDRBL 1.28** 1.28** -6.21 -3.59 0.09* 1.26** 1.61**
RDSP 0.70 0.33 -0.23 0.35 -0.02 -0.38 0.13
TAIL 0.97** -0.18 -2.30 -0.53 -0.33 0.64** 1.38**
WTEXAS 1.46** 0.65* -1.65 -0.43 -0.55 0.31* 1.59**
YGAP -26.6 -11.4 1.43** 1.23** 0.57** -0.74 0.25
SKVW -1.85 0.26 0.11 -3.12 -2.33 0.26 -1.15
SII -0.79 -2.62 -0.94 0.57** 0.89** -0.42 -0.33

Table 3: R2
OS vs TD

R2
OS (in percentage) for the equity premium forecasts from the model as given by equation (6), considering the time

domain (TD) model as the benchmark for forecasting. Columns report the results when using frequencies D1 to S6,
respectively, from each predictor. The out-of-sample period is from 1990:M01 to 2023:M12. ***, **, and * denote
statistically significant coefficients at the 1 %, 5 %, and 10 % level, respectively. Statistical significance is based on
the p-value for the Clark and West (2007) out-of-sample MSFE-adjusted statistic.
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D1 D2 D3 D4 D5 D6 S6

DP 0.02 -1.30 -0.52 0.01 1.07 1.96* 2.59***
DY 2.01** -2.46 -1.60 -2.08 0.17 1.73 2.39***
EP 3.21* 4.31** 3.44* 2.24 1.29* 0.73 0.48
DE 1.32 -2.02 -0.95 0.25 0.72 1.06 2.07
RVOL 1.05 -0.91 0.00 -0.21 1.25 0.78 1.90
BM -2.70 -3.95 -1.30 0.17 1.37 1.17 1.04***
NTIS 1.76 1.60 0.81 -0.22 -0.47 0.47 0.01
TBL -0.80 -1.11 -2.15 -2.97 -2.59 -0.79 -0.95
LTY -0.99 -1.17 -0.90 -0.29 -0.33 -0.24 -1.13
LTR 0.35 -0.43 -1.16 0.88 -0.55 0.15 1.63
TMS 0.17 0.04 -1.49 -2.53 -1.36 -0.47 4.21***
DFY 2.63** 0.44 -0.89 -1.32 1.62** 2.60* 2.48**
DFR 0.41 -1.29 -3.40 -5.26 -1.04 -0.10 -0.90
INFL 1.94 1.68 -0.56 1.26 2.75 1.93 2.17***
AVGCOR -2.96 -3.32 -3.48 0.58 -0.63 0.52 -1.68
DTOAT -0.41 -2.08 -0.07 1.04 1.64 1.37 -1.81
DTOY -0.37 -1.76 0.18 0.41 0.39 2.13 -0.08
LZRT -0.64 1.88 0.83 -1.56 0.19 0.15 -0.59
NDRBL -0.26 -0.30 -4.77 -4.33 -2.42 0.12 2.12
RDSP -0.21 -0.40 0.11 1.18 0.35 1.35 0.66
TAIL 1.06 -1.14 -4.57 -3.01 -2.32 -0.34 2.74
WTEXAS 0.27 -0.55 -2.92 -1.43 -1.75 -0.11 2.50
YGAP 3.48* 4.29** 3.40* 2.45* 1.33* 0.73 0.44
SKVW -4.22 -2.48 -2.47 -5.62 -4.48 -1.87 -3.49
SII -3.58 -6.14 -3.01 -1.63 0.90 0.50 -1.61

Table 4: CER gains vs. TD
CER gains computed for a mean-variance investor with relative risk aversion γ = 3, considering the time domain
(TD) model as the benchmark for forecasting. Columns report the results when using frequencies D1 to S6, re-
spectively, from each predictor. The out-of-sample period is from 1990:M01 to 2023:M12. ***, **, and * denote
statistically significant coefficients at the 1 %, 5 %, and 10 % level, respectively. Statistical significance is based on
the Diebold and Mariano (1995) test.
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TD D1 D2 D3 D4 D5 D6 S6

DP -1.27 -30.7 -24.0 -3.17 -0.21 -0.34 -0.27 -1.11
DY -1.39 0.33 -48.0 -20.1 -2.25 -0.24 -0.21 -1.14
EP -1.70 -30.5 -7.64 5.26** 0.20 -0.85 -1.90 -0.88
DE -1.93 -24.3 -47.5 -5.08 -0.27 -1.33 -2.12 1.37**
RVOL 0.06 0.13 -0.48 -1.22 -1.26 0.28 -0.73 -1.74
BM -0.70 -4.17 -1.53 1.29* 0.98* 0.82** 0.18 -0.58
NTIS -3.65 0.21 0.63 -4.76 -4.74 -4.57 -2.04 -1.00
TBL 0.02 -0.09 0.00 -3.08 -5.75 -1.12 -0.10 -0.40
LTY -0.23 -1.23 0.07 0.28 -0.08 -0.39 -0.14 -0.85
LTR 0.10 -0.82 -2.00 -2.17 1.08* -0.17 0.13 0.60
TMS -0.23 -0.09 -0.20 -2.44 -3.32 -0.74 -0.26 1.71**
DFY -1.80 -1.59 -8.06 -17.4 -4.52 -0.82 -1.14 -1.03
DFR -11.7 -1.38 -7.65 -26.2 -15.8 -4.61 -2.24 -3.40
INFL -0.57 0.67 2.21* -1.26 -1.70 1.17* 0.44 0.13
AVGCOR -0.74 -5.21 -11.1 -4.74 -0.84 -1.02 -0.14 -1.46
DTOAT 0.19 -21.5 -9.98 0.98 -0.10 -0.88 -2.40 -2.26
DTOY -0.12 -15.7 -2.23 0.62 -1.25 -4.49 -4.10 -4.18
LZRT -1.29 0.31 -2.39 -5.23 -2.86 -1.03 -1.05 -0.85
NDRBL -1.05 -0.29 0.10 -9.01 -5.74 -1.47 0.37 0.57
RDSP -0.75 0.37 -1.25 -1.22 0.18 -0.39 0.36 -1.68
TAIL 1.12 0.43 -0.60 -3.65 -0.91 -0.08 1.51* 1.72*
WTEXAS 1.28* 3.51** 1.65* -3.28 -3.27 -1.70 0.71 2.01**
YGAP -1.72 -30.7 -9.19 5.54** 0.24 -0.90 -1.93 -0.86
SKVW -0.54 -0.81 0.46 -0.85 -2.44 -1.80 -0.77 -1.03
SII 1.12** 0.04 -2.01 -0.30 1.44** 2.35** 0.27 0.52

Table 5: R2
OS vs HM: bad growth periods

R2
OS (in percentage) for the equity premium forecasts from the model as given by equation (6), considering the

historical mean (HM) as the benchmark for forecasting. Column (TD) reports the results when using the original
time-series of each predictor. Remaining columns report the results when using frequencies D1 to S6, respectively,
from each predictor. The out-of-sample period is from 1990:M01 to 2023:M12. Bad-growth regime is defined as
the bottom third of US industrial production sorted values. ***, **, and * denote statistically significant coefficients
at the 1 %, 5 %, and 10 % level, respectively. Statistical significance is based on the p-value for the Clark and West
(2007) out-of-sample MSFE-adjusted statistic.
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TD D1 D2 D3 D4 D5 D6 S6

DP -2.29 -1.39 -2.51 -2.81 -1.76 -0.90 0.22 -1.13
DY -2.06 0.16 -4.42 -2.56 -1.98 -0.99 0.53 -1.28
EP -1.14 7.34 9.12** 7.93** 1.82 1.35 -0.41 -0.53
DE 0.96 1.98 -4.42 -2.27 0.39 1.25 0.22 3.74*
RVOL -1.75 0.02 -0.97 -0.55 -3.07 -0.92 -1.76 -0.41
BM -1.45 -6.03 -5.05 0.43 1.93* 2.00* 0.63 -0.06
NTIS -4.46 0.35 1.61 -2.06 -5.21 -7.25 -2.93 -1.92
TBL 0.66* -0.18 -0.93 -3.41 -5.08 -2.79 -0.10 -0.76
LTY -0.26 -2.34 -0.02 1.47 0.07 -1.40 -0.32 -1.53
LTR -0.18 -1.59 -1.58 0.05 2.05 -0.04 0.57 0.91
TMS -0.81 -0.33 -0.45 -4.90 -4.89 -1.66 -0.35 5.51
DFY -2.70 -1.04 -5.12 -3.33 -2.47 -1.46 -1.17 -2.31
DFR -3.14 0.09 -5.75 -4.49 -7.79 -3.46 -0.72 -3.32
INFL -0.24 2.15 2.51 -0.88 -1.96 2.77 1.54 1.35**
AVGCOR -0.91 -2.32 -3.55 -4.37 -0.74 -1.40 0.60 -0.95
DTOAT -1.65 -3.87 -0.33 -0.33 -0.44 -0.26 -0.75 -4.29
DTOY -1.24 -1.96 -0.34 0.01 -1.84 -4.46 1.27 -3.26
LZRT -1.03 -1.47 0.79 -0.95 -3.39 -0.31 -0.53 -1.71
NDRBL 0.96 -0.91 -0.29 -4.86 -3.73 -3.15 1.11 2.64***
RDSP -0.80 0.39 -2.56 -0.16 2.09 1.26 4.79 -0.42
TAIL 4.97 2.71 -0.37 -6.90 -1.85 0.07 4.53 5.33*
WTEXAS 2.99 3.54 1.56 -3.79 -4.98 -1.52 3.13 4.43
YGAP -0.99 7.85* 9.35** 7.57** 2.17 1.42 -0.44 -0.42
SKVW -0.23 -3.00 -1.04 -1.42 -2.19 -1.04 -1.18 -0.72
SII 4.21** 0.19 -4.18 1.54 2.57** 6.39*** 2.81 2.59

Table 6: CER gains vs. HM: bad growth periods
CER gains computed for a mean-variance investor with relative risk aversion γ = 3, considering the historical mean
(HM) as the benchmark for forecasting. First column (T D) reports the results when using the original time-series
of each predictor. Remaining columns report the results when using frequencies D1 to S6, respectively, from each
predictor. The out-of-sample period is from 1990:M01 to 2023:M12. Bad-growth regime is defined as the bottom
third of US industrial production sorted values. ***, **, and * denote statistically significant coefficients at the
1 %, 5 %, and 10 % level, respectively. Statistical significance is based on the Diebold and Mariano (1995) test.
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TD D1 D2 D3 D4 D5 D6 S6

DP -0.83 -16.2 -18.5 -5.89 -2.60 -1.17 0.35 1.11
DY -0.98 -0.81 -47.3 -27.1 -8.43 -2.14 0.33 1.12
EP 0.63 -15.5 -19.6 -7.56 -3.23 -0.32 -1.09 0.37
DE -1.57 -0.14 -12.7 -8.85 -4.40 -1.85 -0.84 -0.77
RVOL -1.11 -0.14 -6.60 -10.5 -4.75 0.70 0.88* 0.11
BM 0.34 -2.90 -3.14 -1.67 -1.51 -0.23 0.43 0.33
NTIS -0.98 -0.17 -2.75 0.48 1.14 0.83 -2.43 -1.94
TBL -0.29 0.11 0.48 0.57 -1.48 -1.55 -0.01 -0.24
LTY -0.52 -0.07 -0.92 -1.91 0.60 0.22 -0.08 -0.85
LTR -0.61 -0.19 -3.26 -3.72 -4.42 -0.77 -0.24 0.47
TMS -0.58 0.01 0.06 0.11 -1.72 -1.89 -0.42 1.20**
DFY -2.73 0.24 -1.67 -6.56 -7.62 -2.58 -0.13 0.00
DFR 0.17 0.86 0.07 -6.75 -12.4 -1.80 0.12 -0.81
INFL 0.14 0.29 -1.42 -0.43 0.22 0.24 0.92 0.88
AVGCOR -1.55 -2.75 -10.1 -3.54 -0.90 0.54 -0.02 -1.49
DTOAT -0.49 -9.98 -10.6 -0.65 -0.16 0.14 -0.14 -3.02
DTOY -0.48 -6.13 -6.99 -0.20 0.48 0.29 -3.85 -2.55
LZRT 0.58 -0.45 3.14** -0.10 -3.31 -1.93 -1.26 0.17
NDRBL -0.85 -0.35 -0.32 -5.21 -4.66 -1.75 -0.32 0.57
RDSP -0.74 -0.45 0.41 -0.80 -0.77 -0.49 -0.99 1.38
TAIL -0.85 0.52 1.60** -0.60 -0.52 -0.52 0.78 -0.62
WTEXAS 3.23** 2.26** 0.55 -0.08 1.17 1.48* 0.68 2.63**
YGAP 0.65 -16.5 -21.9 -7.86 -3.19 -0.28 -1.15 0.37
SKVW -0.32 -2.44 0.38 -0.21 -4.23 -3.04 -0.06 -3.34
SII -2.75 -0.12 -0.59 -0.65 -0.64 -1.67 -3.25 -0.97

Table 7: R2
OS vs HM: normal growth periods

R2
OS (in percentage) for the equity premium forecasts from the model as given by equation (6), considering the

historical mean (HM) as the benchmark for forecasting. Column (TD) reports the results when using the original
time-series of each predictor. Remaining columns report the results when using frequencies D1 to S6, respectively,
from each predictor. The out-of-sample period is from 1990:M01 to 2023:M12. Normal-growth regime is defined
as the middle third of US industrial production sorted values. ***, **, and * denote statistically significant coef-
ficients at the 1 %, 5 %, and 10 % level, respectively. Statistical significance is based on the p-value for the Clark
and West (2007) out-of-sample MSFE-adjusted statistic.
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TD D1 D2 D3 D4 D5 D6 S6

DP -1.18 1.91 -4.06 -1.57 -4.69 -2.39 1.38 0.41
DY -1.22 -0.84 -3.08 -4.81 -7.94 -3.32 1.62 0.44
EP 0.98 4.14 -0.14 -4.13 -0.37 0.20 1.24 0.06
DE -1.77 -0.57 -1.50 -1.04 -1.45 -2.04 0.63 -0.44
RVOL -2.35 -0.66 -1.72 -2.90 0.56 1.99 0.07 2.36
BM -0.15 1.38 -2.65 -1.55 -2.93 -0.32 1.28 -0.18
NTIS -0.47 -0.44 -0.85 0.83 1.70 2.07 -2.75 -2.72
TBL 0.83* 0.18 1.25 1.72 1.15 -0.59 0.67 -0.38
LTY 0.06 -0.03 -1.98 0.92 2.01 1.12 0.05 -1.23
LTR -0.04 -0.07 0.49 -4.55 -3.00 -1.99 0.14 1.17
TMS 1.54 0.20 0.19 0.73 -2.11 -1.38 -0.28 4.66**
DFY -4.59 1.28 -0.43 -5.41 -7.42 -2.96 -0.14 -0.65
DFR 0.73 1.43 0.92 -2.23 -3.32 3.08 2.31 -0.98
INFL -0.31 0.12 -0.33 -0.50 2.48 2.03 1.93 1.41
AVGCOR -0.25 -2.21 -2.69 -3.32 -1.74 0.96 0.71 -2.67
DTOAT -1.18 4.04 -3.34 0.19 -0.73 0.40 1.48 -2.21
DTOY -1.77 4.02 -3.66 -0.42 0.86 3.53 0.59 0.33
LZRT 1.86 0.21 3.88 2.42 0.55 2.56 1.52 -1.42
NDRBL -0.86 -0.20 -0.49 -2.63 -3.19 -1.46 -0.35 0.55
RDSP -0.09 -1.37 0.43 -0.41 -0.55 0.04 0.69 2.24
TAIL 0.83 1.75 2.72 0.62 -0.81 -0.71 1.59 2.99
WTEXAS 4.80* 3.25 1.01 -0.17 4.31** 1.68 0.85 4.83
YGAP 1.11 4.42 -0.25 -4.03 -0.47 0.29 1.29 0.06
SKVW 2.88 -3.15 1.16 -0.27 -5.68 -4.03 0.31 -4.25
SII 1.26 -0.24 -0.22 -0.93 0.84* 1.74 2.97* 0.54

Table 8: CER gains vs. HM: normal growth periods
CER gains computed for a mean-variance investor with relative risk aversion γ = 3, considering the historical mean
(HM) as the benchmark for forecasting. First column (T D) reports the results when using the original time-series
of each predictor. Remaining columns report the results when using frequencies D1 to S6, respectively, from each
predictor. The out-of-sample period is from 1990:M01 to 2023:M12. Normal-growth regime is defined as the
middle third of US industrial production sorted values. ***, **, and * denote statistically significant coefficients at
the 1 %, 5 %, and 10 % level, respectively. Statistical significance is based on the Diebold and Mariano (1995) test.
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TD D1 D2 D3 D4 D5 D6 S6

DP -2.58 -29.5 -19.3 -5.30 -0.38 -0.35 -1.78 -1.77
DY -2.73 0.15 -57.7 -22.1 -2.88 -0.94 -1.91 -1.73
EP -1.27 -34.0 -6.66 1.87** 3.67** 0.37 -1.73 -1.24
DE -1.02 -2.61 -26.2 -6.67 2.13* 0.22 -1.67 -0.15
RVOL 0.70 -0.80 -4.92 -2.15 -1.03 -0.04 -1.21 -1.58
BM -0.80 -8.07 -8.14 -3.24 0.16 0.45 -0.15 -0.95
NTIS -1.49 -0.13 -1.89 -2.99 -2.66 -1.54 0.46 -0.41
TBL -0.15 -0.01 -0.29 -0.89 -3.57 -1.54 -0.28 -0.17
LTY 0.44 -0.50 0.42 -0.81 -0.75 0.11 0.22 -0.32
LTR -0.89 0.17 -1.98 -1.18 -3.62 -2.14 -0.41 0.42
TMS -2.26 -0.25 -0.43 -1.15 -2.18 -2.00 -1.01 -0.08
DFY -2.01 -1.52 -4.91 -10.8 -8.30 -1.21 -1.07 -1.07
DFR 7.22* 1.11 3.09* 3.08 -5.48 -0.32 0.26 -1.05
INFL -1.15 1.09 0.73 -0.88 -0.63 0.86 0.01 -0.58
AVGCOR 1.06 -7.34 -13.2 0.46 0.45 -1.44 -0.80 -2.96
DTOAT 0.11 -16.4 -5.79 -1.05 0.36* 0.17 -1.80 -3.04
DTOY -0.07 -18.7 -8.62 -1.20 -1.68 -2.42 -3.59 -4.92
LZRT -1.94 -1.62 -3.23 -4.38 -5.81 -3.41 -2.35 -1.99
NDRBL -2.91 -0.20 -0.70 -8.97 -5.10 -1.24 -1.08 -1.06
RDSP -1.29 -0.69 -0.68 -1.39 -1.29 -2.03 -3.67 -1.67
TAIL -1.74 0.93* -2.45 -3.36 -1.21 -1.61 -1.70 1.70**
WTEXAS -5.89 -3.11 -1.78 -2.39 0.32 -2.31 -1.85 -1.18
YGAP -1.28 -34.3 -7.40 2.15** 3.78** 0.38 -1.71 -1.29
SKVW -1.19 -4.81 -2.26 -0.56 -5.18 -4.55 -0.33 -1.44
SII 3.67*** 0.10 -2.69 0.53 3.11*** 3.93*** 3.87*** 1.73**

Table 9: R2
OS vs HM: good growth periods

R2
OS (in percentage) for the equity premium forecasts from the model as given by equation (6), considering the

historical mean (HM) as the benchmark for forecasting. Column (TD) reports the results when using the original
time-series of each predictor. Remaining columns report the results when using frequencies D1 to S6, respectively,
from each predictor. The out-of-sample period is from 1990:M01 to 2023:M12. Good-growth regime is defined as
the top third of US industrial production sorted values. ***, **, and * denote statistically significant coefficients at
the 1 %, 5 %, and 10 % level, respectively. Statistical significance is based on the p-value for the Clark and West
(2007) out-of-sample MSFE-adjusted statistic.
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TD D1 D2 D3 D4 D5 D6 S6

DP -3.85 -7.76 -4.66 -4.52 -0.81 -0.81 -3.06 1.16**
DY -3.63 -0.21 -6.82 -4.33 -3.18 -2.08 -3.86 1.09**
EP -0.81 -2.81 3.04 5.69 4.35 1.36 0.38 0.91**
DE -0.73 1.02 -1.70 -1.08 0.25 1.42 0.76 1.40
RVOL -0.28 -0.60 -4.45 -0.95 -2.52 -1.74 -0.36 -0.63
BM -0.33 -5.37 -6.10 -4.70 -0.41 0.52 -0.32 1.41**
NTIS -0.50 -0.06 -1.38 -1.78 -2.58 -1.65 1.70 -0.77
TBL 0.97* 0.08 -1.15 -2.28 -2.52 -1.91 -0.46 0.79
LTY 1.07** 0.29 -0.63 -4.22 -2.08 0.15 0.43* 0.24
LTR -1.65 0.84 -2.07 -0.80 1.77 -1.49 -2.14 0.95
TMS -1.80 -0.44 -0.68 -1.36 -1.65 -2.11 -1.83 1.40
DFY -3.41 -3.08 -3.85 -4.64 -4.77 -1.42 -1.62 -0.32
DFR 5.09* 2.29 3.63 -0.88 -2.04 -0.12 0.72 4.23*
INFL -1.19 1.84 1.16 -2.02 1.53 1.72 0.61 1.99**
AVGCOR 0.45 -5.06 -4.43 -3.46 3.56 -2.16 -0.45 -2.10
DTOAT -1.12 -5.35 -6.51 -4.04 0.36 0.84 -0.56 -2.89
DTOY -0.93 -7.10 -5.21 -3.01 -1.72 -1.80 0.61 -1.26
LZRT -3.06 -2.93 -1.30 -1.24 -4.09 -3.90 -2.80 -0.87
NDRBL -0.74 -0.31 -0.75 -7.47 -6.70 -3.28 -1.04 2.52***
RDSP -1.00 -1.54 -0.96 -1.01 0.10 -2.14 -3.29 -1.76
TAIL -1.55 2.99 -1.51 -3.17 -2.12 -2.08 -2.87 4.16**
WTEXAS -5.29 -3.49 -1.75 -2.32 -1.10 -2.91 -1.83 0.72
YGAP -0.89 -2.58 3.05 6.04 4.92 1.53 0.56 0.90*
SKVW 1.62 -2.20 -3.29 -1.41 -4.68 -4.06 -0.42 -1.19
SII 5.58*** 0.35 -3.01 1.40* 2.74*** 5.62*** 6.77*** 3.07*

Table 10: CER gains vs. HM: good growth periods
CER gains computed for a mean-variance investor with relative risk aversion γ = 3, considering the historical mean
(HM) as the benchmark for forecasting. First column (T D) reports the results when using the original time-series
of each predictor. Remaining columns report the results when using frequencies D1 to S6, respectively, from each
predictor. The out-of-sample period is from 1990:M01 to 2023:M12. Good-growth regime is defined as the top
third of US industrial production sorted values. ***, **, and * denote statistically significant coefficients at the
1 %, 5 %, and 10 % level, respectively. Statistical significance is based on the Diebold and Mariano (1995) test.
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