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Abstract 

We argue that storytelling contexts – the way information is communicated through varying 
credibility sources, visual designs, writing styles, and content delivery – impact the effectiveness 
of surveys and elections in eliciting preferences formed through critical thinking (reasoned 
preferences). Through an artefactual field experiment with a US sample (N = 725), incentivized 
by an (LLM), we find that intermediate storytelling contexts prompt critical thinking more 
effectively than basic or sophisticated ones. Sensitivity to these contexts is linked to individual 
cognitive traits, and participants with a high need for cognition are particularly responsive to 
intermediate contexts. In a conceptual framework, we explore how critical thinkers impact the 
efficiency of elections and polls in aggregating reasoned preferences. Storytelling contexts that 
effectively prompt critical thinking improve election efficiency. However, the in-decisiveness of 
critical thinkers can have ambiguous effects on election bias, potentially posing challenges for 
principals who are required to act on these election outcomes. 
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1 Introduction

Motivation. Individuals often hold preferences on complex issues involving per-
sistent trade-offs between legitimate pros and cons (Kaplan, 1972). This complex-
ity can lead individuals to form their preferences through different mental models
(Tversky and Kahneman, 1974), using either an intuitive approach (System 1) or a
reasoned approach (System 2) as summarized by Kahneman (2011). When relying
on System 2, individuals engage in critical thinking, transitioning from automatic
and naive responses to more analytical and reflective processing. This transition
involves becoming aware of the inherent trade-offs in complex issues, enabling a
more nuanced understanding and forming a reasoned preference (Halpern, 2013).
Storytelling contexts – that is, the way facts are communicated through different
writing styles, visual design, source credibility, and content delivery – play a crucial
role in shaping behavior, as documented early on by cognitive psychologists (Tver-
sky and Kahneman, 1981; Kahneman and Tversky, 1984) and, since then, exten-
sively in behavioral, marketing, and media sciences (Pennycook et al., 2021; Kemp
et al., 2022; Udry and Barber, 2024). It is then only natural to ask whether story-
telling contexts also affect the formation of preferences in System 2, the transition
to becoming aware of the complexity of an issue.

In this paper, we explore how principals can effectively target their actions based
on these preferences formed through critical thinking, within relevant populations,
spanning applications from political economy to industrial organization. While our
conceptual framework will later detail here are briefly the two primary cases we
consider. Overall, both cases hinge on the fact that standard mechanisms used to
aggregate preferences does not capture the underlying mental model forming such
preferences, leaving out relevant information for decision-makers. First, positive
principals, like firms or social media influencers, depend on public approval for
economic returns and social image. They use private polls to gauge reasoned pref-
erences and minimize backlash when addressing controversial issues. Second, nor-
mative principals, such as social planners, navigate decisions on ambivalent issues
where policy outcomes involve trade-offs between competing worldviews. They
rely on the distribution of citizens’ reasoned preferences as normative guidance for
the "right" policy, ensuring voters understand trade-offs through critical thinking to
reflect informed judgments.

Experimental Design and Results. Starting with our experimental framework,
our artefactual field experiment on a US population (N = 725) is structured around
three main components. Participants are initially classified as naive or critical thinkers
through a combination of self-reported measures, open-ended responses, and an
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incentivized knowledge test. Subsequently, they are exposed to one of three sto-
rytelling contexts, each presenting the same pros and cons regarding the issue at
hand. These contexts varied in four dimensions: writing style (from slang to elabo-
rated), user experience design (from rich to minimalist), source credibility (who and
how many share the pros), and mode of content delivery (fragmented or continu-
ous). Using LLMs, we generated these contexts, ensuring familiarity through three
contexts (participants were made aware that contexts were artificially generated
and facts were authentic): a simple Twitter-like context, an intermediate Facebook-
like context, and a sophisticated newspaper-like context. The participants are then
asked to write an essay, incentivized and assessed through LLMs, and compared
against a US average score. To create a measure of critical thinking, we asked ex-
pert cognitive psychologists who evaluated essays, classifying submissions as pass
or fail based on clear indications of critical thinking.

We find that an intermediate storytelling context (a medium-length social me-
dia environment) is more efficient in prompting participants to think critically than
a simplistic context (z = −2.171, p < 0.05). Besides, we show that individu-
als’ sensitivity to the storytelling format is linked to cognitive traits. In partic-
ular, participants with a high need for cognition (Cacioppo and Petty, 1982) are
more sensitive to an intermediate storytelling context than in a simplistic context
(z = −3.001, p < 0.01) and than a sophisticated context (z = −2.168, p < 0.05).

We conducted two types of robustness checks to evaluate our pre-treatment and
post-treatment classification instruments. Our sensitivity analysis reveals that Face-
book consistently outperforms Twitter and Newspapers in fostering critical thinking
across various knowledge thresholds. At a high threshold (9 correct answers out
of 10), Facebook shows significant superiority over Twitter (z = −3.223; p < 0.01)
and Newspapers (z = −2.451; p < 0.05). At a lower threshold (7 out of 10), Face-
book maintains its advantage (z = −3.051; p < 0.01). However, when the threshold
drops to 5, the difference between Facebook and Twitter is less pronounced (z =

−2.674; p < 0.01), supporting the notion that a baseline level of knowledge is es-
sential for effective critical thinking, aligning with (Halpern, 2013).

We explored whether human expertise in grading critical thinking could be ap-
proximated by language features of the essay (e.g., length), or grades provided by
our baseline LLM or expert ones. The length-based classification showed inconsis-
tencies, as Facebook appeared less effective than Twitter (z = 1.843; p < 0.1) and
Newspapers (z = −0.171; p = 0.086), with a moderate correlation between essay
length and critical thinking (r = 0.34). In addition, psychologists were able to iden-
tify AI-generated essays with accuracy 59% to 92%, and there was a weak correla-
tion (r = 0.25) between the number of AI essays evaluated and the accuracy of the
identification. Further analysis showed that LLMs, such as GPT-3 and ChatGPT-4+,
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cannot replicate human expertise in assessing critical thinking. GPT-3 scores did
not show significant differences in thinking styles across storytelling contexts, like
Twitter (z = −0.755; p = 0.055) and Facebook (z = −1.326; p = 0.056). Addition-
ally, ChatGPT-4+ had a 44.87% mismatch rate with human evaluations, even with
similar instructions. These results highlight the limitations of current LLMs and the
ongoing necessity of evaluating human experts in this domain.

Conceptual Framework. In our model, the proportion of critical thinkers becomes
a crucial welfare variable, affecting how accurately elections reflect the distribution
of reasoned preferences in a large population. Principals can use election results
to guide their decisions; therefore, it is crucial that the outcome of the election
accurately predicts the distribution of stable preferences. Because we focus on a
large (continuum) population, there are no issues of aggregation or strategic voting.
However, citizens might not report their reasoned preferences (system 2) because
they have not yet recognized the ambivalent nature of the issue (and vote instead
based on instincts, system 1). Hence, the predictive power of reported preferences
(election outcomes) regarding the distribution of reasoned preferences depends on
the share of citizens that vote according to either system. We model critical think-
ing as "losing," a systematic voting tendency that is orthogonal to reasoned prefer-
ences. This abstraction compellingly captures the process of transitioning from an
instinctive opinion to embracing an informed stance. For this reason, election out-
comes typically become more informative about the average reasoned preference
the larger the share of critical thinkers.

As mentioned above, eliciting preferences formed through critical thinking is
relevant for two broad economic situations, corresponding to the principals’ speci-
fications. Consider the two previous cases in more detail. First, consider a positive
principal – a private entity like a social media influencer or a firm under intense
public scrutiny – whose social image or economic returns depend on the approval
or rejection of a public stance on a controversial issue. They must make a statement
about the issue that will act as a focusing event, meaning it will make the pub-
lic discover the reasoned preference based on which they will judge the principal.
To minimize backlash and maintain loyalty, the principal needs to understand the
distribution of reasoned preferences within the public. A (private) poll can help
uncover these preferences. However, there is a risk that respondents may express
instinctive, naive opinions rather than those that will actually be used to judge the
principal’s statement.

Second, consider an institutional (or normative) principal, such as a social plan-
ner, who must choose a policy on an ambivalent issue. Even if they were omni-
scient—able to quantify the impact of any policy fully—the decision would still
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hinge on selecting between two opposing worldviews. As one possible normative
criterion, the planner might adopt the distribution of citizens’ reasoned preferences,
which, in this view, represents "the right thing to do." Such planners must then en-
sure that voters approach the polls with a thorough understanding of the conse-
quences of their choices. For such a principal, each citizen is born with an equal
portion of "truth" (his reasoned preference) but has to go through a critical thinking
process to retrieve it fully.

For concreteness, suppose they need to decide on the size of a redistribution
policy based on whether it is "right" to live in an egalitarian society or in a society
that rewards each citizen in proportion to their contribution to societal well-being.
While the principal might have a personal opinion on whether a free or egalitarian
society is "better," they use the proportion of citizens who, after careful considera-
tion, prefer an egalitarian society over a free one as a measure of "the right balance"
between the two. Notice that her goal is to choose the most appropriate policy
rather than focusing on re-election; in fact, the re-election issue would essentially
represent a variation of the first type of principal, potentially constrained by the
action limitations discussed later.

The distinction between the two types of principals in our analysis lies not only
in the interpretation of their objectives but also in how they use surveys or election
outcomes. Unlike surveys, which positive principals use solely for information,
elections most likely determine the normative principal’s action (e.g., by shaping
the parliament or amending a law), leaving no room for adjustment based on the
information obtained. As we will formalize in Section 5, this restriction drives quali-
tative differences in the impact of storytelling context on our welfare measure. Criti-
cal thinkers always increase the efficiency of elections, measured by the information
the election outcome contains about the relevant unknown. However, they might
introduce a bias in the election outcome that only the positive principle can correct,
as such an outcome binds the normative one. For this reason, contexts that prompt
citizens to think more quickly are unambiguously better for positive principles. For
normative principals, however, the interaction with bias might lead, under some
parameterizations, to perplexing comparative statics.

Contributions. Our paper directly contributes to the increasingly recognized role
that contexts, beyond facts, play in shaping identity, preferences, and behaviors in
economics (Kahneman, 2003; Bénabou and Tirole, 2016; Thaler, 2016; Bordalo et al.,
2020) and in ’the cognitive turn in behavioral economics’ (Enke, 2024). Building
on the role of stories, whether understood as narratives (Bénabou and Tirole, 2002;
Shiller, 2017; Bénabou et al., 2018), opinions (Bursztyn et al., 2022) or worldviews
(Eliaz and Spiegler, 2020; Montiel Olea et al., 2022; Bordalo et al., 2023), we show
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that two similar stories, because communicated through different storytelling con-
texts, will prompt different mental models, upon which preferences are formed
and behaviors are shaped. We focus, in particular, on one mental model, critical
thinking, and contribute to operationalizing the pyramidal framework proposed
by List (2022). This framework decomposes Kahneman’s “System 2” into four mul-
tidimensional thinking levels, ranging from naive thinking (“modal”), passing be-
tween intermediate levels (“neophyte” and “adept”) to the highest level (“great”).
Our method enables us to partially identify the transition from level 1 to level 4,
focusing on the dimensions related to attention (Schwartzstein, 2014; Caplin, 2016;
Loewenstein and Wojtowicz, 2024), memory (Bordalo et al., 2021) and salience (Bor-
dalo et al., 2022): becoming aware of a specific trait of a complex issue, that is, the
fact that the issue is a trade-off without hard conclusions. In this sense, our pa-
per contributes to defining complexity beyond the domain of lotteries (Oprea, 2020;
Banovetz and Oprea, 2023; Kendall and Oprea, 2024), showing that a feature of com-
plexity can be understood through forming a mental model (Kendall and Oprea,
2024) and relying on procedural decision-making (Banovetz and Oprea, 2023; Ar-
rieta and Nielsen, 2024) to make difficult decisions when facts are absent (Halevy
et al., 2023).

To establish such results, our experiment developed different techniques. It con-
tributes to the very recent use of open-ended responses to measure mental models
(Stantcheva and Ferrario, 2022; Haaland et al., 2024) and, to our knowledge, is the
first to show how to use LLMs to ensure the internal validity of storytelling contexts
and to incentivize the identification of critical thinking. Related to AI techniques,
our paper also contributes to documenting the potential of AI personalization be-
yond standard demographics (Rafieian and Yoganarasimhan, 2023). Since partic-
ipants with a high need for cognition drive our key result, principals could opti-
mally manipulate such a finding to expose agents in the ’right’ storytelling context,
matching their cognitive styles.

Finally, a key reason why the behavioral literature has increasingly focused on
mental states and models lies in their implications for economic policy and welfare
(Bernheim and Rangel, 2007; Bernheim et al., 2021, 2024). Specifically, our concep-
tual framework elaborates on the cases where a principal is incentivized to elicit
and aggregate agents’ reasoned preferences to maximize welfare when relying on
surveys, as increasingly done in behavioral macroeconomics and economic policy
(Kuziemko et al., 2015; Stantcheva, 2021; Binetti et al., 2024) and normative wel-
fare in public and political settings relying on voting and elections (Feddersen and
Pesendorfer, 1997; Kim and Fey, 2007; Bhattacharya, 2013). Furthermore, we find
that critical thinkers are more likely to form not only reasoned preferences but also
stable ones (χ2 = 5.12, p = 0.0236), which highlights a relevant feature of criti-
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cal thinking as a behavioral mechanism potentially relevant to minimize cognitive
noise or uncertainty (Enke and Graeber, 2023) and finally, to reduce measurement
error in contexts where standard techniques requiring double elicitation such as
ORIV (Gillen et al., 2019) are not feasible due to the choice environment like vot-
ing where voting only once for a given election is allowed. Finally, based on our
conceptual framework, List et al. (2024)’s recent findings on the reduction of mis-
information spread thanks to critical thinking can be interpreted and tracked as a
welfare-maximizing policy objective.

Structure. The remainder of the paper is structured as follows. Section 2 details
the experimental design. Section 3 details our main experimental results. Section 4
discusses the robustness checks. Section 5 describes the behavioral welfare model
and its main positive and normative results. Section 6 discusses the connection be-
tween our experimental and conceptual findings, suggesting respective extensions.
Section 7 concludes.

2 Experimental Design

In this section, we provide a brief overview of the experiment, discuss the pre- and
post- treatment strategies to classify participants as critical thinker vs naive thinker
(summarized in Table 1), how we measured preferences and cognitive styles and
detail our incentive mechanism procedure.

In our experiment, we expose subject participants to different storytelling con-
texts and elicit their mental models in the critical thinking process, pre-and post-
treatment.1 We then test whether the likelihood of transitioning from naive thinkers
to critical thinkers varies significantly between contexts. Throughout the exper-
iment, we also collected data about participants’ cognitive styles. We used incen-
tivized elicitations for key individual variables pre and post-critical thinking mental
models and implemented diverse algorithms to ensure data collection quality. Fig-
ure 1 provides an overview of the experimental design and its primary elicitations,
which we elaborate on in subsequent sections.

1Full details of our data collection process can be found in Appendix B.1.

7



• Basic
• Intermediate
• Sophisticated
• Biased Basicra

nd
om

iz
ed

3-step test 4 storytelling contexts Cooling Period 2-step test

Elicitation of
Ex-Ante Types TREATMENT

Elicitation of
Cognitive Styles

Elicitation of
Ex-Post Types

$ : % correct answers $ : attention check $ : % AI grade

D
em

og
ra

ph
ic

s

Ex
-A

nt
e

Pr
ef

er
en

ce
s

K
no

w
le

dg
e

Te
st

Li
st

in
g

R
ea

so
ns

Is
su

e
Fa

m
ili

ar
it

y

C
oo

lin
g

Pe
ri

od

N
ee

d
Fo

r
C

og
ni

ti
on

C
og

ni
ti

ve
Fl

ex
ib

ili
ty

Es
sa

y
W

ri
ti

ng

Ex
-P

os
t

Pr
ef

er
en

ce
s

In
te

rn
al

U
nc

er
ta

in
ty

N
ew

s
H

ab
it

s

Figure 1: Experiment Design

2.1 Pre-Treatment Classification

To be classified as a critical thinker before treatment, participants must satisfy the
following three conditions: i) accuracy: having basic knowledge of the complex is-
sue; ii) engagement: having already thought deeply about the complex issue; iii) list-
ing: being capable of listing reasons for being pros and cons of the complex issue.
Failing one of these conditions, participants are classified as naive thinker.

The three conditions are complementary to each other to minimize the risks of
misclassification. First, accuracy is necessary to be a critical thinker: evaluating
a complex issue without basic knowledge is a non-starter (Halpern, 2013). Sec-
ond, Engagement is a useful complement to accuracy to ensure robustness: a partici-
pant satisfying engagement but not accuracy will be finally classified as a non-critical
thinker. Third, Listing immediately refers to the neophyte thinking state elaborated
by List (2022): a participant capable of reasoning starts to show a transition from
System 1 to System 2, but not enough to be considered a critical thinker because of
potential memory or mimetic effects in cases where conditions accuracy and engage-
ment are respectively not met (Kahneman, 2011).

To generate the accuracy condition, we rely on an incentivized standard Pew Re-
search knowledge test on digital privacy (Vogels and Anderson, 2019). The test con-
tains ten questions related to digital privacy. To generate the engagement condition,
participants self-reported whether they had thought deeply about the issue before
coming to our experiment. To generate the listing condition, participants must pro-
vide two reasons that support their preference for the issue of digital privacy and
two that are against it.
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2.2 Storytelling Contexts Treatments

After the pre-treatment classification, participants are randomly assigned to one
of the four treatments. These treatments keep the facts constant but vary in the
different storytelling contexts in which they are communicated.

Such storytelling contexts differ in four dimensions of user experience (UX) /
user interface (UI) design: writing style, visual design, source credibility, and con-
tent delivery. First, writing style refers to the vocabulary, tone, length of sentences,
and coherence transitions between them. Such a style varies from crude to mod-
erate and finally to sophisticated. Second, visual design refers to layout, color
schemes, and typography. Such a design varies from maximalist to minimalist.
Third, source credibility in the storytelling context refers to the perceived trust-
worthiness and reliability of the information source. Source credibility varies from
multiple anonymous individuals sharing different individual stories to a single in-
stitutional instance aggregating all the different individual stories within a coher-
ent and long-aggregated story. Fourth, content delivery in the storytelling context
refers to how stories are structured and presented to the audience. Content deliv-
ery varies from displaying stories one at a time on separate screens (one story per
screen frame) to presenting a continuous, long-form story all within a single screen
frame.

Having the ecological validity of our experiment in mind, which could quickly
become artificial and lose its intended potential effects, it is crucial to design re-
alistic experimental environments, an approach increasingly favored in economics
(Harrison and List, 2004), not shifting the standard in natural field experiments but
also in lab experiments (Mol, 2019) and artefactual experiments (Innocenti, 2017;
Andries et al., 2024). It is even more crucial if one, as we, aims to document the role
of contexts on mental models, preferences, and behaviors.

In our case, where digital familiarity is the main condition for the ’natural con-
text’, we generated three main storytelling contexts familiar to the US population as
documented in recent Pew Research and Gallup US survey reports (pew, 2020; gal,
2020): Twitter, Facebook, and Newspaper. These platforms were chosen because they
represent distinct variations in writing style, visual design, source credibility, and
content delivery, allowing us to explore how each dimension influences user per-
ception and engagement. Importantly, the total length, total number of the same
facts, and duration of interaction with each fact are kept constant in the different
contexts.

In all treatments, tweets, Facebook posts, and news articles arrive in a random
order sequentially (one per screen) and remain on screen for a given fixed amount
of time (participants cannot move to the next screen by themselves). This ensures
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that the total length, total number of facts, and duration to interact with each fact
remain consistent across different contexts. All treatments have a duration of 120
seconds, as summarized in Table 4 in Appendix, except for Biased Twitter, which
lasts half of this duration due to its one-sided structure.

To generate such storytelling contexts, we employed different neural networks
and LLM techniques (level GPT3) available at the time of data collection.2 Partici-
pants were explicitly informed before the treatments and at the end of experiment
that the tweets, Facebook posts were not real to ensure no deception was involved.

2.3 Post-Treatment Classification

After being exposed to the different storytelling treatments, we again classify the
mental models of the participants to identify possible transitions from naive think-
ing to critical thinking. We cannot rely on the same three-pronged tests from the
pre-treatment classification since the condition Listing storytelling context treat-
ments expose subjects to a series of pros and cons about the issue. Relying on the
same condition here can misidentify critical thinking as memory effects since indi-
viduals with better memory would be better at recalling information obtained from
treatments.

Alternatively, we ask participants to write a critical thinking essay on the issue
at hand. We then rely on the expertise of Princeton’s Ph.D.-level and above cog-
nitive psychologists, specializing in critical thinking and closely related cognitive
psychology topics, to identify whether participants are critical thinkers or not. Let
us elaborate on our measure in more detail. After the storytelling context treatment,
participants are reminded of their pre-treatment preferences on the issue. Then,
they are asked to write a critical thinking essay.

Participants are informed that their essays will be graded by an LLM, Gram-
marly, trained on millions of data points on the US population, and focused on
measuring ’writing quality.’ Although this LLM is efficient in assessing the overall
quality of writing, it cannot capture the nuances of critical thinking, especially in
terms of discerning whether the writer demonstrates an awareness of the ambiva-
lence surrounding the issue. To address this limitation, we ask cognitive psycholo-
gists with Ph.D. degrees to provide a professional assessment of the essays. These
experts are randomly and independently assigned to the participants’ essays. They
are asked to evaluate whether the essay reflects a state of awareness or not, assign-
ing a pass or fail grade accordingly. While participants receive payment based on
the AI’s evaluation, our analysis focuses on the cognitive psychologists’ assessment,
with AI’s scores serving as a robustness check.

2See Section B.3 in Appendix for more details.
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We recruited 15 psychologists (doctoral level or above) who specialize in cog-
nitive psychology at Princeton University. Each grader was randomly assigned a
“grading treatment” (that is, a set of essays to grade). This set of essays was ran-
domly constructed and consists of essays from the four treatments. In addition, the
graders were not informed about the treatment to which subjects were assigned.
Psychologists must grade a very short paragraph as follows. The grading consists
of giving a passing grade if psychologists judge that the participant “realizes that
the issue is ambivalent,” a failing grade otherwise. What may happen is to con-
found high cognitive sophistication (i.e., the ability to write well-written essays in
English), facilitated by the fact that they read some arguments right before this es-
say exercise with their self-reasoning skill "realizing that the issue is ambivalent",
which is the variable that we want to elicit. This is a specific case that is still chal-
lenging for AI-based grading software and is the main reason why human expertise
is uniquely useful.

Each grader was paid a fixed fee of $50 for each grade session. Each grader could
participate up to three times in our experiment, and no grader could be assigned
twice to the same grading treatment. For robustness, each essay was corrected three
times by different psychologists. Despite “triple-eliciting” such grades, this metric
can still be prone to measurement error. Hence, the estimated intensity levels should
be used with caution. However, our focus is on treatment differences, which remain
reliable since the psychologists were unaware of each subject’s specific treatment.

Here is the summary of our pre- and post-treatment classification strategies:

Treatment C N

Knowledge Test Score > τKTS

BEFORE Issue Familiarity = 1 Else
Reasons List Both Side = 1

AFTER Psychologists Grade = Pass Else

Table 1: Classification Strategy before/after treatment

2.4 Preferences and Cognitive Styles

Ex-ante and ex-post preferences. Before the treatment, we prompt participants on
different political issues (i.e., without a baseline): guns, crime, climate, welfare, and
digital privacy issues. We use the standard congressional metrics, including digital
issues. We elicit more than only digital preferences to ensure that participants do
not guess at this stage which preferences we focus on in the remainder of the ex-
periment (treatment and critical thinking essay) to minimize their social desirability
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bias. After the treatment on digital privacy, we survey participants again to elicit
their preferences about digital privacy.3

Cognitive styles. Throughout the experiment, we measured the cognitive styles
of the participants to explore whether cognitive personalization was necessary, that
is, personalizing the exposure to specific storytelling contexts conditional on cog-
nitive styles matters to change from naive thinking to critical thinking. We rely on
two well-established metrics to measure cognitive styles: the Need for Cognition
Scale (NCS) and the Cognitive Flexibility Scale (CFS).

The former scale, NCS, measures a participant’s propensity to think deeply.
Neuroscientists and cognitive psychologists proposed it, and it has become stan-
dard in cognitive psychology (Cacioppo and Petty, 1982).4 It comprises a series of
six questions that each receive a score between 1 and 5. Examples of questions in-
clude "I prefer to think about small, daily projects to long-term ones" and "Learning
new ways to think doesn’t excite me very much". We compare the aggregate score
with the sample average to classify participants into high or low need for cognition.

The latter, CFS, is a standard metric in cognitive psychology proposed by Mar-
tin and Rubin (1995), measuring an agent’s ability to switch between thoughts and
courses of action. It comprises a series of six questions that each receive a score
between 1 and 6. We compare the aggregate score with the average of the US pop-
ulation to classify the participants as having high or low cognitive flexibility.

2.5 Incentive Mechanism and Quality Checks

In the experiment, participants receive two types of payment. First, they receive a
fixed reward of $2 for fully completing the experiment by answering the compre-
hension questions correctly, guaranteed. Second, they receive a bonus payment of
up to $6. This bonus payment itself comes from two incentivized tasks: the knowl-
edge test before treatment, where they can earn up to $1, and the essay task after
treatment, where they can earn up to $5. We ask participants to write two short
essays during this study that will be graded from 0 to 100 points using an LLM. We
divide the bonus payment into two parts.

The largest part (from $0 to $5) is proportional to the weighted average score
on the essay writing task; the second essay receives more weight (2/3) because it
requires more writing (400 characters as opposed to 200 characters). The score can
range from 0 to 100 points, and the reward will be proportional to the score. If the

3For a comprehensive list of our elicitation measures, see Appendix B.5.
4See Cacioppo et al. (1996); Furnham and Thorne (2013); Cacioppo et al. (1983); Wu et al. (2014);

Lord and Putrevu (2006); Lins de Holanda Coelho et al. (2020) as examples of studies that make use
of and develop the NCS.
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participants score 0, they win $0. If they get a score of 50, they win $2.50. If they get
a score of 100, then they win $5. An essay that receives a low AI score can still earn
a high score for critical thinking and awareness. This accounts for any penalization
that may be administered to the essays of participants who are less fluent in English.
In the instructions to psychologist graders, we define and exemplify what we mean
by a “dilemma,” “realizing that the issue is ambivalent,” and “critical thinking”.
We also run robustness checks with philosophers.

To be eligible for the remaining bonus payment (up to $1), participants must
receive at least an average score of 50/100 in the essay exercise in addition to the
bonus of the writing essay. This requirement ensures that participants take the exer-
cise seriously; cheaters and agents who are inconsistent in their preferences are not
eligible for this bonus payment. The performance of the participant on the knowl-
edge test determines this additional bonus. The test consists of 10 questions, and
each participant receives $0.10 for each correctly answered question.

We implement three attention screeners, which are standard in online experi-
mental economics. The core of our experiment is for participants to write an orig-
inal essay by themselves. As such, we need the subjects to avoid accessing exter-
nal information during the writing task. We implement two algorithms to monitor
cheating behavior. Before starting the experiment, we informed participants that
they must not access external information during the experiment, particularly dur-
ing the knowledge test and the essay exercise. Failing to do so would be considered
“cheating behavior”. As such, they would be red-flagged and prevented from re-
ceiving the additional bonus payment of $1.

3 Main Results

We gathered 860 participants from a representative US population using Prolific,
a data collection platform increasingly favored by economists due to its high data
quality. After attention and quality screening, our final sample size was N = 725.5

Participants received a fixed payment of $2 and a bonus payment of up to $5, re-
sulting in an average payment of approximately $6.

3.1 Storytelling Contexts Matter for Prompting Critical Thinking

To explore the role of storytelling contexts in the critical thinking process of in-
dividuals, we calculate, for each treatment i ∈ {Newspaper, Twitter, Facebook, Biased
Twitter}, the frequency λ̂i with which agents subject to the storytelling context i tran-
sition from naive thinking to the critical thinking. We then used these intensities to

5See Section XX in Appendix for more details.
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perform a difference-in-mean test of the null hypotheses λi = λj for all possible
combinations of treatments {i, j}.6

We find that the only significant difference is between Facebook and Twitter, where
the former performs better when transitioning subjects from a thinking style N to
C (z = −2.171, p < 0.05) as detailed in Table 2.

Treatment Newspaper Twitter Biased Twitter Facebook
Newspaper · · · ·

Twitter 1.141
(0.049) · · ·

Biased Twitter −0.272
(0.052)

−1.440
(0.049) · ·

Facebook −0.967
(0.052)

−2.171∗∗

(0.049)
−0.702
(0.052) ·

N 170 190 184 181

Standard errors in parentheses
* p < 0.1, ** p < 0.05, *** p < 0.01

Table 2: Z-Score Difference-in-Proportions

We hypothesize that Twitter’s format encourages more shallow engagement
with content compared to Facebook, thus impeding the transition into critical think-
ing. Twitter’s character limit forces users to condense complex ideas into brief state-
ments, often oversimplifying the content.7 This brevity can restrict the depth of in-
formation, limiting the ability of users to engage critically. Tversky and Kahneman
(1974) supports this idea by highlighting how simplified information can lead to
heuristic processing rather than systematic analysis.

Additionally, Twitter’s fast-paced flow of information emphasizes real-time up-
dates, which can discourage users from pausing to reflect and analyze what they
consume. The constant influx of new posts creates an environment where users are
continuously bombarded with stimuli, reducing opportunities for deep reflection.
These structural features of Twitter emphasize short, attention-grabbing headlines
and sound bites, which further contribute to surface-level engagement. Pennycook
et al. (2021) further supports this idea by providing evidence that deliberately draw-
ing attention to the accuracy of a news story on Twitter reduces the spread of misin-
formation, thereby supporting the claim that, by default, Twitter’s fast-paced nature
reduces the scope for critical thinking. Furthermore, Bago et al. (2020) shows that
participants who were placed under time pressure were more likely to believe false
headlines than those who were allowed to deliberate (b = 0.36, 95% CI = [0.2, 0.52],
p < 0.0001). This implies that faster consumption of news may inhibit the careful,

6Formally, λ̂i =
#(N→C)i

#(N→C)i+#(N→N)i
, where N refers to naive thinking and C to critical thinking.

7This experiment was designed and launched before Musk’s Twitter era, which led to the in-
crease in tweet lengths for Blue Twitter users.
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deliberate cognition associated with critical thinking.
Moreover, while Facebook encourages in-depth and personal connections, Twit-

ter emphasizes brief and anonymized exchanges. Oz et al. (2018) shows, using
a quantitative content analysis of 1,458 posts responding to White House social
media accounts, that Twitter posts exhibited less deliberative attitudes compared
toFacebook(F(1, 1457) = 204.52, p < .001). They also found that comments posted on
Twitter were significantly more uncivil (F(1, 1457) = 110.55, p < .001) and impolite
(F(1, 1457) = 33.83, p < .001). This contrast in user engagement may contribute to
the observed differences in the effectiveness of storytelling contexts in promoting
critical thinking.

Our results extend the existing literature on the impact of social media platforms
as storytelling contexts on user behavior and cognition. Mena (2020) and Figl et al.
(2023) demonstrate the effectiveness of warning labels and certificates in reducing
the sharing of false news on Facebook. Murthy et al. (2015) show that tweeting
on mobile phones encourages more immediate egocentric content. Munson et al.
(2013) and Rieger et al. (2023) explore web browser-based interventions to mitigate
selective exposure and confirmation bias. We add that variations in storytelling
contexts between platforms, specifically Twitter and Facebook, affect the degree to
which users are prompted to think critically. Despite our discussion above of pos-
sible mechanisms driving this relationship, more research is needed.

3.2 Cognitive Styles Drive the Efficiency of Storytelling Contexts

We explore how individuals’ cognitive styles affect the magnitude of storytelling’s
effects. We find that an individual with a high need for cognition is more likely to
transition to critical thinking when exposed to Facebook storytelling contexts com-
pared to Twitter and Newspaper types (respectively, z = −3.001, p < 0.01 and z =

−2.168, p < 0.05). Compared to Table 2, Table 3 delineates statistically significant
differences in proportions between Facebook and Twitter. In our sample, 42% of 725
participants identified as having a high need for cognition, and 33% identified as
having high cognitive flexibility.
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Treatment Newspaper Twitter Biased Twitter Facebook

Newspaper · · · ·

Twitter
0.744
(0.072)

· · ·

Biased Twitter
−1.340
(0.079)

−2.149∗∗

(0.074)
· ·

Facebook
−2.168∗∗

(0.081)
−3.001∗∗∗

(0.076)
−0.843
(0.083)

·

N 71 77 81 72

Standard errors in parentheses
* p < 0.1, ** p < 0.05, *** p < 0.01

Table 3: z-score FOR High Need for Cognition.

This difference highlights the role of cognitive styles in driving the efficiency of
storytelling contexts to prompt critical thinking. It also documents how much cog-
nitive personalization should be done carefully to avoid inefficient matching and
fully exploit its potential (Rafieian and Yoganarasimhan, 2023). In particular, based
on these findings, a principal can avoid exposing a high need for cognition type
with a sophisticated storytelling context. In addition, we do not find any effect on
cognitive flexibility. Relatedly, Mosleh et al. (2021) finds that Twitter users with
higher scores on the Cognitive Reflection Task (CRT) (Frederick, 2005) are more
likely to share content from reliable news sources and use words associated with
insight (OR = 1.138, p < 0.001) and inhibition (OR = 1.133, p < 0.001), indicating a
more deliberative cognitive style. Our findings extend this by showing that individ-
uals with a high need for cognition are more effectively prompted to think critically
through Facebook’s detailed posts than Twitter’s concise format. This suggests that
the effectiveness of storytelling contexts in fostering critical thinking is significantly
influenced by the cognitive style of the individual, particularly their need for cog-
nition.

4 Robustness Checks

We performed two types of robustness checks related to our pre-treatment and post-
treatment classification instruments.

4.1 Pre-Treatment Classification Robustness

Our sensitivity analysis shows that our results remain robust regardless of the thresh-
olds used to classify the mental models of participants prior to treatment, focus-
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ing on both the digital knowledge test and the reason list exercise.8 Participants
needed to score at least 7 out of 10 on the digital privacy knowledge test, a sig-
nificantly more demanding threshold than the Pew Research standard, where only
20% scored seven or more. Our sample had an average score of 7.146, with a me-
dian of 8. Despite this higher threshold, we evaluated whether the effectiveness of
treatment depended on the score above or below 7.

Facebook consistently fosters more critical thinking than Twitter or Newspaper for
individuals with a high need for cognition. For example, at a knowledge threshold
of 10, Facebook outperforms Twitter (z = −2.968, p < 0.01) and Newspaper (z =

−2.438, p < 0.05). Similarly, at a threshold of 9, the advantage of Facebook over
Twitter (z = −3.223, p < 0.01) and Newspaper (z = −2.451, p < 0.05) is statistically
significant.9 Even when the threshold is reduced to 5, Facebook maintains a notable
advantage over Twitter (z = −2.674, p < 0.01). However, significance decreases
compared to higher thresholds, highlighting the importance of sufficient baseline
knowledge to assess critical thinking engagement accurately.

Facebook’s effectiveness in promoting critical thinking is further validated when
considering knowledge scores above 8, where it remains more impactful than Twit-
ter (z = −3.051, p < 0.01) and Newspaper (z = −2.229, p < 0.05). These findings per-
sist in stringent settings, demonstrating Facebook’s effectiveness in prompting criti-
cal thinking across various knowledge levels. When the knowledge test threshold is
set at 8 with a requirement to list three reasons, Facebook still shows greater efficacy
compared to Twitter (z = −3.051, p < 0.01) and Newspaper (z = −2.229, p < 0.05).
In particular, we find that for participants with higher knowledge scores, Facebook’s
impact remains pronounced compared to Twitter (z = −2.122, p < 0.05) and Biased
Twitter (z = −1.013, p = 0.049).

Finally, as the threshold decreases, the statistical significance between Facebook
and Twitter decreases (z = −0.458, p = 0.054), reinforcing the idea that adequate
knowledge is crucial to the effectiveness of the media platform in fostering criti-
cal thinking.10 This pattern aligns with the general trend observed, where higher
knowledge thresholds correlate with stronger treatment effects.

4.2 Post-Treatment Classification Robustness

This subsection examines the reliability of human experts versus LLM agents in
grading critical thinking essays. We assess the limitations of using essay length as
a proxy for critical thinking, explore the accuracy of psychologists in identifying
AI-generated essays, and compare the effectiveness of GPT-3 and ChatGPT-4+ in

8See Section C.1 in Appendix for more details.
9See Table 9 in Appendix for more details.

10See Table 10 in Appendix for more details.
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evaluating critical thinking. Our findings highlight the complexity of accurately
assessing critical thinking, underscoring the necessity of human judgment over au-
tomated metrics.

Length-Based Metrics to Detect Critical Thinking Are Misleading. Besides, we
investigate whether essay length can effectively replace human psychologists’ grad-
ing as a measure of critical thinking. Our findings demonstrate that human judg-
ment is essential, as essay length alone does not reliably indicate critical thinking
skills. Specifically, Facebook essays were less effective in promoting critical thinking
compared to Twitter (z = 1.843; p < 0.1) and Newspaper (z = −0.171; p = 0.086),
contradicting length-based assessments that underestimated Facebook’s impact.

Although there is a moderate positive correlation between essay length and crit-
ical thinking (r = 0.34), length alone is insufficient for comprehensive evaluation.
Additionally, psychologists’ accuracy in identifying AI-generated essays ranged
from 59% to 92%, with a weak positive correlation (r = 0.25) between the num-
ber of AI essays evaluated and identification accuracy.11

Aligning LLMs with Human Experts We asked psychologists whether they be-
lieved that the essays they had to grade were written by an AI or a human. We
found that the accuracy rates were highly variable, ranging from 59% to 92%, with
a mean accuracy rate of 76.9%. Additionally, we find a weak positive correlation
(ρ = 0.24) between the number of AI essays evaluated and the accuracy rate, sug-
gesting that exposure to AI essays offers slight improvement.

Based on this previous weak correlation, we wondered to which extent human
expertise and feedback data are necessary for the grading system. We explore
whether LLMs can replace human expert grading in evaluating critical thinking.
In general, the analysis confirms that current LLMs lack the depth and accuracy
needed for critical thinking assessments, emphasizing the continued need for hu-
man expertise in this domain.12

On the one hand, the baseline LLM level GPT-3 (Grammarly) was tested to de-
termine its effectiveness in identifying critical thinking within essays. The analysis
did not reveal significant differences in changing thinking styles across storytelling
contexts like Twitter (z = −0.755; p = 0.055) and Facebook (z = −1.326; p = 0.056).
This indicates that GPT-3 cannot accurately detect critical thinking signals. On the
other hand, the more advanced ChatGPT-4+ was evaluated for its ability to detect
critical thinking. The results showed a 44.87% mismatch between the LLM and

11See Tables 13 and 14 in Appendix for more details.
12Below, we summarize the results of our four different robustness checks and direct the reader

to Tables 15, 16, 18, 17 and 18 in Appendix for more details on each.
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psychologist grades. Even with similar instructions, 48.01% of the grades did not
align. This highlights the limitations of ChatGPT-4+ in replicating human eval-
uation, especially in contexts like Twitter (z = −1.567; p = 0.086) and Facebook
(z = −1.720; p = 0.086).

On the other hand, essay quality, including word count and grammar, was
found to correlate with higher critical thinking assessments. Higher word counts
(β = 0.001; p < 0.001) and better grammar (β = 0.005; p < 0.001) increased the like-
lihood of passing grades. LLMs may not fully capture these confounding factors.
Finally, for participants with a high need for cognition, LLM grades did not show
significant differences in thinking styles between storytelling contexts, suggesting
that LLMs cannot effectively replace human grading for this subgroup.

5 Conceptual Framework

In this section, we develop a simple model in which the intensity of the critical
thinking process affects the efficiency of preference aggregation through surveys
(in industrial organization settings) or elections (in political economy settings). In
our stylized social choice setting, welfare is the distance between the political action
and a target determined by the distribution of reasoned preferences, i.e., those held
after completing the critical thinking process, within the population.

This parameter is unknown at first and can only be estimated using the result of
a poll held at some time t, when (a part of) the citizens may still not have completed
their process. The mechanics of our model are relatively straightforward: as more
citizens become critical thinkers, the election outcome becomes less dependent on
a component of preferences orthogonal to the reasoned preference – the relevant
unknown. A faster critical thinking process increases the share of critical thinkers
and enhances the efficiency of elections.

This section proceeds as follows. We first present the two welfare benchmarks
(corresponding to the two types of principals discussed in the introduction) and the
critical thinking process separately. Combining the two, we then obtain closed-form
for the evolution of welfare and establish under what conditions a faster critical
thinking process is beneficial. The proofs of the main results and some immediate
extensions are relegated to the appendix.

5.1 Two Welfare Benchmarks

The relevant unknown is the distribution of reasoned preferences in a large popu-
lation over a binary alternative. This is the share p ∈ [0, 1] of agents who would
prefer outcome 1 to outcome 0 if they had completed a critical thinking process.
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Welfare realizes the distance between an action a – taken by the principal – and its
target p:13

W (a, p) = − (a − p)2

Ex-ante, p is unknown and drawn from a normal distribution p ∼ N (µ, σ). There-
fore, without a poll to elicit the population’s preferences, the principal would choose
a = µ and obtain the value −σ2.14 Before choosing a ∈ [0, 1], the principal observes
the proportion p̄ of agents that report preferring the alternative 1. We call p̄ the elec-
tion outcome. Consider two types of principals that differ in the use they can make
of this information.

Positive Principal. A positive principal, P, for which the election outcome is not
binding, namely, who can choose any a ∈ [0, 1] regardless of the implementation of
p̄. The positive principal uses the election result and his knowledge of the critical
thinking process within the population to estimate p. His optimal action is the
conditional expectation

a⋆ = p̂ := E[p| p̄]

that achieves value;
WP = −E

[
( p̂ − p)2

]
, (1)

equal to the dispersion of the conditional mean p̂ around p. Both expectation oper-
ators E integrate under the joint distribution of p, p̄, p̂, which depend on the voting
behavior and citizens’ critical thinking process — which we derive in the next sec-
tion.

Connecting to the discussion in the introduction, one can think of such princi-
pals as public figures (e.g., multinational firms or social influencers with reputa-
tional concerns) who have to take a stance on a trade-off. They privately run a poll
and use its outcome as they wish to fine-tune their statement. Payoff depends on
the (distribution of) reasoned preferences because the statement acts as a "focusing

13Although the space of reasoned preferences — individuals’ resolution of the trade-off — is
binary, the policy space is continuous. This corresponds to a situation where the planner can fine-
tune the policy to the distribution of individuals’ reasoned preferences. Think, for example, of a
social planner choosing the size of the welfare program based on the share of agents who hold an
egalitarian (rather than a free market) view. A different specification with a⋆ = I[p > 1

2 ] (binary
action space) provides similar insights but is less tractable.

14The normality assumption gives tractable conditional expectations and closed-form welfare.
Obviously, it is inconsistent with the compact support [0, 1]. The analysis with ex-ante uniform p
(and pS) is algebraically more involved but does not change the qualitative results. For the sake of
tractability, we keep the normal setup, implicitly assuming that σ is "small enough" that the mass
outside [0, 1] is negligible.
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event" that pushes the relevant population into critical thinking: the preferences in-
dividuals judge the principal on are (potentially) different from those they report at
the poll.

Institutional Principal. Second, we consider an institutional principal, I, who has
to choose a = p̄. One can think of such principal as democratic institutions that
must comply with the election outcome (say, by empowering a parliament whose
composition is proportional to p̄).15 Due to the constraint in their action, I achieves
value.

WI = −E
[
( p̄ − p)2

]
(2)

via the standard decomposition, we obtain

WI = WP − B, (3)

where
B = E

[
( p̄ − p̂)2

]
> 0

It is the bias of election, representing how the average reported preference differs
systematically from the reasoned preferences. A principal P who can correct for
such social tendencies only suffers from the dispersion of the estimator p̂ around
the parameter p, while the principal I must also be concerned with the bias of the
election.

5.2 Thinking Styles and Voting Processes

We now turn to describing the voting behavior of individuals (or citizens). Each
citizen is characterized by a reasoned (or stable) preference

y ∼ Ber(p)

Where p is the unknown welfare relevant to which the principal wants to match.
However, if asked in a poll, citizens do not necessarily report their reasoned prefer-
ence. This is because the reasoned preference is "discovered" at the end of a critical
thinking process that individuals undergo.

Critical Thinking. Citizens transition through two critical thinking states {N, C} ,
where N means Naive and C means Critical Thinking. We assume that the critical

15In this context, the interpretation of p differs. Rather than focusing on the potential backlash
from reasoned preferences, we envision an institutional principal considering p as a normative crite-
rion for aggregating social preferences about a dilemma. Essentially, the distribution of preferences
of individuals who have undergone the critical thinking process determines the "right thing to do".
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thinking process follows a simple dynamic in continuous time: all individuals start
at t = 0 in the state N and, independently of y (and other voting parameters),
transition to the absorbing state C with intensity λ ∈ (0, ∞). Therefore, at time t,
there will be a fraction

ηN = exp {−λt}

of agents that are still Naive and ηC = 1 − ηN that transitioned to be Critical
thinkers.16 The parameter λ is key for our analysis. It represents the intensity with
which individuals realize that the issue at hand is ambivalent. In our experiment,
we established that the way the fact is presented (storytelling context) has an effect
on λ and that this effect depends on the cognitive abilities of the population. No-
tice that in models where the principal cares exclusively about the share of critical
thinkers, the result is trivial since ηC increases in λ for all t.

Voting Behavior. We denote x the preference that individuals report in the polls
and assume that it depends on the reasoned preference y and on the stage of the
critical thinking process {N, C}. Before realizing that the issue is ambivalent, the
preference reported xN is

xN |y =

Ber (pN) w.p. 1 − β

y w.p. β

In other words, xN is equal to the reasoned preference with probability β ∈
[0, 1], while the complementary probability is drawn from a distribution of naive
preferences pN ∼ N (µ, σ), independent of p. Since we still have a parameter β

driving the correlation between average stereotypes and reasoned preferences, the
assumption of independence is harmless. It only requires the formation of naive
preferences involving factors not solely related to p.17

Notice that a high β represents situations where, despite not realizing the am-
bivalent nature of the issue, stereotypes get their reasoned preference right with
a high probability. On the contrary, β = 0, corresponding to a situation where
stereotypes are independent of reasoned preferences, an election held at t = 0 (all
stereotypes) would yield p̄ = pN, completely uninformative of p.

The preference reported by individuals in C loses its dependence on the nui-

16The assumption that C is an absorbing state, with no switch from C to N, captures the idea that
awareness is an irreversible process. A straightforward extension of the model prevents a scenario in
which all individuals eventually reach the state C: a constant fraction ν < λ exits the economy and
reenters in the awareness state N. Qualitative results would remain unchanged as the associated
share of naive agents: ηN(t) = ν

λ + exp (−λt)
(
1 − ν

λ

)
would still be decreasing in λ,t.

17The identical distribution of p,pN is instead for tractability alone. Most of the derivations in
the appendix utilize non-identically distributed normal variables (µ, σ, µN , σN). We discuss such
extensions, focusing on the meaning of µ ̸= µN , in Section 6.1.
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sance parameter pN and becomes a function of the reasoned preference alone,

xC |y =

y w.p. ξ

1 − y w.p. 1 − ξ

The parameter ξ ∈ [1
2 , 1] represents in reduced form situations in which citizens

realize that the issue is ambivalent but have not yet found their reasoned prefer-
ence. The case ξ = 1 corresponds to a situation in which individuals discover their
reasoned preference immediately after realizing the ambivalence of the issue; ξ = 1

2

represents instead the opposite situation of permanent indecisiveness of C individ-
uals. We think of our two-stage critical thinking process as a reduced form of a
fully identified three-stage process – detailed in the Appendix – where C is an in-
termediate stage where agents have realized the ambivalent nature of the issue but
have not formed their reasoned preference yet, i.e., they are in a phase of norma-
tive uncertainty. Note that if all individuals are in the state C (that is, a poll held at
t → ∞), then the election result is p̄ = ξ · p + (1 − ξ) · (1 − p), which is a strictly
monotonic (hence invertible) function of p if ξ > 1

2 . In that case, p̂ = p, and the
positive principal is chosen efficiently. For interior shares η, the election outcome is
given by:

p = ηN (βpN + (1 − β) p) + ηC (ξ · p + (1 − ξ) · (1 − p))) (4)

And the parameter ξ also affects positive welfare. We can now use the (joint)
normality assumption to write p̄ and the conditional expectation p̂ as a linear func-
tion of the fundamental unknowns p, pN, that is,

p̄ = α0 + α1 · p + α2 · pN

p̂ = γ0 + γ1 · p + γ2 · pN

where loadings α, γ are functions of the structural parameters ϑ = [β, ξ, µ, σ] and
the statistic of the critical thinking process η (see the appendix). Once we specify the
joint normal expectation operator, we can compute (the evolution of) both positive
and institutional welfare (2)-(3) in closed form and arrive at our main result.

Proposition 1 i) For all values of structural parameters ϑ, WP is increasing in t and λ.
ii) W I has nontrivial comparative statics in λ, t. If β < 1 − ξ, then it is monotonically

increasing; if β >
(1−ξ)((1−2µ)2+4σ2)

2σ2 then it is monotonically decreasing; else it grows
locally to t = 0 (resp. λ = 0) up to a finite time t⋆ (finite intensity λ⋆) then eventually
decreases.

We guide our discussion of the results presented in the proposition by follow-
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ing the graphical representations in Figure 2, Panels A-D. First, notice the Positive
Welfare (blue line) is increasing in time in all the represented cases — indeed, point
i) establishes that this is true for all values of ϑ: if the principal can leverage the
election outcomes without constraints, then a faster transition to critical thinking
(higher λ) leads to more efficient elections. This occurs because, as fewer individ-
uals are naive, elections allow for a more efficient estimation of welfare-relevant
parameter p as they are less affected by the noise in pN. This finding is significant
as it establishes λ as a welfare measure: storytelling contexts that accelerate the shift
to critical thinking (see Panel 2d) are unequivocally preferred by positive principals.

In point (ii), we highlight a potential limitation of this result for principals who
must act based on the election outcome (Institutional welfare, yellow lines). Since
they have to “play” the election result, these principals must consider the (poten-
tially adverse) effect that the shift towards critical thinking has on election bias.

The key parameter determining how λ (or, equivalently, t) impacts the institu-
tional welfare is β, namely how predictive the preferences of naive citizens are of
their stable preferences. If β is low, welfare increases (Panel 2a); for intermediate β,
welfare initially increases, reaches an interior maximum, and then declines (Panel
2b); for high β, welfare decreases monotonically (Panel 2c). Although this may seem
paradoxical, it has a natural explanation: when β is high, naive preferences strongly
predict reasoned preferences (in the extreme case where β = 1, naive citizens vote
according to their stable preferences despite not recognizing the ambivalent nature
of the issue). Therefore, the transition to critical thinking introduces an attenuation
bias due to the indecisiveness ξ of critical thinkers.

In sum, the parameters β, ξ capture the inherent quality of the preference re-
ported in the two stages of the critical thinking process. High-β (resp, high ξ) envi-
ronments represent situations where naive citizens (resp, critical thinkers) get their
reasoned preference right with high probability. As high λ facilitates the transition
from naive to critical thinkers, it tends to improve efficiency when the latter are rel-
atively more reliable. Importantly, however, only naive voters have a component
in their reported preference that is unknown to the principal and cannot be filtered
out. Therefore, the positive principal always benefits from higher λ, no matter the
values of β, ξ— though the effect will be larger if β is low relative to ξ. The insti-
tutional principal, instead, cannot correct the bias. Therefore, the sizes of β, ξ affect
whether critical thinkers are desirable at all: the pool of critical thinkers contains
more information about p but might report it less accurately. For intermediate val-
ues of β, the counteracting forces give rise to hump-shaped welfare with an interior
optimal share of critical thinkers.

A natural question of potential independent interest concerns the evolution of
election bias. Indeed, the principal might aim to reduce this bias by designing the
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intensity of the critical thinking process λ (or choosing the election time) so that
the election outcome is an unbiased estimator of p, potentially sacrificing some ef-
ficiency. To address this question, we investigate conditions under which the load-
ings α, γ coincide "by divine coincidence," ensuring that the positive and institu-
tional principals have the same action rule and hence the same value.

By imposing α = γ we identify a share of stereotypes η⋆ where the two coin-
cide. Consequently, there exists an intermediate time at which the average reported
preference is unbiased for p. Formalizing this result, we obtain the following:

Proposition 2 If β > 1
2 , then there exists a finite time t⋆ such that B (t⋆) = 0. If, in

addition ξ = 1, t⋆ is given by

t⋆ = − 1
λ

log
(

1
2β

)
,

with immediate comparative statics.

Hence, an institutional principal, I, can use the timing of elections (equivalently,
the speed of the critical thinking process) to remove the bias of the election. How-
ever, this approach does not achieve the welfare-maximizing outcome. We demon-
strate that Institutional welfare increases with the share of critical thinkers around
the zero-bias level η⋆. This implies that the principal is willing to tolerate a slight
bias in order to enhance efficiency further. A graphical illustration is given in Panel
2b of Figure 2: the welfare-maximizing time is situated to the right of the zero-bias
time.

6 Discussion and Extensions

In Section 5, we have presented a relatively parsimonious model of voting while
undergoing a critical thinking process (from naive to critical thinkers). Our analy-
sis shows that the effectiveness in promoting critical thinking, which varies across
storytelling contexts, as experimentally confirmed in Section 3, plays a crucial role
in determining the accuracy of polls. In this section, we elaborate on the connec-
tion between our empirical findings and conceptual propositions to highlight our
main conclusions and discuss potential extensions of our work to address related
research questions.

We have established that the intensity λ of the critical thinking process – what
we estimated for different storytelling contexts – is a relevant welfare measure: Re-
gardless of the time of the elections, a higher intensity increases the information
content of the elections – combining this result with the results of our experiment
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(a) Intermediate β: Interior maximum
(above zero-bias)

(b) Welfare with low (solid) and high
(dashed) λ.

(c) High β: decreasing W I (d) Low β < 1 − ξ: increasing W I

Figure 2: Evolution of Positive (blue) and Institutional Welfare in time (horizontal
axis) for parametrizations that give different cases according to Proposition 1.

(Section 3) indicates that the way information is communicated to citizens prior to
voting affects the quality of information elicited in a poll.

We also show that the unambiguous comparative statics only holds if the prin-
cipal can freely manipulate the results of the poll when taking their action (which
we refer to as the positive principal, P). If the outcome of the election constrained
their action, as is most likely the case for an institutional principal, I, principal, then
a bias-precision trade-off makes the comparative statistics ambiguous: A faster crit-
ical thinking process might hurt the efficiency of elections (Propositions 1-ii) and
2).

Importantly, in our model, there is no intrinsic social value for having many crit-
ical thinkers. This is somehow restrictive, as "mental flexibility" could have social
benefits beyond increasing election accuracy (see, e.g., Bernheim et al. (2021)). Most
likely, this direct effect is more relevant for an Institutional type of principal. In
this sense, our model underestimates the welfare effect of storytelling contexts as it
disregards the potential direct benefits of having a larger share of critical thinkers.

6.1 Conceptual Discussion and Extensions

Addressing preference aggregation in the presence of an electorate segment that has
not yet recognized the ambivalent nature of the problem is a significant question.
Our model takes a first step by providing a conceptual foundation and presenting
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preliminary results. However, a comprehensive analysis should address potential
asymmetries and incorporate adjustment margins based on empirical evidence.

In particular, the strongest assumption we implicitly maintain is that of symme-
try: the voting parameters β, ξ are independent of reasoned preferences (or naive)
preference. A natural relaxation of this assumption is to posit that.

βi = P [xS = y|y = i]

and
ξi = P [xA = y|y = i]

with a different specification for residual uncertainty in naive preferences.18 Insofar
as overconfidence can be interpreted as individuals’ resistance to critical thinking,
evidence in Ortoleva and Snowberg (2015) also questions the fact that intensity λ

is independent of y: if the reasoned preference predicts cognitive traits associated
with critical thinking (or the impact of different storytelling contexts), then the pool
of critical thinkers would be selected based on y, which constitutes an additional
source of bias.

Another potentially relevant relaxation of symmetry is to allow for the presence
of bias in naive preferences, which means to allow for µN ̸= µ. This corresponds to a
situation where the principal knows that a specific opinion is prevalent before indi-
viduals realize the ambivalent nature of an issue. This scenario seems particularly
relevant when one position is more likely to be defended through superficial argu-
ments such as nationalism. If this is the case, then an institutional principal would
benefit from increasing the intensity λ (or simply “letting time pass”) as critical
thinkers would naturally eliminate this systematic bias.19

Extending the model to account for these asymmetries would not alter our main
conclusion: storytelling is crucial for election efficiency because polls yield more
information about the distribution of reasoned preferences when there are more
critical thinkers. However, these asymmetries could significantly influence the vot-
ing behavior of critical thinkers who have not yet discovered their stable preferences.
We did not model this form of indecisiveness directly, but instead captured it in a
reduced form through the ξ parameter. "Early-stage" critical thinkers, having lost
their naive preferences but not yet developed their reasoned preferences, experi-
ence a state of "normative uncertainty" (MacAskill et al., 2020; Millner, 2020). In

18The symmetry hypothesis can readily be tested in experiments like ours where we observe
individuals before starting their critical thinking process and after discovering their stable preference
– i.e., using the three mental models extension of the model –. In our specific setting, we could
perform such a test due to a lack of power (the number of subjects who were classified as reasoned
preferences at the end of the experiment was small).

19Obviously, the evolution of welfare for the positive principal would instead be unaffected by
this extension, as their could “clear out” all systematic noise in the poll.
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this state, they might attempt to counterbalance the bias present in the electorate
due to asymmetries in voter types. For example, they might vote for the option that
they perceive is underrepresented among stereotypes (e.g., 0 if µN > µ) or because
those who hold such stereotypes transition to critical thinking more rapidly.

Moreover, due to their indecisiveness, such voters are probably more likely to
abstain and are more sensitive to voting costs. Hence, our analysis suggests that
voting costs might not just select the electorate based only on demographic hetero-
geneity (see (Cantoni and Pons, 2022)) but potentially also on the critical thinking
stage.

Lastly, discounting the utility of delaying action allows us to explore the optimal
timing of elections within our framework. Even the positive principal, who chooses
efficiently in the limit, would not delay their decision indefinitely under discount-
ing. Analyzing how the optimal timing of elections varies with λ and other pa-
rameters involves examining how a principal can control the type and duration of
storytelling to maximize the accuracy of polls. Such issues are relevant in many
practical scenarios, such as designing the type and accuracy of information pro-
vided to a focus group before soliciting their opinions on a marketing campaign or
policy proposal.

Overall, the simple model introduced and analyzed in this paper already sheds
light on an issue relevant to public and private entities that need to elicit the dis-
tribution of reasoned preferences within a population. Our analysis suggests that
these entities should consider and possibly control the information environment in
which the population learns about an issue, as well as the cognitive traits prevalent
in that population. For example, an influencer aiming to gain approval from their
audience should carefully consider how an issue is presented and discussed. Simi-
larly, a government planning a referendum on an ethically sensitive issue should be
mindful of the media’s presentation and discussion of the issue. This government,
which must accept the election outcome at face value and cannot manipulate it to
extract the ’best predictor’, should also consider additional bias margins that could
skew results and create counterintuitive comparative statics.

6.2 Experimental Discussion and Extensions

Internal validity. The internal validity of our critical thinking measure can be
further strengthened by using advanced monitoring algorithms with a larger on-
line sample. Specifically, we propose clustering participant behavior by analyzing
whether they open new browser tabs or take significant breaks during the essay
task. This could indicate accessing external information through another tab or de-
vice. This monitoring can help identify instances where participants seek external
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information, which can affect their critical thinking responses. Additionally, ana-
lyzing keystroke patterns and character counts can detect live plagiarism, a concern
that becomes increasingly relevant as LLMs evolve and become more sophisticated,
rendering traditional detection methods less effective. By addressing these factors,
we aim to bolster the reliability and accuracy of our measure.

To enhance the robustness of human expertise in grading critical thinking es-
says, it is crucial to consider factors beyond a mere sample size expansion of experts.
Cognitive psychologists’ traits, such as institutional affiliations, subfields, political
views, and expertise quality (e.g., publications and citations), can introduce biases
in grading, especially if evaluators exhibit predispositions toward certain pros or
cons stories, say, because of the participants taking a stance matching the graders’
political preferences. Leveraging techniques such as Reinforcement Learning from
Human Feedback (RLHF) can help calibrate grading systems by aggregating eval-
uations from diverse expert opinions, thereby mitigating measurement biases and
ensuring an even more balanced assessment of critical thinking.

Incentive mechanisms can also be optimized using economic principles, moving
beyond traditional flat payments for graded batches. Designing incentive structures
that align with desired grading outcomes can enhance accuracy and reliability, en-
couraging more consistent and unbiased assessments such as beauty contest-based,
or Bayesian truth serum-based incentives could be relevant. Furthermore, the inter-
disciplinary nature of critical thinking invites collaboration with cross-field experts,
including educators, philosophers, and scholars from human sciences, to enrich the
grading process with diverse perspectives and methodologies, ultimately leading
to a more holistic evaluation framework.

External Validity. The external validity of our experiment must be interpreted
with caution. Our study should not be viewed merely as a comparison of social
networks, such as Facebook versus Twitter. Instead, it explores how storytelling con-
texts influence critical thinking. The key takeaway is that "the storytelling con-
text matters," rather than concluding that "Facebook is better." Social media, in this
study, serves as a storytelling medium where individuals are exposed to various
perspectives, often superficial. The critical question is whether this exposure aids
individuals in recognizing the trade-offs involved in complex issues or whether it
requires more in-depth study and personal reflection. While such an approach fos-
ters reasoned preferences, it is time-consuming and less likely to occur naturally.

At the end of our experiment, we asked several questions related to participants’
habits to consume political news: frequency, which types of media and which social
media platforms. Our findings suggest that for daily users from our sample seeking
political information but we did not find any evidence that the type of media or

29



the choice of social media platform does not impact the effects. Yet, we believe that
more fine-grained news consumption habits research is warranted, as well as differ-
ent personal traits that could impact the effectiveness of a storytelling context. Face-
book may provide slightly more engaging or informative content compared to News-
paper (z = 0.222, p < 0.1) but Facebook clearly outperforms Twitter (z = 0.375, p <

0.01). Besides, we find similar results for the high-need-for-cognition participants:
Facebook slightly outperforms Newspaper (z = 0.371, p = 0.068), indicating a slight
advantage for Facebook and clearly outperforms Twitter (z = −0.526, p = 0.006).20

Our experimental design offers a foundation for exploring critical thinking across
novel cross-context issues. While this study focuses on digital privacy, the story-
telling features inherent to different issues may vary in their effectiveness at prompt-
ing critical thinking. Recognizing that issues possess an "objective" side that re-
quires information from multiple sources, we emphasize the inherent trade-offs
present in many issues. Critical thinking plays a pivotal role in guiding individ-
uals to acknowledge the ambivalent nature of these issues. Our analysis highlights
a novel channel, possibly orthogonal to previously identified ones, where the same
characteristics that make hard information challenging to digest (e.g., continuous
display with superficial language) may enhance attention to specific issues and fos-
ter awareness of their ambivalent nature.

A key area for future research is understanding the economic relevance of criti-
cal thinking in natural settings. Exploring how critical thinking emerges in complex
environments, where agents on social media platforms encounter a mix of topics
rather than clear-cut pro and con discussions, could provide insights into the ef-
fectiveness of storytelling contexts. In addition, natural settings offer opportunities
to study the persistent effects of storytelling on critical thinking beyond the short-
term timelines typically examined in A/B tests. These settings allow for empirical
exploration of critical thinking’s impact on outcomes such as voting behavior, as
theorized in our framework. Understanding these dynamics could offer valuable
implications for policymakers and educators aiming to foster critical thinking in
society.

7 Conclusion

In this paper, we argue that the way information is communicated (storytelling con-
text) may significantly influence the effectiveness of surveys and elections in elicit-
ing reasoned preferences from a population. Our argument unfolds in two parts:
first, we present empirical evidence from an incentivized experiment demonstrat-

20See Tables 11,12 in Appendix for more details on the news consumption habits analysis.
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ing that storytelling context affects critical thinking. Second, we construct a concep-
tual framework that shows how critical thinking affects electoral efficiency.

Our empirical results document that the degree to which individuals become
critical thinkers — recognizing the ambivalent feature of an issue, a prerequisite for
forming their reasoned preferences — varies depending on the storytelling context
in which otherwise identical information is communicated. Furthermore, we show
that individuals’ sensitivity to the storytelling format is linked to a cognitive trait
(need for cognition) established in the cognitive psychology literature. The exper-
iment assesses the critical thinking status of participants after different treatments
through professional psychological expert evaluations. It employs an LLM to in-
centivize the writing task and diverse algorithms to detect cheating behavior and
ensure data quality. We find that intermediate-length storytelling contexts (Face-
book style) outperform others, particularly among individuals with a high need for
cognition.

Then, in our conceptual framework, the proportion of critical thinkers is a key
welfare variable, influencing how accurately elections reflect the distribution of sta-
ble preferences in a large population. Critical thinking is modeled as "losing" a sys-
tematic voting tendency, which is orthogonal to reasoned preferences and reduces
the predictive power of reported preferences regarding the mean of reasoned pref-
erences. This abstraction compellingly captures the process of transitioning from an
instinctive opinion to embracing an informed ethical stance. However, the model’s
significant simplifications, particularly its assumption of symmetry in voting be-
havior and preference discovery based on instinctive opinions, may limit its appli-
cability beyond the primary point of this paper, illustrating how and why critical
thinking matters.
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A Proofs of The Main Model

A.1 Preliminary Results on p̂ and alike

The following three steps explicitly show how to analyze the evolution of the men-
tal model process over time for each agent and how this relates to the parameters
of the model.

1) µS = exp {−λ1t} and µC = 1 − µS Represent the masses. λ1 represents the
intensity with which agents transition from mental model N to mental model C
over time. Moreover, we define the unknown parameter p̄ as a function of µ and p
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p (µ, p) = µS (E [xS |p ]) + µC (E [xC |p ])
= µS (βpS + (1 − β) p) + µC (ξC p + (1 − ξC) (1 − p))

= µS (βpS + (1 − β) p) + µC (1 − p − ξC (1 − 2p))

Thus,

p (µ, p) = µS (βpS + (1 − β) p) + µC (1 − p − ξC (1 − 2p)) (5)

From this we can derive the expression for p as a function of pS

p̄ = µSβpS + µS (1 − β) p + µC − µC p − µCξC + 2µC pξC

p̄ = µSβpS + µC − µCξC + p [µS (1 − β)− µC (1 − 2ξC)]

= µSβpS + µC − µCξC + p [µS (1 − β)− µC (1 − 2ξC)]

Thus p is defined as

p =
p̄ − µSβpS − µC (1 − ξC)

µS (1 − β)− µC (1 − 2ξC)
(6)

Finally, we can define the parameter p̂ that is defined as the expectation of p condi-
tioning on p̄

p̂& =
p̄ − [µSβE [pS| p̄] + µC (1 − ξC)]

µS (1 − β) + µC (2ξC − 1)
(7)

Thus, p̄ is defined as

p̂ = E [p|α1p + α2pS = p̄] (8)

p̂ =
β2µ2

SµXσ2
Y + σ2

X (1 − p̄ − ξC + µS (−1 + βµY + ξC)) (1 − 2ξC + µS (−2 + β + 2ξC))

β2µ2
Sσ2

Y + σ2
X (1 − 2ξC + µS (−2 + β + 2ξC))

2

=
β2µ2

SµXσ2
Y + σ2

X
(

p̄ −
[
µSβµy + (1 − µS) (1 − ξC)

])
(1 − 2ξC + µS (−2 + β + 2ξC))

β2µ2
Sσ2

Y + σ2
X (1 − 2ξC + µS (−2 + β + 2ξC))

2

2) It is worth noting that the NWF can be expressed as the sum of the PWF is a
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biased term due to the elections. In fact,

NWF = −E
[
(p − p̄)2

]
= −E

[
(p − p̂ + p̂ − p̄)2

]
= −E

[
(p − p̂)2 + 2(p − p̂)( p̂ − p̄) + ( p̂ − p̄)2

]
= −

[
E
[
(p − p̂)2

]
+ 2E [(p − p̂)( p̂ − p̄)] + E

[
( p̂ − p̄)2

]]
= −

E
[
(p − p̂)2

]
+ 2( p̂ − p̄)E [(p − p̂)]︸ ︷︷ ︸

0

+E
[
( p̂ − p̄)2

]

= −

 E
[
(p − p̂)2

]
︸ ︷︷ ︸

Precision of elections

+E
[
( p̂ − p̄)2

]
︸ ︷︷ ︸
Bias of elections


Thus, it can be rewritten as

NWF = PWF + Bias

At this stage, we define the two welfare functions given the distributions of the
parameters.

3)What the analysis aims showing is the evolution of the welfare functions over
time and the main differences between the evolution of the PWF and the NWF. In
particular, to study the evolution, we take the first derivative of the two functions
with respect to µS. It is necessary and sufficient to show the sign of this derivative in
order to have an all-rounded understanding of the evolution of the two functions.
In fact, µS as defined above depends negatively on t and λ1. Hence, once we define
the relation between the functions and µS, we immediately get to know the relation
between the functions and the time/lambda. Thus, let us start by showing the
behavior of the PWF.

∂PWF
∂µS

=

2β2µSσ2 (−1 + 2ξC) [1 − 2ξC + µS (−2 + β + 2ξC)]{
2µ2

S

[
β2 + 2β (−1 + ξC) + 2 (−1 + ξC)

2
]
+ (1 − 2ξC)

2 − 2µS (−1 + 2ξC) (−2 + β + 2ξC)
}2

∝ 1 − 2ξC + µS (β − 2 (1 − ξC))
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Since almost everything is bigger than or equal to 0, if we want to study the sign
of the above formula, then we have to analyze the sign of the following term.

1 − 2ξC + µS (−2 + β + 2ξC) < 0

0 < µS <
2ξC − 1

−2 + β + 2ξC︸ ︷︷ ︸
≥1?

Proposition 3 WP is increasing in t and λ if

2ξC − 1
−2 + β + 2ξC

> 1 ⇐⇒ 1 > β

Let us study the right-hand side of the inequality.

2ξC − 1 ≥ −2 + β + 2ξC

β ≤ 1

Therefore, we can conclude that PWF decreases in µS each time t, because

0 < µS <
2ξC − 1

−2 + β + 2ξC
, ∀µS ∈ [0, 1]

In other words, the PWF is an increasing function of both t and λ1.

A.2 Proof of Proposition 1

Proof. Let η = ηN be the share of citizens who have not become critical thinkers
yet. Using the chain rule, we obtain both welfare functions.

dW
dλ

=
dW
dη

· dη

dλ︸︷︷︸
<0

=⇒ dW
dλ

∝ −dW
dη

welfare moves in contrary to how it moves in η, which in turns decreases in λ (and
t). First, for positive welfare, dW

dη is always negative for the following computations.
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∂PWF
∂µS

=

2β2µSσ2 (−1 + 2ξC) [1 − 2ξC + µS (−2 + β + 2ξC)]{
2µ2

S

[
β2 + 2β (−1 + ξC) + 2 (−1 + ξC)

2
]
+ (1 − 2ξC)

2 − 2µS (−1 + 2ξC) (−2 + β + 2ξC)
}2

∝ 1 − 2ξC + µS (β − 2 (1 − ξC))

Since almost everything is bigger or equal to 0, if we want to study the sign of the
above formula, then we have to analyze the sign of the following term

1 − 2ξC + µS (−2 + β + 2ξC) < 0

0 < µS <
2ξC − 1

−2 + β + 2ξC︸ ︷︷ ︸
≥1?

Let’s study the right-hand side of the inequality

2ξC − 1 ≥ −2 + β + 2ξC

β ≤ 1

Therefore, we can conclude that PWF is decreasing in µS for each time t, because

0 < µS <
2ξC − 1

−2 + β + 2ξC
, ∀µS ∈ [0, 1]

Furthermore, dW
dη has a non-trivial solution. That is, by studying the sign of the

derivative of welfare elections with respect to µS we obtain

∂NWF
∂µS

= −
[
4β2µSσ2 + 4β (−1 + µS) σ2 (−1 + ξC) + 4βµSσ2 (−1 + ξC) + 2 (−1 + µS)

[
(1 − 2µ)2 + 4σ2

]
(−1 + ξC)

2
]

The sign of the term in brackets is

4β2µSσ2 + 4βσ2 (−1 + ξC) (−1 + 2µS)+ 2 (−1 + µS)
[
(1 − 2µ)2 + 4σ2

]
(−1 + ξC)

2 > 0

µS

[
4β2σ2 + 8βσ2 (−1 + ξC) + 2 (−1 + ξC)

2
[
(1 − 2µ)2 + 4σ2

]]
> 4βσ2 (−1 + ξC) + 2 (−1 + ξC)

2
[
(1 − 2µ)2 + 4σ2

]

µS >
4βσ2 (−1 + ξC) + 2 (−1 + ξC)

2
[
(1 − 2µ)2 + 4σ2

]
4β2σ2 + 8βσ2 (−1 + ξC) + 2 (−1 + ξC)

2
[
(1 − 2µ)2 + 4σ2

]
︸ ︷︷ ︸

Threshold<1?

Saying that the threshold is less than one also means that ∂NWF
∂µS

< 0 ⇐⇒ µS >
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Threshold. We want to study this threshold. The conditions given in the text corre-
spond to this threshold being below 0 and above 1, respectively.

COND1 → Threshold < 0 Always decreases in time

COND2 → Threshold > 1 Always increase in time

COND3 → Threshold ∈ (0, 1) Increases first, decreases later

COND1 occurs according to the following expression

β >
(1 − ξC)

(
(1 − 2µ)2 + 4σ2

)
2σ2

Then, the welfare is always decreasing. For COND2 to occur, the numerator of
the threshold must be higher than the denominator. Hence, since only two terms
differ between numerator and denominator, the following must be true.

4βσ2 (−1 + ξC) > 4β2σ2 + 8βσ2 (−1 + ξC)

4βσ2 (−1 + ξC) > 4βσ2 (β + 2ξC − 2)

β < 1 − ξC

The welfare is then always increasing. Finally, COND3 can be intuitively dis-
cussed. Since µS is monotonically decreasing in time, there must be continuity of
tmax such that  ∂WN

∂µS
< 0 for t < tmax

∂WN

∂µS
< 0 for t > tmax

Therefore, tmax is a maximum interior of WN when threshold ∈ (0, 1)

A.3 Proof of Proposition 2

Proof. Firstly, define the parameters associated with p̄

p̄ = µT p + µS (βpS + (1 − β) p) + µC [1 − p + ξC (2p − 1)]

where
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α0 = µC (1 − ξC)

α1 = 1 − βµS − 2µC (1 − ξC)

α2 = βµS

Then p̂ is given by

p̂ =

p̄−[α0+α2µy]
α1

α2
1σ2

x + α2
2σ2

y µx

α2
1σ2

x + α2
2σ2

y

where

γ0(t, λ) =
α2

2σ2
y µx − α2α1σ2

x µy

α2
1σ2

x + α2
2σ2

y

γ1 (t, λ) =
α2

1σ2
x

α2
1σ2

x + α2
2σ2

y

γ2(t, λ) =
α2α1σ2

x

α2
1σ2

x + α2
2σ2

y

The bias is zero if and only if the following system has a solution.α1 = γ1

α2 = γ2

that is 
α1 =

α2
1σ2

x
α2

1σ2
x+α2

2σ2
y

α2 = α2α1σ2
x

α2
1σ2

x+α2
2σ2

y

It is immediate to check that γ1 (t, λ) = α1 (t, λ) ⇐⇒ γ2 (t, λ) = α2 (t, λ), so, we
actually have a single equation, and we need to claim that it exists a time such that
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α2
1σ2

x

α2
1σ2

x + α2
2σ2

y
= α1 ⇐⇒ (1 − βµS − 2µC (1 − ξC))

2 σ2
x

(1 − βµS − 2µC (1 − ξC))
2 σ2

x + (βµS)
2 σ2

y
= (1 − βµS − 2µC (1 − ξC))

⇐⇒ (1 − βµS − 2µC (1 − ξC)) σ2
x = (1 − βµS − 2µC (1 − ξC))

2 σ2
x + (βµS)

2 σ2
y

⇐⇒ (1 − βµS − 2µC (1 − ξC)) σ2
x (βµS + 2µC (1 − ξC)) = (βµS)

2 σ2
y

⇐⇒ (1 − βµS − 2µC (1 − ξC)) (βµS + 2µC (1 − ξC))

(βµS)
2 =

σ2
y

σ2
x

⇐⇒ (1 − βµS − 2 (1 − µS) (1 − ξC)) (βµS + 2 (1 − µS) (1 − ξC))

(βµS)
2

When µS = 0 there cannot be the zero-bias time, because as t → ∞ this explodes
(? can we show this is always increasing in µS) because there is always bias in the
limits. On the other hand, there could be a zero-bias time that coincides with t⋆ = 0.
Indeed, when µS = 1

1 − β

β
=

σ2
y

σ2
x

An even more special case is when ξC = 1. Indeed,

(1 − βµS)
2 σ2

x

(1 − βµS)
2 σ2

x + (βµS)
2 σ2

y
= (1 − βµS)

(1 − βµS) σ2
x = (1 − βµS)

2 σ2
x + (βµS)

2 σ2
y(

1 − βµS

βµS

)
=

σ2
y

σ2
x

Substituting the expression of µSas a function of t and λ

σ2
x

β
(

σ2
x + σ2

y

) = e−tλ1

that becomes

t⋆ = − 1
λ1

log

 σ2
x

β
(

σ2
x + σ2

y

)


Where the argument of the log must be smaller than 1

σ2
x

β
(

σ2
x + σ2

y

) < 1
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that is

(1 − β)

β
<

σ2
y

σ2
x

B Experimental Details

B.1 Data Collection

Preventing duplicates. Submissions to studies on Prolific are guaranteed to be
unique by the firm.21 Our system is set up so that each participant can submit only
one per study on Prolific. That is, each participant will be listed in our dashboard
only once and can only be paid once. On our side, we also prevent participants
from taking the experiment several times in two steps. First, we enable the func-
tionality “Prevent Ballot Box Stuffing,” which prevents multiple entries from the
same user by tracking IP addresses, setting browser cookies, and requiring unique
account verifications. This ensures that each participant can only submit their re-
sponse once. Second, we check for unique participant IDs in the dataset and delete
duplicate submissions if we find any.

High vs low-quality submissions. Participants joining the Prolific pool receive a
rate based on the quality of their engagement with the studies. If they are rejected
from a study, then they will receive a negative score. If they receive too many nega-
tive scores, then Prolific removes them from their pool of potential participants for
different studies.22 Based on this long-term contract, participants are incentivized
to pay attention and follow the expectations of each study. Hence, good research
behavior has emerged on Prolific, according to which participants themselves can
vol voluntarily withdraw their submissions if they feel they made a mistake, such
as rushing too much, letting the survey open for a long period without engaging
with it, and so on.* According to these standards, we kept submission rejections as
low as possible, following the standard in online experimental economics. Partici-
pants who fail at least one fair attention check are rejected and not paid. Following
Prolific standards, participants who are statistical outliers (3 standard deviations
below the mean) are excluded from the good complete data set.

21See Prolific unique submission guarantee policy here.
22See Prolific pool removal Policy here.
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Payments and communication. We make sure to review participants’ submis-
sions within 24-48 hours after they have completed the study. This means that
within this time frame, if we accept their submission, they will receive their fixed
and bonus payment. Otherwise, we reject their submissions and send them a per-
sonalized e-mail detailing the reason for the rejection, leaving participants the op-
portunity to contact us afterward if they firmly believe the decision to be unfair
(motivating their perspective). Participants can also contact us at any time if they
encounter problems with our study or have questions about it.

B.2 Cheating Behavior Monitoring Algorithms

The first algorithm tracks the number of times participants open a new tab on their
computer during the essay exercise and how much time they spend on our essay
writing web page. We gathered only the following information: ’participant i has
opened a new tab during the essay, n number of times, for some time t.

The second algorithm checks whether participants copy and paste external in-
formation by comparing the number of written characters and the number of key-
board clicks. If the number of keyboard clicks is strictly less than the number of
written characters, this implies that the participants have copied external informa-
tion.

This second algorithm cannot distinguish between the original external informa-
tion and plagiarism. In the situation in which some participants had already written
about a topic or a relevant topic and saved it on their computer before coming to
the experiment, we also used a feature in the AI software to check for plagiarism
after the participants had finished the experiment.

B.3 Generating Storytelling Contexts with LLMs

Description of the storytelling contexts. First, in the Newspaper treatment, partic-
ipants are exposed to two news articles: one for and one against the issue. Each
article is presented for 60 seconds. This context embodies a structured and for-
mal writing style, minimalist visual design, high source credibility from an institu-
tional perspective, and content delivery that presents a continuous, long-form story
within a single screen frame.

Second, in the Facebook treatment, participants are exposed to six Facebook posts:
two for and two against the issue, as well as two irrelevant posts. Each post is dis-
played for 20 seconds. This context features a moderately formal writing style with
variable length, a colorful and interactive visual design, source credibility from per-
sonal and diverse user-generated content, and content delivery that presents indi-
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vidual stories sequentially, one per screen frame.
Third, in the Twitter treatment, participants are exposed to twenty-four tweets:

ten for digital privacy, ten against digital privacy, and four ads. Each tweet has an
average length of 40 characters and is displayed for five seconds, aligning with the
average reading speed in the US population. This context is characterized by a con-
cise and informal writing style, minimalist visual design, varied source credibility
from multiple anonymous individuals, and content delivery that rapidly presents
individual stories in quick succession, one per screen frame.

Fourth, an additional storytelling context was designed: Biased Twitter. In this
treatment, participants are exposed to thirteen tweets: ten for and three ads or ten
against and three ads. Each tweet is displayed for five seconds. This context main-
tains the concise and informal writing style of tweets, minimalist visual design, and
varied source credibility from multiple anonymous individuals. The content deliv-
ery rapidly presents individual stories in quick succession, one per screen frame.
The Biased Twitter treatment was introduced to specifically analyze the effects of ex-
posure to a one-sided (biased) storytelling context, contrasting with the two-sided
storytelling context in the Twitter treatment. By comparing the two, we aim to un-
derstand which role exposure to a predominantly one-sided storytelling context can
play in prompting or not critical thinking in users.
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Treatment Description Content Individual Ex-
posure Time

Newspaper Participants are exposed to two
news articles: one for and one
against the issue.

2 news ar-
ticles

180 seconds

Facebook Participants are exposed to six
Facebook posts: two for, two
against the issue, and two irrele-
vant posts.

6 Face-
book posts

60 seconds per
post

Twitter Participants are exposed to
twenty-four tweets: ten for dig-
ital privacy, ten against digital
privacy, and four ads. Each
tweet has an average length of
40 characters.

24 tweets 15 seconds per
tweet

Biased Twitter Participants are exposed to thir-
teen tweets: ten for and three
ads or ten against and three ads.

12 tweets 15 seconds per
tweet

Table 4: Summary of Treatment Details

How we used LLMs to generate the storytelling contexts. First, once we ex-
tracted all the facts used in our experiment from the newspaper articles, we used
a combination of two LLMs, Quillbot and Copy.AI, to aid in paraphrasing a crude
and short writing style, as on Twitter and a medium writing style, as on Facebook.
Second, we relied on Zeeob, a social media format simulator, to generate UX de-
sign elements such as fonts, line spacing, color, and other elements specific to both
storytelling contexts, Twitter and Facebook. Third, for the credibility sources, based
on the UX design, the participants are immediately exposed to Twitter and Face-
book branding. For the Newspaper context, participants were told that the article
was from a leading newspaper. In addition to branding, another source of credibil-
ity, particularly in the case of social media, is how many different individuals share
similar stories (facts going in the same direction, for or against). To generate these
individuals, we used StyleGAN2, an image generation machine learning model, to
generate deep fakes, which were then blurred to keep participants’ attention fo-
cused on how different individuals were sharing stories and not sharing them with
who (in terms of gender or ethnic stereotypes) was sharing them.23

23Access the respective AI tools we used here: Quillbot: https://quillbot.com/; CopyAI: https://
www.copy.ai/; Zeeob: https://zeoob.com/; StyleGAN2: https://github.com/NVlabs/stylegan2.
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Figure 3: Examples of Twitter, Facebook, and Newspaper treatments

B.4 Grading Essays with LLMs

Figure 4: Example of Grammarly-generated grade report
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B.5 Detailed Elicitations

B.5.1 Political Preferences

Ex-ante and ex-post political preferences. Before the treatment, we prompt par-
ticipants on different political issues (i.e., without a baseline): guns, crime, climate,
welfare, and digital privacy issues. We use the standard congressional metrics, in-
cluding digital issues. We elicit more than only digital preferences to ensure that
participants do not guess at this stage which preferences we focus on in the re-
mainder of the experiment (treatment and critical thinking essay) to minimize their
social desirability bias. After the treatment on digital privacy, we survey partici-
pants again to elicit their preferences about digital privacy. We use the following
scale.

1. On the issue of gun regulation, do you support or oppose the following pro-
posal?

2. On the issue of environmental policies, do you support or oppose the follow-
ing proposal?

3. On the issue of crime policies, do you support or oppose the following pro-
posal?

4. On the issue of digital policies, do you support or oppose each of the following
proposals?

B.5.2 Digital Knowledge Test

See the participants’ experimental instructions.

B.5.3 Issue Familiarity

1. In the remainder of the experiment, we will focus on the following political
issue [text]. Please, again, state your preference.

2. Have you thought deeply about this issue before participating in this study?
[Yes/No]

B.5.4 Listing Reasons

If yes to the previous question, then participants see this question:
You answered "Yes" to the previous question. You will be asked now to provide,

at most, two reasons that justify your position and two reasons that justify the op-
posite position. If you do not know any reasons, please select "I am unable to list
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any logical reason at the moment". You do not need to agree with these reasons;
they need to be a logical justification for or against your position. Your payment
WILL NOT depend on your answer to this question. However, your honest answer
is of paramount importance for the success of this study.

1. Reasons which justify your position

• Reason 1: [write text here]

• Reason 2: [write text here]

• I am unable to list any logical reason at the moment

2. Reasons which oppose your position

• Reason 1: [write text here]

• Reason 2: [write text here]

• I am unable to list any logical reason at the moment

B.5.5 Internal Uncertainty

How certain are you of your preference regarding the digital privacy issue? By
"Certain", we mean that you feel confident enough to vote for your political prefer-
ence if asked to you in a real-life political committee. Select among the following
options:

• Completely Uncertain

• Rather Uncertainty

• Rather Certain

• Completely Certain

B.5.6 Need for Cognition

For each sentence below, select how uncharacteristic or characteristic this is for you.

Note: Despite its wide use, to our knowledge, no average for the US population is avail-
able. Originally a 34-question version, the authors developed an 18-question version for
efficiency. We use here a validated 6-question version more adapted for online artefactual
experiments.

B.5.7 Cognitive Flexibility

Note: The author provide the average of 55.
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B.6 Critical Thinking Classification

B.6.1 Critical Thinking Classification Results

Table 5 shows the classification results of individuals as Naive and Critical Think-
ing.

Treatment N0 → N1 N0 → C1 C0 → C1

NEWSPAPER 107 46 17
TWITTER 130 42 18
BIASED TWITTER 111 51 22
FACEBOOK 109 59 13

N 368 258 99

Table 5: Pre- and Post-Treatment Classification

B.6.2 Distribution of Cognitive Styles

Table 3 presents differences in the mental push to critical thinking through story-
telling among participants with high cognition needs. In this section, we provide
the experimental results among participants with a low need for cognition, high
cognitive flexibility, and low cognitive flexibility.

Treatment Newspaper Twitter BIASEDTwitter Facebook
Newspaper · · · ·

Twitter 0.888
(0.067) · · ·

Biased Twitter 0.736
(0.068)

−0.136
(0.065) · ·

Facebook 0.499
(0.068)

−0.398
(0.064)

−0.253
(0.066) ·

N 99 113 103 109

Standard errors in parentheses
* p < 0.1, ** p < 0.05, *** p < 0.01

Table 6: Z-Scores for a Low Need for Cognition

C Robustness Checks

C.1 Sensitivity Analysis

This appendix provides detailed statistical results supporting the main findings dis-
cussed in the paper. The tables below present the z-scores and p-values for different
threshold sensitivities and levels of cognition, focusing on Facebook’s effectiveness
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Treatment Newspaper Twitter Biased Twitter Facebook
Newspaper · · · ·

Twitter 0.723
(0.078) · · ·

Biased Twitter −0.231
(0.087)

−0.963
(0.080) · ·

Facebook −0.979
(0.089)

−1.751∗

(0.082)
−0.745
(0.090) ·

N 59 68 56 57

Standard errors in parentheses
* p < 0.1, ** p < 0.05, *** p < 0.01

Table 7: Z-Scores for High Cognitive Flexibility

Treatment Newspaper Twitter BIASEDTwitter Facebook
Newspaper · · · ·

Twitter 0.850
(0.063) · · ·

Biased Twitter −0.143
(0.064)

−1.015
(0.062) · ·

Facebook −0.497
(0.064)

−1.387
(0.061)

−0.361
(0.063) ·

N 111 122 128 124

Standard errors in parentheses
* p < 0.1, ** p < 0.05, *** p < 0.01

Table 8: Z-Scores for Low Cognitive Flexibility
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in fostering critical thinking compared to other platforms such as Twitter and News-
papers.

Overall, the data supports our conclusion that Facebook is an effective platform
for fostering critical thinking across various thresholds, especially when partici-
pants have higher baseline knowledge. These results highlight the importance of
minimal knowledge as a necessary condition for the cognitive engagement process,
aligning with the literature that emphasizes the need for foundational knowledge
in the development of critical thinking. This suggests a targeted approach in ed-
ucational and policy-making strategies to maximize the benefits of media-driven
cognitive engagement.

Table 9 shows the comparative effectiveness of Facebook, Twitter, and Newspaper
on different knowledge thresholds for participants with a high need for cognition.
The data indicates that Facebook consistently outperforms the other platforms, es-
pecially at higher thresholds (9 and 10 correct answers), where it shows significant
advantages over both Twitter and Newspapers. This demonstrates Facebook’s ef-
fectiveness in promoting critical thinking, particularly when participants have sub-
stantial baseline knowledge.

Threshold Newspaper Twitter Biased Twitter

Facebook (10, both)
−2.438∗∗

(0.078)
−2.968∗∗∗

(0.074)
−1.228
(0.078)

Facebook (9, both)
−2.451∗∗

(0.080)
−3.223∗∗∗

(0.075)
−1.256
(0.081)

Facebook (5, both)
−1.601
(0.087)

−2.674∗∗∗

(0.080)
−0.821
(0.085)

Facebook (8, 3)
−2.229∗∗

(0.081)
−3.051∗∗∗

(0.076)
−0.970
(0.082)

Facebook (8, 1)
−2.309∗∗

(0.083)
−3.560∗∗∗

(0.077)
−0.930
(0.085)

Table 9: Z-Score for Threshold Sensitivity and High Need for Cognition

Table 10 provides results for the broader participant base, illustrating how Face-
book compares to Twitter and Newspaper across all levels of cognition. The results
reinforce the findings that Facebook remains the most effective platform for encour-
aging critical thinking, even when varying levels of baseline knowledge are taken
into account. In particular, the advantage of Facebook is less pronounced at the
lowest threshold (5 correct answers), underscoring the need for minimal baseline
knowledge as a prerequisite for effective critical thinking engagement.
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Threshold Newspaper Twitter Biased Twitter

Facebook (10, both)
−1.066
(0.050)

−2.122∗∗

(0.047)
−1.013
(0.049)

Facebook (9, both)
−1.106
(0.052)

−2.368∗∗

(0.048)
−0.996
(0.051)

Facebook (5, both)
−0.458
(0.054)

−1.811∗

(0.051)
−0.567
(0.053)

Facebook (8, 3)
−0.882
(0.052)

−2.200∗∗

(0.049)
−0.855
(0.051)

Facebook (8, 1)
−1.096
(0.054)

−2.467∗∗

(0.050)
−0.713
(0.054)

Table 10: Z-Score for Threshold Sensitivity for all Levels of Cognition

C.2 News Consumption Habits

C.2.1 Table of Daily Effects For General and High Need Cognition

Habit Newspaper Twitter Facebook

Newspaper · 0.153
(0.115)

−0.222*
(0.128)

Twitter · · −0.375***
(0.120)

Facebook · · ·

N 128 142 128

Standard errors in parentheses
* p < 0.1, ** p < 0.05, *** p < 0.01

Table 11: Z-Scores for News Consumption Habits: Daily

Habit Newspaper Twitter Facebook

Newspaper · 0.155
(0.176)

−0.371
(0.201) *

Twitter · · −0.526
(0.189) ***

Facebook · · ·

N 53 57 53

Standard errors in parentheses
* p < 0.1, ** p < 0.05, *** p < 0.01

Table 12: Z-Scores for High Need for Cognition Participants with Daily Habits
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C.2.2 Different Timeline of News Consumption Habits

No Effect for Weekly Habits. The analysis of weekly news consumption habits
reveals no statistically significant differences in effectiveness between the platforms
examined. Specifically, when comparing Newspaper and Facebook, the Z-score dif-
ference was 0.420 (p = 0.146), indicating no significant advantage for Newspaper
over Facebook in providing political information. Similarly, the comparison between
Facebook and Twitter yielded a Z-score difference of 0.173 (p = 0.504), highlighting
that Facebook does not significantly outperform Twitter for weekly users. These find-
ings suggest that weekly news consumers do not exhibit a strong preference for one
platform over another in acquiring political information.

No Effects for Monthly Habits. The analysis of monthly news consumption habits
reveals no statistically significant differences in effectiveness among Newspaper,
Twitter, Biased Twitter, and Facebook for delivering political content. Specifically, the
comparison between Newspaper and Facebook showed a Z-score difference of 0.000
(p = 1.000), indicating complete parity in their effectiveness. Similarly, the Twitter
and Facebook comparison yielded a Z-score difference of 0.171 (p = 0.644), demon-
strating that neither platform significantly outperforms the other. Overall, these
findings suggest that for consumers who engage with news on a monthly basis, no
specific platform offers a distinct advantage in political information dissemination.

C.2.3 Social Media Platform Habits

Facebook habits. The analysis of participants who marked "Facebook" hows no
significant differences in Z-scores between Newspaper, Twitter, and Facebook. Specif-
ically, the comparison between Newspaper and Twitter reveals a Z-score difference
of 0.159 (p = 0.364), indicating parity in their effectiveness. Similarly, the compar-
ison between Newspaper and Facebook yields a Z-score difference of 0.109 (p =

0.549), and Twitter and Facebook show a Z-score difference of −0.051 (p = 0.759).
These findings suggest that for this group, no platform significantly outperforms
the others in delivering political information.

Twitter habits. The analysis of participants who marked "Twitter" in habit 2_1
shows no significant differences in Z-scores between Newspaper, Twitter, and Face-
book. Specifically, the comparison between Newspaper and Twitter reveals a Z-
score difference of 0.004 (p = 0.979), indicating parity in their effectiveness. Sim-
ilarly, the comparison between Newspaper and Facebook yields a Z-score differ-
ence of −0.154 (p = 0.365), and Twitter and Facebook show a Z-score difference of
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−0.158 (p = 0.363). These findings suggest that for this group, no platform signifi-
cantly outperforms the others in delivering political information.

Other and none of the above platforms habits. The analysis of participants who
marked "Others" shows no significant differences in Z-scores between Newspaper,
Twitter, and Facebook. Specifically, the comparison between Newspaper and Twit-
ter reveals a Z-score difference of −0.006 (p = 0.972), indicating parity in their
effectiveness. Similarly, the comparison between Newspaper and Facebook yields
a Z-score difference of −0.252 (p = 0.143), and Twitter and Facebook show a Z-
score difference of −0.247 (p = 0.149). These findings suggest that for this group,
no platform significantly outperforms the others in delivering political information.

The analysis of participants who marked "None of the above" shows no signif-
icant differences in Z-scores between Newspaper, Twitter, and Facebook. Specifi-
cally, the comparison between Newspaper and Twitter reveals a Z-score difference
of 0.276 (p = 0.188), indicating parity in their effectiveness. Similarly, the compar-
ison between Newspaper and Facebook yields a Z-score difference of 0.022 (p =

0.920), and Twitter and Facebook show a Z-score difference of −0.253 (p = 0.203).
These findings suggest that for this group, no platform significantly outperforms
the others in delivering political information.

C.3 Human Expert Feedback

C.3.1 Replacing Human Expertise by Essay Length

This appendix provides detailed statistical analyses that support the findings dis-
cussed in the main text. The tables below include results on the effectiveness of
different media platforms in fostering critical thinking, the accuracy of psycholo-
gists in identifying AI-generated essays, and the hedging effects related to AI essay
identification.

Length-Based Metrics to Detect Critical Thinking are misleading. Table 13 presents
z-scores that compare the effectiveness of various media platforms in promoting
critical thinking, measured by the proportion of reasoning styles influenced by dif-
ferent treatments. The results show that Facebook’s impact on promoting critical
thinking is less significant than Twitter and Newspaper treatments. For example,
Facebook showed a weaker influence compared to Twitter (z = 1.843∗; p < 0.1),
emphasizing the need for human evaluation over simple length-based metrics.
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Treatment Newspaper Twitter Biased Twitter Facebook
Newspaper · · · ·

Twitter
−2.051∗∗

(0.089)
· · ·

Biased Twitter
−1.466
(0.085)

0.635
(0.091)

· ·

Facebook
−0.171
(0.086)

1.843∗

(0.091)
1.262
(0.088)

·

N 71 77 81 72

Standard errors in parentheses
* p < 0.1, ** p < 0.05, *** p < 0.01

Table 13: Z-Scores for Length as Ex-Post and High Need for Cognition

Accuracy Rate by Psychologists to Detect AI-generated Essays and Hedging Ef-
fects. Table 14 below summarizes the accuracy rates of psychologists in distin-
guishing between AI-generated and human-written essays. The table highlights
the variability in accuracy, with rates ranging from 59% to 92%. The weak positive
correlation (r = 0.25) between the number of AI essays evaluated and the accuracy
of the identification suggests that experience may slightly improve detection capa-
bilities, underscoring the importance of human expertise in evaluating cognitive
skills.

ID Correct Answers AI Essays Total Pass Total Essays Accuracy Rate Pass Rate
1 90 22 34 122 0.74 0.28
2 70 22 48 119 0.59 0.40
3 98 22 38 122 0.80 0.31
4 56 11 17 61 0.92 0.28
5 196 44 68 238 0.82 0.29
6 89 22 34 112 0.79 0.30
7 46 11 11 61 0.75 0.18
8 102 22 38 122 0.84 0.31
9 92 22 27 112 0.82 0.24
10 45 11 26 61 0.74 0.43
11 94 22 19 120 0.78 0.16
12 94 22 71 122 0.77 0.58
13 43 11 28 61 0.70 0.46
15 41 11 9 51 0.80 0.18
NA 4 0 1 31 0.67 0.03

Table 14: Accuracy Rate by Psychologists

Table 15 examines the hedging effects related to the accuracy of identifying AI-
generated essays. The results reveal a weak positive correlation (β = 2.659∗; p <
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0.1) between the number of AI essays evaluated and the probability of correct iden-
tification, suggesting that as psychologists evaluate more AI-generated essays, they
may become slightly better at distinguishing them from human-written content.
This supports the conclusion that while human evaluation is complex, experience
can lead to improved accuracy in assessing nuanced cognitive processes.

Dependent variable:

Total Correct

(1) (2)

Total AI 4.329∗∗∗ 2.659∗

(0.225) (1.387)

Total Pass -0.162
(0.185)

Total Grade 0.385
(0.278)

Constant -2.029 -5.272
(4.645) (5.235)

Observations 15 15
R2 0.966 0.972
Adjusted R2 0.964 0.964
Residual Std. Error 8.319 (df = 13) 8.213 (df = 11)
F Statistic 371.322∗∗∗ (df = 1; 13) 127.781∗∗∗ (df = 3; 11)

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01

Table 15: Hedging Effects on Psychologist Graders

Additionally, we observed that an essay evaluated as written by AI is more likely
to be graded as failing or demonstrating stereotyped thinking. However, the effect
size of this observation is relatively small (odds ratio = −1.049; p < 0.001). This
finding further confirms that while there is some correlation between the ability to
identify AI-generated content and the grade outcomes, it is not a substantial factor
driving the overall evaluation of critical thinking.

These results confirm that while essay length and writing quality correlate with
critical thinking, they are not sufficient indicators on their own. The robustness of
our findings lies in nuanced evaluations by human psychologists who can detect
deeper cognitive processes. The consistency of grading, despite varying familiarity
with AI-generated content, further validates our methodology and highlights the
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importance of human judgment in assessing complex cognitive skills.

C.3.2 Aligning LLMs with Human Experts

In this section, we further explore the replacement of human expert scores with
LLMs. First, we test whether the GPT-3 level LLM, which we used to incentivize
our measure of critical thinking, can replace psychologist scores to identify critical
thinking in each essay. When we replace psychologist grades with LLM-generated
scores as evidence of critical thinking, differences in the proportion of changing
thinking styles are absent for participants in all storytelling contexts, as shown in
Table 16. In other words, this baseline GPT-3 LLM does not accurately detect signals
of critical thinking.

Treatment Newspaper Twitter Biased Twitter Facebook
Newspaper · · · ·

Twitter −0.755
(0.055) · · ·

Biased Twitter −0.867
(0.056)

−0.125
(0.055) · ·

Facebook −1.326
(0.056)

−0.590
(0.054)

−0.457
(0.055) ·

N 170 190 184 181

Standard errors in parentheses
* p < 0.1, ** p < 0.05, *** p < 0.01

Table 16: Z-Scores with LLM (GPT-3 level) Grading System

Second, we use a more advanced LLM, ChatGPT-4+ from OpenAI, to investigate
whether the current LLM techniques are more robust baseline technologies to detect
signals of critical thinking accurately. When we proceed with simple text detection,
44.87% of the grades do not match the psychologist majority grades and the LLM
grades. Furthermore, when providing the LLM with the same instructions that the
psychologists received, 48.01% of the LLM grades still do not match the psychol-
ogists’ grades. Provided with half of the psychologists’ grades and digital essays,
ChatGPT-4+ predicted incorrect grades for 29.23% of 366 observations.

To further support our findings, additional analyzes reveal that the quality of
the essay (word count and grammar) correlates with higher critical thinking as-
sessments by psychologists, highlighting a potential confounding factor. Table 17
shows that essays that show higher word counts and better grammar have higher
chances of receiving pass grades or being recognized as demonstrating critical think-
ing.
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Dependent variable:

Ex Post

Digital Words 0.001∗∗∗

(0.0005)

Grammarly Digital Grade 0.005∗∗∗

(0.002)

Constant −0.249∗

(0.145)

Observations 588
R2 0.027
Adjusted R2 0.024
Residual Std. Error 0.461 (df = 585)
F Statistic 8.142∗∗∗ (df = 2; 585)

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01

Table 17: Regression Estimate of Psychologist Grades by Essay Qualities

Furthermore, when examining participants with a high need for cognition using
LLM grades, we found no significant differences in the changes between thinking
styles in storytelling contexts, contradicting our main results. Table 18 supplements
Table 16 by exploring the effects of storytelling contexts on thinking styles among
participants with a high need for cognition based on LLM grades. When we replace
psychologist grades with LLM grades as evidence of critical thinking, differences
in changing reasoning styles across storytelling contexts are absent for agents with
a high need for cognition. Like Table 16, we observe that LLMs cannot replace
psychology grades, as Table 18 presents results inconsistent with our main finding.
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Treatment Newspaper Twitter Biased Twitter Facebook
Newspaper · · · ·

Twitter
−1.567
(0.086)

· · ·

Biased Twitter
−1.735∗

(0.086)
−0.170
(0.085)

· ·

Facebook
−1.720∗

(0.086)
−0.167
(0.086)

0.003
(0.086)

·

N 71 77 81 72

Standard errors in parentheses
* p < 0.1, ** p < 0.05, *** p < 0.01

Table 18: Z-Scores for LLM Grades for High Need for Cognition Participants

These insights underscore the limitations of current LLM techniques in assessing
critical thinking and emphasize the continued importance of expert human evalu-
ation in this domain. Our findings suggest that while LLMs, such as GPT-3 and
ChatGPT-4+, can provide some insight, they lack the nuanced understanding that
human experts bring to the evaluation of critical thinking. This highlights the need
for ongoing development in AI techniques to better align with human cognitive as-
sessments and the necessity of maintaining human oversight in critical evaluations.

D Conceptual Framework with Three Thinking Stages

We propose an additional model in which agents can be in three different states
of critical thinking: not engaged with critical thinking, performing critical thinking
(either in its first or second state), and having finished performing critical thinking.
In our two-stage model, we considered performing critical thinking to be having
finished performing it. In this scenario, we propose a three-stage (not fully identi-
fied) model that considers the three stages distinctively.

In this economy, the object of interest is the distribution of reasoned preferences
over a binary policy space in a large population. A three-dimensional type charac-
terizes each j inside the population.

(
xj, yj, ij

)
∈ J := {0, 1} × {0, 1} × {0, 1}

Where xj represents the naive preference individual j would self-report when pre-
sented with a dilemma for the first time – that is, by definition, before undergoing
a critical thinking phase; yj differs potentially from xj as it represents the reasoned
preference that j holds after completing their period of critical thinking; the cogni-
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tive type ij refers to the cognitive type ij, interacting with the format, determines
how easily individual j moves into (and out of) critical thinking.

Individuals go through a three-step process of "critical thinking" as they form
their preferences. The process begins with a "naive-self" state, followed by a period
of critical thinking, and ultimately leading to a "reasoned preferences-self" state.
We assume that this process is irreversible and that once individuals reach a rea-
soned preferences-self state, they no longer question their preferences. There is no
additional "information" that has to come and change their worldview: the process
of critical thinking provides a final and reasoned preference answer to dilemmas.
When asked to report their preferences on a policy issue, individuals in either their
naive self or reasoned preferences self-state will vote according to their respective
preferences, xj, yj, respectively. Those who are still in the critical thinking phase
will abstain from voting.

The transition between the different mental models is determined by an individ-
ual’s cognitive style and the characteristics of the storytelling context. Hence, the
storytelling context is instrumental in the agent’s transition from a naive state to a
reasoned preferences one. By constructing our model, this transition is captured
by the critical thinking phase. An economy of reasoned preferences is preferable
from efficiency and welfare perspectives to an economy of naive preferences. We
formally present such an economy below.

D.1 Model Identification

Using reported preferences of individuals that do the S(Stereotype) → T(Type)
transition (i.e. we observe ex ante xS then y), we get

E [xS |y = 1 ] = (1 − β) + βpS

E [xS |y = 0 ] = βpS

which gives the estimators

β̂ = 1 −
(

x̄S|1 − x̄S|0

)
and

p̂S =
x̄S|0

β̂

clearly p̂ = ȳ. Finally, using the reported preferences of individuals that do the
A → T(Type) transition we can estimate ξA as

E [xA |y = 1 ] = ξA
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E [xA |y = 0 ] = 1 − ξA

so ξ̂A = x̄NU|1 or ˆ̂ξA = 1 − x̄NU|0 . Notice that we can test the assumed symmetry

by testing that ξ̂A = ˆ̂ξA. Since our dataset has few agents that start in A, this test
has almost no power.

D.2 General Results

The basic decomposition

WE = WP + Bias

−E
[
(p − p̄)2

]
= −

(
E
[
(p − p̂)2

]
+ E

[
( p̂ − p̄)2

])
is still clearly valid. However, p̄ is now given by

p̄ = µT p + µS (βpS + (1 − β) p) + µA [1 − p + ξA (2p − 1)]

= α0 (t, λ) + α1 (t, λ) p + α2 (t, λ) pS

with

α0 = µA (1 − ξA)

α1 = 1 − βµS − 2µA (1 − ξA)

α2 = βµS

where p̂ (that was wrong in the previous file since for non-normal random variables,
we do not know the expectation of p given the convex combination βps + (1 − β) p)
is given by

p̂ =

p̄−[α0+α2µy]
α1

α2
1σ2

x + α2
2σ2

y µx

α2
1σ2

x + α2
2σ2

y
= α̃0 (t, λ) + α̃1 (t, λ) p + α̃2 (t, λ) pS

α0(t,λ)+α1(t,λ)p+α2(t,λ)pS−[α0+α2µy]
α1

α2
1σ2

x + α2
2σ2

y µx

α2
1σ2

x + α2
2σ2

y

so

α̃1 (t, λ) =
α2

1σ2
x

α2
1σ2

x + α2
2σ2

y
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α̃2 (t, λ) =
α2α1σ2

x

α2
1σ2

x + α2
2σ2

y

when is it

α̃1 (t, λ) = α1 (t, λ) ⇐⇒
α2

1σ2
x

α2
1σ2

x + α2
2σ2

y
= α1 ⇐⇒

Same σ = α1 (1 − α1) = α2
2 ⇐⇒ (1 − βµS) (βµS) = (βµS)

2

It is immediate to check that α̃1 (t, λ) = α1 (t, λ) ⇐⇒ α̃2 (t, λ) = α2 (t, λ) so we
actually have a single equation, and we need to claim that ∃ time such that

α2
1σ2

x

α2
1σ2

x + α2
2σ2

y
= α1 ⇐⇒ (1 − βµS − 2µA (1 − ξA))

2 σ2
x

(1 − βµS − 2µA (1 − ξA))
2 σ2

x + (βµS)
2 σ2

y
= (1 − βµS − 2µA (1 − ξA))

⇐⇒ (1 − βµS − 2µA (1 − ξA)) σ2
x = (1 − βµS − 2µA (1 − ξA))

2 σ2
x + (βµS)

2 σ2
y

⇐⇒ (1 − βµS − 2µA (1 − ξA)) σ2
x (βµS + 2µA (1 − ξA)) = (βµS)

2 σ2
y

⇐⇒ (1 − βµS − 2µA (1 − ξA)) (βµS + 2µA (1 − ξA))

(βµS)
2 =

σ2
y

σ2
x

now substituting µS, µA we have the LHS is increasing to ∞ in t, therefore there is

a unique solution provided that it starts below
σ2

y

σ2
x
, that is if 1−β

β <
σ2

y

σ2
x

(β is large
enough)

as µS → 0, this explodes (there is always bias in the limit), while at the begin-
ning, there is zero bias iff

1 − β

β
=

σ2
y

σ2
x

[example, σ2
x = 1

2 , σ2
y = 1

6 β = 3
4 =⇒ 1−β

β = 1
3 ]

This is the zero-bias time. Even more special cases ξA = 1

(1 − βµS)
2 σ2

x

(1 − βµS)
2 σ2

x + (βµS)
2 σ2

y
= (1 − βµS)

(1 − βµS) σ2
x = (1 − βµS)

2 σ2
x + (βµS)

2 σ2
y(

1 − βµS

βµS

)
=

σ2
y

σ2
x

Since the LHS is decreasing in µS and the RHS is increasing, then there is at most
one solution. It has no if

1 − β

β
>

σ2
y

σ2
x
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Furthermore, we get

WP = −E
[
(p − p̂)2

]
= −

α2
2σ2

y σ2
x

α2
1σ2

x + α2
2σ2

y

If σ2
x = σ2

y = σ2 = − α2
2

α2
1 + α2

2
σ2

ξA = 1 =
(βµS)

2

2βµS [1 − βµS] + 1
σ2??

D.2.1 Aside: No Bias

The condition for no bias is that coefficients in p̄ are the same as in p̂ that is,

I f∃t : B (t) = 0

α0 + α1p + α2pS

α1 p+α2 pS−α2µy
α1

α2
1σ2

x + α2
2σ2

y µx

α2
1σ2

x + α2
2σ2

y
=

α2
2σ2

y µx − α2α1σ2
x µy

α2
1σ2

x + α2
2σ2

y
+

α2
1σ2

x

α2
1σ2

x + α2
2σ2

y
p+

α2α1σ2
x

α2
1σ2

x + α2
2σ2

y
pS

α0 =
α2

2σ2
y µx − α2α1σ2

x µy

α2
1σ2

x + α2
2σ2

y
= µ

α2
2σ2

y − α2α1σ2
x

α2
1σ2

x + α2
2σ2

y

α1 =
α2

1σ2
x

α2
1σ2

x + α2
2σ2

y

α2 =
α2α1σ2

x

α2
1σ2

x + α2
2σ2

y

notice that if β = 1
2 then at t = 0 we have a solution iff σ are the same at t = 0,

α0 = 0

α1 =
1
2

α2 =
1
2

α0 =
α2

2σ2
y µx − α2α1σ2

x

α2
1σ2

x + α2
2σ2

y

α1 =
α2

1σ2
x

α2
1σ2

x + α2
2σ2

y

α2 =
α2α1σ2

x

α2
1σ2

x + α2
2σ2

y
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and

E [ p̂|p] =
E
[

α1 p+α2 pS−α2µy
α1

]
α2

1σ2
x + α2

2σ2
y µx

α2
1σ2

x + α2
2σ2

y
=

α2
1σ2

x p + α2
2σ2

y µx

α2
1σ2

x + α2
2σ2

y

and

E [ p̂] =
α2

1σ2
x µx + α2

2σ2
y µx

α2
1σ2

x + α2
2σ2

y
= µx

D.2.2 Positive and Normative Welfare Expressions

The general formula is in the mathematical file, under the restriction µx = µy and
σx = σy we get

WE = −
[
(α0 − (1 − α1 − α2) µ)2 +

(
(1 − α1)

2 + α2
2

)
σ2

]
We have welfare at t = 0, where µS = 1. Namely

WE = −β2

(
µx − µy

)2︸ ︷︷ ︸
Prior Bias

+σ2
x + σ2

y


WP = −β2 σ2

x σ2
y

σ2
x (1 − β)2 + σ2

y β2

Then,

WE

WP
=

(
µx − µy

)2
+ σ2

x + σ2
y

σ2
x σ2

y

σ2
x (1−β)2+σ2

y β2

Assume equal σ =

(
µx − µy

)2
+ 2σ2

σ2

(1−2β+2β2)

=

(
µx − µy

)2

σ2

(1−2β+2β2)︸ ︷︷ ︸
>0

+2
(

1 − 2β + 2β2
)2

> 2
(

1
2

)
= 1

so if µx = µy (no prior bias), then WE (0) = WP (0) iff σx = σy.
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Results

WE > WP this is because the bias/variance decomposition

W = −E
[
(p − p̄)2

]
= −E

[
((1 − µT − µA [2ξA − 1]− µS (1 − β)) p + βµS pS + µA (1 − ξA))

2
]

= −E
[
(p − p̂ + p̂ − p̄)2

]
= −

(
E
[
(p − p̂)2

]
+ E

[
( p̂ − p̄)2

]
+

(((((((((((hhhhhhhhhhh
2E [(p − p̂) ( p̂ − p̄)]

)

= −

 E
[
(p − p̂)2

]
︸ ︷︷ ︸

Precision of election

+E
[
( p̂ − p̄)2

]
︸ ︷︷ ︸
Bias of elections


finally holds, the election has a bias.

The full characterization of the derivative (assuming equal µ and σ)

d
dt

WE|t=0 = −4βλ1σ2 (1 − β − ξA)

Instead assuming only equal µ we have

d
dt

WE|t=0 = −2βλ1

(
βσ2

y − σ2
x (2 (1 − ξA)− β)

)
so

d
dt

WE|t=0 > 0 ⇐⇒ 1 − β < ξA

or in general
β

2 (1 − ξA)− β
<

σ2
x

σ2
y

a sensible condition. Also, λ1 magnifies either the positive or the negative change
local to 0 and in particular if 1 − β > ξA then more λ1 is bad for welfare local to
t = 0. On the contrary,

d
dt

WP|t=0 =
2 (1 − β) β2λ1σ2 (2ξA − 1)

sthg2 > 0

and the welfare of the unconstrained principal is [, but this is just a conjecture not
falsified by Math plots] always increasing in both λ1, t.
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Conjecture
WP is increasing in t (and λ1)— We show that

d
dt

WP ∝ −

2 (1 − ξA) µS︸ ︷︷ ︸
+

d
dt

µA︸ ︷︷ ︸
?

+ (1 − 2 (1 − ξA) µA)︸ ︷︷ ︸
+

d
dt

µS︸ ︷︷ ︸
−


= exp {− (λ1 + λ2) t}︸ ︷︷ ︸

+

λ1 (2 (1 − ξA)− exp {λ2t}) 2 (1 − ξA)− exp {λ2t} < 2 (1 − ξA)− 1

= 1 − 2ξA < 0

when computed in

d
dλ1

WP ∝ −

2 (1 − ξA) µS︸ ︷︷ ︸
+

d
dλ1

µA︸ ︷︷ ︸
?

+ (1 − 2 (1 − ξA) µA)︸ ︷︷ ︸
+

d
dλ1

µS︸ ︷︷ ︸
−


which has the same sign as

d
dλ1

WP ∝ − exp {λ2t} λ2
2t

+ 2λ2 [exp {λ2t} λ1t + (1 − ξA) exp {(λ2 − λ1) t}
−(1 − ξA)(1 + λ1t)]

− λ2
1t (exp {λ2t} − 2(1 − ξA))

Furthermore, ξA

= − exp {λ2t} λ2
2t + 2λ2 [(exp {λ2t} λ1t)]− λ2

1t (exp {λ2t})
= −t exp {λ2t} (λ2 − λ1)

2 + 2λ2 (1 − ξA) [exp {(λ2 − λ1) t} − (1 + λ1t)] + 2λ2
1t (1 − ξA)

= −t exp {λ2t} (λ2 − λ1)
2︸ ︷︷ ︸

negative

+2λ2 (1 − ξA)
[
exp {(λ2 − λ1) t} − (1 + λ1t) + 2λ2

1t
]

Now, if the second supplement is negative, then we are done, so assume it is
positive; that is

exp {(λ2 − λ1) t} − (1 + λ1t) + 2λ2
1t > 0

then the sum is smaller than
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−t exp {λ2t} (λ2 − λ1)
2︸ ︷︷ ︸

<0

+λ2

[
exp {(λ2 − λ1) t} (1 + λ1t) + 2λ2

1t
]

= λ2
1t − exp {λ2t} (λ2 − λ1)

2 t + λ2 (−1 + exp {(λ2 − λ1) t} − λ1t)

= λ2
1t + λ2 exp {(λ2 − λ1) t} −

[
exp {λ2t} (λ2 − λ1)

2 t + λ2 (1 + λ1t)
]

< 0

so it remains to show that this is always negative; if λ1 ≈ 0

−λ2 (1 − exp {λ2t} (1 − λ2t)) < −λ2
2t < 0

WE has interesting comparative statistics due to the interaction with bias. In
particular, it seems that for β > stgh, then [if there is no prior bias, µx = µy] there is
a time t such that Bias (t) = 0 because the evolution of µS, µA is such that αE = αP.
This seems interesting, possibly a result of putting in a proposition.

D.2.3 Novel Results: Non-Monotonicity, Compensation Effect, and Costly Vot-
ing

Based on our model, we can draw three main results and one additional interesting
result.

Inefficiency of Twitter economy and non-monotonicity in election times. The
first result relates to the political institutions of the digital economy. From our
model, a Twitter-Facebook economy where everyone can speak their mind is not
necessarily good. In fact, we want only those who went through critical thinking
to vote. Following this point, what follows from the naturally occurring question
when do we want to hold elections? Our model clearly implies non-monotonicity in
time for election periods.

Typology of voting-users and adverse selection. The second result relates to the
typology of voting users. The “clients” of news outlets, in a microfoundation of the
λ functions, are either low i partisans (which look at it for fun) or frustrated critical
thinking voting-users that look for some facts (positive predictions). On a related
but different point, we can identify the adverse selection in the vote-force (under some
conditions, the strengths of the naive pool weaken) and how the storytelling type
amplifies or reduces this issue (always true that it is better if only types vote, at least
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in the symmetric case).

Partisan format and compensation effect. The third and most intriguing result
relates to the storytelling type. We can study impact of different storytelling contexts
(more in-depth, helps the high i, but how it correlates with α): more in-depth, with
a somewhat primitive nature. In particular and more interestingly, we can allow
for asymmetries: either there is A “better” policy (say β = 1, so upon reflecting,
everyone agrees 1 is right) or stereotypes of one side are less likely to enter criti-
cal thinking (evidence that conservatives are overconfident), how does this change
the outcome, as well as the incentives for the critical thinking agents (that may
vote for those that are less confident because of the bias in the type pool). The
problem of asymmetries is that a partisan format, or the fact that one stereotype
is more attractive than the other, makes the problem of agents in critical thinking
more problematic: remember they are smart but unwise, so they cannot ignore the
fact of a stereotyped partisan pool, either because stereotypes are more resistant, or
because the shifts the stereotypes. Hence, we propose to explain such a situation
by an effect that we label the "Compensation Effect": When you perceive the device
to be partisan in one direction, you vote in the opposite direction when in critical
thinking.

The benefits of making voting costly. A resulting and potentially controversial
consequence of such an asymmetry is that voting costs in this situation may be pos-
itive because they can also exclude the strategic types that recognize the naive pool
is partisan and cannot morally abstain or vote against their type. They can use the
excuse not to vote.

D.3 Proofs

E Experimental Design with Three mental models

In the experiment, we collected data to decompose the critical thinking process into
three stages: N, U, C. Here, N remains unchanged. U denotes an intermediate
transitory stage during which agents experience internal uncertainty about the for-
mation of their reasoned preferences. Finally, now C denotes the stage in which
the agents have completed the critical thinking process and formed their reasoned
preferences.
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Table 19 shows the classification strategy of participants as Stereotype, Aware,
and Type.

Treatment T A S

Knowledge Test Score > τKTS
BEFORE Issue Familiarity = 1 Knowledge Test Score > τKTS

Internal Uncertainty ̸= 0
Reasons List > τRL

Issue Familiarity = 1

AFTER Psychologists Grade = Pass Else

Table 19: CLASSIFICATION STRATEGY BEFORE/AFTER TREATMENT

The analysis presents the frequencies of the three states of participants before
and after the treatment.

S1 A1 T1

S0 457 150 38
A0 27 7 2
T0 24 3 7

Table 20: TABLE: FREQUENCIES BEFORE/AFTER TREATMENT

Table 21 collects Z-Scores for differences in proportions of thinking style changes
when mental models consist of S, A, and T.
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Treatment Newspaper Twitter Biased Twitter Facebook
Newspaper · · · ·

Twitter 0.262
(0.048) · · ·

Biased Twitter −0.504
(0.050)

−0.793
(0.048) · ·

Facebook −1.500
(0.051)

−1.834∗

(0.049)
−1.003
(0.051) ·

N 170 190 184 181

Standard errors in parentheses
* p < 0.1, ** p < 0.05, *** p < 0.01

Table 21: Z-Scores for Three States
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