A Service of

ECOMNZTOR pr

Make Your Publications Visible.

Leibniz-Informationszentrum
Wirtschaft

Leibniz Information Centre
for Economics

James, Mukoki; Eria, Hisali; Ibrahim, Mukisa

Article

Inter-sectoral linkages and economic growth in Uganda: A
SAM-based multiplier model analysis

Cogent Economics & Finance

Provided in Cooperation with:
Taylor & Francis Group

Suggested Citation: James, Mukoki; Eria, Hisali; Ibrahim, Mukisa (2023) : Inter-sectoral linkages and
economic growth in Uganda: A SAM-based multiplier model analysis, Cogent Economics & Finance,
ISSN 2332-2039, Taylor & Francis, Abingdon, Vol. 11, Iss. 2, pp. 1-36,

https://doi.org/10.1080/23322039.2023.2243167

This Version is available at:
https://hdl.handle.net/10419/304168

Standard-Nutzungsbedingungen:

Die Dokumente auf EconStor durfen zu eigenen wissenschaftlichen
Zwecken und zum Privatgebrauch gespeichert und kopiert werden.

Sie dirfen die Dokumente nicht fiir 6ffentliche oder kommerzielle
Zwecke vervielféltigen, 6ffentlich ausstellen, 6ffentlich zugénglich
machen, vertreiben oder anderweitig nutzen.

Sofern die Verfasser die Dokumente unter Open-Content-Lizenzen
(insbesondere CC-Lizenzen) zur Verfiigung gestellt haben sollten,
gelten abweichend von diesen Nutzungsbedingungen die in der dort
genannten Lizenz gewahrten Nutzungsrechte.

.: BY https://creativecommons.org/licenses/by/4.0/

WWW.ECONSTOR.EU

Terms of use:

Documents in EconStor may be saved and copied for your personal
and scholarly purposes.

You are not to copy documents for public or commercial purposes, to
exhibit the documents publicly, to make them publicly available on the
internet, or to distribute or otherwise use the documents in public.

If the documents have been made available under an Open Content
Licence (especially Creative Commons Licences), you may exercise
further usage rights as specified in the indicated licence.

Mitglied der

Leibniz-Gemeinschaft ;


https://www.econstor.eu/
https://www.zbw.eu/
http://www.zbw.eu/
https://doi.org/10.1080/23322039.2023.2243167%0A
https://hdl.handle.net/10419/304168
https://creativecommons.org/licenses/by/4.0/
https://www.econstor.eu/
https://www.leibniz-gemeinschaft.de/

cxgent

economics

I55M 23311983

WELES  Cogent Economics & Finance

i
1 }Eiﬁr!" "

1 e

ISSN: (Print) (Online) Journal homepage: www.tandfonline.com/journals/oaef20

©

Taylor & Francis

Taylor & Francis Grou

P

Inter-sectoral linkages and economic growth in
Uganda: A SAM-based multiplier model analysis

Mukoki James, Hisali Eria & Mukisa Ibrahim

To cite this article: Mukoki James, Hisali Eria & Mukisa Ibrahim (2023) Inter-sectoral linkages
and economic growth in Uganda: A SAM-based multiplier model analysis, Cogent Economics &
Finance, 11:2, 2243167, DOI: 10.1080/23322039.2023.2243167

To link to this article: https://doi.org/10.1080/23322039.2023.2243167

© 2023 The Author(s). Published by Informa
UK Limited, trading as Taylor & Francis
Group.

% Published online: 04 Aug 2023.

N
[:J/ Submit your article to this journal &

||I| Article views: 1276

A
& View related articles &'

@ View Crossmark data (&

CrossMark

Full Terms & Conditions of access and use can be found at
https://www.tandfonline.com/action/journallnformation?journalCode=oaef20


https://www.tandfonline.com/journals/oaef20?src=pdf
https://www.tandfonline.com/action/showCitFormats?doi=10.1080/23322039.2023.2243167
https://doi.org/10.1080/23322039.2023.2243167
https://www.tandfonline.com/action/authorSubmission?journalCode=oaef20&show=instructions&src=pdf
https://www.tandfonline.com/action/authorSubmission?journalCode=oaef20&show=instructions&src=pdf
https://www.tandfonline.com/doi/mlt/10.1080/23322039.2023.2243167?src=pdf
https://www.tandfonline.com/doi/mlt/10.1080/23322039.2023.2243167?src=pdf
http://crossmark.crossref.org/dialog/?doi=10.1080/23322039.2023.2243167&domain=pdf&date_stamp=04%20Aug%202023
http://crossmark.crossref.org/dialog/?doi=10.1080/23322039.2023.2243167&domain=pdf&date_stamp=04%20Aug%202023
https://www.tandfonline.com/action/journalInformation?journalCode=oaef20

James et al., Cogent Economics & Finance (2023), 11: 2243167
https://doi.org/10.1080/23322039.2023.2243167

CrossMark

Received: 02 April 2023
Accepted: 27 July 2023

*Corresponding author: Mukoki
James, School of Statistics and
Planning, Makerere University,
Makerere Hill Road, P.O. Box 7062
Kampala, Uganda

E-mail: jammy.mukoki@gmail.com

Reviewing editor:

Goodness Aye, Agricultural
Economics, University of Agriculture,
Makurdi Benue State, Nigeria

Additional information is available at
the end of the article

Mukoki James

cogent--0a

<k* cogent

economics
& finance

DEVELOPMENT ECONOMICS | REVIEW ARTICLE

Inter-sectoral linkages and economic growth in
Uganda: A SAM-based multiplier model analysis

Mukoki James®*, Hisali Eria' and Mukisa Ibrahim?

Abstract: Sectors are the engines of economic growth in any economy making

inter-sectoral linkages the most significant target for development practitioners and
policymakers. This study examines and ascertains the magnitude of production and
consumption inter-sectoral linkages in Uganda’s economy. Secondary data from
2009/10 and 2016/17 Uganda Social Accounting Matrices (SAMs) is analyzed
based on the multiplier model. A buttress of robust checks including a Vector
Error Correction Model (VECM) is adopted for validation purposes using a longer
time series from 1980 to 2020. The study found that a one million income injection
across sectors has a larger multiplier effect (in terms of output, GDP, income, and
consumption) than the service sector followed by agriculture and then the industrial
sector. Despite the higher multiplier effects of the services sector, its contribution to
employment is limited. A large amount of labor is trapped in the low-paying sub-
sistence agricultural sector. Therefore, the government should implement policies
that supplement rapid services sector growth with strategies that attract and utilize
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excess labor in the agricultural sector. Results also indicate that the services sector
prematurely emerged as the driver of economic growth before the economy was
fully industrialized. Government should formulate industrial sector catch-up policies
to rebalance its development agenda. To accomplish this, proportionately more
funding should be allocated to the industrial sector. Lastly, sectoral multiplier
effects projections and forecasts should be incorporated into the National
Development Plans, Budgeting Frameworks, and forecasts.

Subjects: Macroeconomics; Monetary Economics; Econometrics; Development Economics

Keywords: inter-sectoral linkages; multiplier model; social accounting matrix; VECM

JEL Classification: C01; 041; J21; C22; E16

1. Introduction

Uganda like other developing countries has been experimenting with different development
frameworks for a while but with limited success. It is argued that identifying the sector of the
economy with a high growth impulse that can be nurtured to achieve economic transformation is
an uphill task for these countries (Nguyen et al., 2022; Ogbonna et al., 2020). Uganda’s economy
has recorded gradual structural changes in the agriculture, industry, and service sectors. The
agricultural sector’s contribution to GDP dropped from over 50% in the 1990s to 20% in 2018/19,
although the sector remains vital as it engages over 70% of the population (Nguyen et al., 2022;
UBOS, 2019). In this context, a fascinating empirical question is to identify which sectors of the
economy have the largest direct and indirect (i.e. production and consumption) linkages. In this
case, production linkages are divided into forward and backward linkages according to (Breisinger
et al., 2010).

Inter-sectoral linkages in an economy are sparked by exogenous demand-side shocks. The
impact of such shocks is traced through their effect on investment, export demand, and govern-
ment spending. This shock has both a direct and indirect effect on the economy, while the indirect
effect is separated into consumption and production linkages. Further, production linkages are
separated into forward and backward production linkages. Production linkages arise when sectoral
production expands and provides more income to production factors and households. This income
is then used to purchase additional goods and services. Jami (2006) says three factors determine
the size of consumption linkages. That is to say the composition of the consumption basket,
household income from factors of production, and the share of consumer goods supplied domes-
tically. Haggblade et al. (2010) state unequivocally that consumption is responsible for 85 and 55%
of multiplier effects in sub-Saharan Africa and Asia. This shows that consumption linkages far
outpace production linkages in developing countries.

Theoretically, literature on the inter-sectoral linkages is examined based on the dual-economy
model thanks to (Chenery, 1982; Feder, 1982; Lewis, 1954). This literature postulates a leader-
follower relationship among sectors in an economy. According to this theory, the agriculture sector
leads and provides raw materials and frees labor for the industrial sector. However, this model has
been criticized for its rigidity (Gemmell et al, 1998, 2000). On the other hand, the empirical
literature on this topic follows two strands. The first analysis is based on static models such as
input-output, the social accounting matrix (SAM), and the more data-driven and complex compu-
table general equilibrium (CGE) models (Breisinger et al., 2010; Punt, 2013; Pyatt & Round, 1985;
Thurlow, 2008). The second follows econometric methods based on panel and time series data
which introduce dynamism into the economic system (Bwire et al, 2016; Singh, 2015;
Subramaniam & Reed, 2009; Varkey & Panda, 2018).
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The purpose of this study is to broaden our understanding of intersectoral linkages in
Uganda’s economy and its implied impact on economic growth in general. Previous studies
on the sectoral linkages in Uganda are based on economic reports, sectoral performance
surveys, and qualitative and case studies that lack empirical depth and quantitative rigor.
Further, limited attention has been given to the analysis of production and consumption inter-
sectoral linkages in the case of Uganda. Studies such as (Ggoobi et al., 2017; Muwonge et al,,
2007; Shinyekwa et al,, 2016) have reported contradictory results on sectoral linkages and
structural transformation. Muwonge et al. (2007) for example find limited linkages between
these informal and former sectors. The author pins this down to the economic disruptions of
the early 1980s. Relatedly, Shinyekwa et al. (2016) analyzed the evolution of the industrial
sector in Uganda and found limited intersectoral linkages of the industrial sector to other
sectors. This was due to the premature early withdrawal of direct government intervention.

Empirically, the majority of the available studies have reported conflicting results regarding
the direction and size of the impact. Besides most of these studies are sector-specific. For
instance, Sastry et al. (2003) applied an input-out (I0) and simultaneous equation models in
India and found that agriculture significantly impacted economic growth by influencing the
demand linkages with other sectors. Similarly, in the United Kingdom, Gollin et al. (2002)
investigated the role of the agricultural sector in development using a simple model and
found that low productivity in the agricultural sector can indeed delay the onset of industria-
lization. This is a key finding that is synonymous with traditional development literature
(Mlambo et al., 2019). Similarly, Subramaniam and Reed (2009) examined sectoral linkages in
Poland and Romania, focusing mainly on how agriculture affects the rest of the economic
sectors. The authors find that agriculture had a positive impact on all sectors in the two
countries. In Uganda, Bwire et al. (2016) find evidence that infrastructural investment has
strong growth linkages than both the industrial and the services sectors. Despite the wide
application of non-econometric models (i.e. input-output (I0), SAM, and CGE), Singh (2015)
has argued that these approaches are based on fixed prices and time-invariant technical
coefficients.

We examine the magnitude of production and consumption inter-sectoral linkages using the
SAM multiplier model and the VECM framework. Based on Uganda’s SAM 2009/10 and SAM 2016
and time series spanning 1980 to 2020. The results indicate that a one million income injection
across sectors has a larger multiplier effect than the service sector. Agriculture comes next,
followed by industry.

The significance of this study stems from the fact that there has not been much research carried
out in Uganda to evaluate production and consumption inter-sectoral linkages. It is crucial to under-
stand the flow of linkages among sectors in the economy in order to nurture sectors with higher
effects on the economy (Nnyanzi et al., 2022). There no are clear linkages in Uganda’s context as
regards to production and consumption linkages according to existing research (Shinyekwa et al,,
2016). We attempt to fill this gap in this study. This study makes several contributions. Our study adds
to the existing literature by documenting a finding that contradicts previous research (see Bwire et al.
2016). Additionally, our findings contribute to understanding sectoral growth multipliers, forecasts,
and economic planning. From a practical standpoint, this study shows that well-implemented sec-
toral growth multiplier planning has the potential to result in long-term ripple growth effects
throughout the economy.

As for the rest of this paper, it is organized as follows. Section 2 examines the literature on inter-
sectoral linkages. In section 3, we describe the methodology and the data sources. A description of
the study’s findings and a correlation matrix are presented in section 4. The findings and implica-
tions of the study are also discussed in this section. Section 5 discusses robustness checks.
Section 6 contains the study’s conclusions
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2. Literature on intersectoral linkages

2.1. Theoretical review

There is a plethora of theoretical literature that explains sectoral growth and inter-sectoral
linkages in development economics. However, the most widely cited theory is the dual-economy
model (Jorgenson, 1961; Lewis, 1954; Ranis & Fei, 1961). These studies are thoroughly discussed by
Ruttan (1965). In this study, Ruttan (1965) argues that the dual-economy models were advanced
to explain the relationship between the lagging traditional agricultural sectors and growing
modern industrial sectors. Economic dualism as is popularly known in development economic
discourse has two variants that emerged in the early 1950s, namely the static (i.e. sociological and
enclave) dualism and dynamic dualism credited to the works of (Jorgenson, 1961; Lewis, 1954;
Ranis & Fei, 1961). The static model assumes less interaction between the modern and traditional
sectors in the economy, while the dynamic model emphasizes increased interaction between the
two sectors (Amano, 1980; Ruttan, 1965). Out of all earlier theorizing, Lewis (1954) dual-economy
model stands out and helped to bridge the divide between static and dynamic dualism, which has
since formed the basis for the vast dual-economy literature. Broadly, the dual-economy models for
developing countries were further categorized into classical and neoclassical (Jorgenson, 1961).

Generally, the linkages between the agricultural sector and the rest of the economy have been
classified into Lewis linkages and Johnston-Mellor linkages (Barrett et al., 2010). Under the “Lewis”
linkages”, the agricultural sector supplies the industrial sector with freed-up labor gained from the
agricultural sector’s increased productivity. Lewis linkages operate largely through factor markets.
Under the Lewis linkages, the economy will gain if low-productivity labor is transferred from rural-
based sectors to urban-based sectors (Syrquin & Chenery, 1989). According to Chenery (1982) if
the factor markets work perfectly, then the productivity gains from the structural adjustments will
be few and saturated. On the other hand, the indirect “Johnston-Mellor linkages”, permit interac-
tion in the input-output model between any two sectors to allow the agricultural sector to
contribute to economic growth. The Johnston-Mellor linkages are supply-type linkages through
which the agricultural sector supplies raw material, food, and market to the industrial sector, and
also exports agro-produce to earn foreign exchange to aid in the importation of capital goods.
Similar to Lewis linkages, the efficiency of factor markets determines how the agricultural sector’s
contribution affects the economy.

According to Clement (2015), under economic duality both technologically advanced and primi-
tive sectors co-exist. In this case, technology is adopted to extract resources in the presence of
large subsistence production methods common in developing countries. The resource-abundant
agriculture sector provides inputs to the resource constraint industrial sector. In other words, labor
flows to the sector with higher wages. Conversely, considering the law of comparative advantages,
the marginal productivity of labor in the industrial sector is higher than that of the agricultural
sector, which will attract rural agricultural workers to migrate to urban industrial centers (Amano,
1980; Shumway, 1995). According to Gemmell (1982, 1998, 2000), sectoral linkages can be also
analyzed in terms of both forward and backward linkages which are either positive or negative. For
instance, an increase in agricultural output at lower levels of development will increase demand
for nonagricultural goods (i.e. backward linkage). While increased expenditure on agricultural
inputs from nonagricultural activities forms the forward linkages (Barrett et al., 2010).

Another version of the duality model is discussed by Baumol (1967). According to Baumol, the
entire market output is produced by the progressive sector, while the stagnant sector produces no
output. In this model, the stagnant sector faces boundless increasing per-unit cost which increases
the demand for the progressive sector output. In return, the progressive sector attracts more and
more labor in absence of substitutes from other sectors. In this simple model, the growth impacts
of the stagnant sector are dominant which in Baumol’s view leads to the phenomenon known as
the “cost disease of stagnant services”.
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In contrast, under the perfect competition assumption, abnormal profits will attract more
manufacturing firms to enter the market. This will increase demand for factors of production in
the manufacturing sector thus shrinking the agricultural sector (Dabus & Delbianco, 2021; Kaur
et al,, 2009; Rashid, 2004). To be competitive in the market and to offset higher factor prices, the
agricultural sector must increase the productivity of land and labor. To increase land productivity,
agriculture must be mechanized and labor must be skilled. Through the provision of machines by
the industrial sector and skilled labor by the services sector, the two sectors form positive (back-
ward linkages) to the agricultural sector (Dabus & Delbianco, 2021). If the industry fails to provide
the prerequisite technological advancement to agriculture, then this relationship will be detrimen-
tal instead to the agricultural sector, implying negative linkages. These interactions will continue
until all three sectors attain equilibrium where the marginal product of resources is equal. At this
point, the economy starts to experience growth because both average wage rates and the
productivity of resources increases.

In summary, there is no single collective model that explains inter-sectoral linkages in an
economy. Some authors support the most widely adopted dual-economy model (Lewis, 1954),
while other studies support the leader-follower model. In this study, we explore both production
and consumption linkages based on Social Accounting Multiplier (SAM) model.

2.2. Empirical literature

Empirically, two strands of analytical technique dominate the study of inter-sectoral linkages. First
is the non-econometric methods which comprise the traditional input-output (I0), social account-
ing matrix (SAM), and the more complex and data-driven computable general equilibrium model
(CGE) (Breisinger et al., 2010; Defourny & Thorbecke, 1984; Punt, 2013; Pyatt & Round, 1985; Round,
2005; Thurlow, 2008). Second, is the econometric strand which applies estimation techniques such
as Vector Autoressuve models (VAR), Vector Error Correction models, and Autoregressive
Distributed Lag (ARDL) models among others (Singh, 2015; Solanki et al., 2020; Subramaniam &
Reed, 2009). Whereas national accounting techniques such as the SAMs have been around for the
last 50years, in Uganda, the first SAM was compiled in 2002. Later, the SAM 2009/10 and the
Supply Use Table (SUT) were developed by the Uganda Bureau of Statistics (UBOS). In 2016 due to
the emergence of new activities, the SAM and SUT 2016/17 were developed by the Ministry of
Finance, Planning and Economic Development (MOFPED) and (UBOS), in partnership with the
Victoria University’s Centre for policy studies (COPS) in Australia (Tran et al., 2019).

A few studies in Uganda have used of SAMs data and modeling frameworks to analyze sectoral
linkages and economic growth. For instance, a study by Bwire et al. (2016) calibrated the SAM-
based model to the Uganda SAM 2009/10 to investigate the impact of public and private invest-
ment shock on sectoral performance. The authors found that investment had a positive impact on
growth in general. Varying by sector, the highest income multiplier effects are reported for
infrastructural investment. In addition, the authors report excess capacity in the agricultural sector
in terms of labor employment, with returns on capital investment exceeding returns from invest-
ment in labor by more than double, indicating that larger amounts of resources are trapped either
unemployed or underemployed in the agricultural sector. These findings collaborate with those by
Matovu (2000) who compared the welfare impacts of social spending on human capital and
infrastructure spending based on the CGE model. His results indicated that social spending was
more growth-enhancing in Uganda.

Relatedly, Randriamamonjy and Thurlow (2017) provided standardized techniques for construct-
ing SAMs across economies in a nexus project. The authors demonstrated their procedure based on
the 2013 Uganda SAMs. The intention of the nexus project in the construction of the SAM was to
increase the traceability of data in the SAM to improve policy. On the other hand, Breisinger et al.
(2010) provide a step-by-step construction of the SAM based on the Ghana SAM 2007. The author
demonstrated the linkage between the circular flow of income and the SAM, identifying direct and
indirect linkages, in their illustrations, indirect effects were decomposed into production and
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consumption linkages. While the production linkages were further categorized into forward and
backward linkages. According the Breisinger et al. (2010), the strength of inter-sectoral linkages is
weakened by leakages from the system such as taxes and imports.

Two studies that bring dynamism to SAM-based modeling are Llop Llop (2005) study in Spain
and Jami (2006) study in Bangladesh. Llop Llop (2005) decomposes multipliers from two SAMs for
1990 and 1994 for the Catalan economy to reveal factors that lead to their variation over time.
Based on both additive and multiplicative structural decomposition techniques, the author finds
that a reduction in the structural coefficients of the model explains variability in the regional
multipliers between the two periods. On the other hand, Jami (2006) developed the SAM 2000 for
Bangladesh and finds that similar interventions have different income generation capacities for
different income groups. Other notable and indicative studies in this field include (Defourny &
Thorbecke, 1984; Phoofolo, 2018; Punt, 2013; Pyatt & Round, 1985; Round, 2005).

On the other hand, studies based on econometrics approaches have been revealing, for instance,
Gemmell et al. (1998) in Malaysia examined the linkages between the agricultural, services, and
industrial sectors. The authors found that in the short run, an increase in the manufacturing sector
reduced output in the agricultural sector. While in the long run, agricultural output expanded as
manufacturing output increased. Conversely, an increase in the services sector was associated
with a reduction in agricultural output in both short and long-run scenarios. Their Granger causality
results showed that both the services and manufacturing sectors weakly cause agricultural growth
and the impact was unidirectional. The positive spillover effect of the manufacturing sector is
consistent with neoclassical theoretical arguments. A study by Rashid (2004) in Pakistan examined
growth linkages of the agricultural, industrial, and various components of the services sectors
between (1971 to 2002). Based on OLS and Granger causality methods, the author found that both
the industrial and the services sectors were more growth-stimulating for the agricultural sector.

In a Nigerian study, Onakoya (2013) examined the impact of the manufacturing, oil, and gas,
and the services sector on the growth of the agricultural sector, based on the simultaneous
equations macro-econometric model. The author found evidence for complex and multifaceted
sectoral interdependencies. The authors found that capital flew from the agricultural sector
towards manufacturing, oil and gas, and services in a unidirectional fashion. The author concluded
that inter-sectoral relationships are not always beneficial for the agricultural and oil sectors in
Nigeria. Similarly, Varkey and Panda (2018) examined the inter-sectoral linkages between agricul-
ture, industry, and services among 15 Indian states. The authors found that the industrial and the
services sectors had a positive and negative relationship with the agricultural sector respectively.

In a nutshell, the empirical literature above points to the compelling evidence for the existence
of large sectoral interlinkages that are bi-direction, positive and negative. On the other hand, most
of these studies except for Singh (2015) rely on the input-output (IO) technique to examine
sectoral interlinkages, however, the I0 models are based on fixed prices and time-invariant
technical coefficients which are used in the technology matrix that forms the core of this
approach. Time invariance implies the I0 model provides a static snapshot of the sectoral linkages.
Given this background, the present study employs a SAM-based multiplier model complemented by
time series techniques to address time invariance problem in the analysis.

3. Methodology and data sources

3.1. Conceptual framework

One way of depicting the inter-sectoral linkages in an economy is through the circular flow
diagram which shows inter-relationships between different sectors and institutions in an economy.
According to Breisinger et al. (2010), the circular flow can be operationalized by a social accounting
matrix (SAM). Through this representation, the production activities are supported by both factor
and commodity markets. The factor markets provide factors of production while the commodity
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Figure 1. Conceptual frame-
work on inter-sectoral linkages.

Source: Modified from
(Breisinger et al., 2010).
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markets provide goods and services, supported by imports. The produced goods are then sold
through the commodity markets to the households, investors, government, and foreigners, leading
to the familiar national income identity (Y =C+ G+ 1+ X —E). The flow of sectoral linkages is
depicted in Figure 1.

To conceptualize the impact of inter-sectoral linkages in an economy, it is important to under-
stand how different sectors of the economy react to different shocks. According to Breisinger et al.
(2010), a sector will react to an exogenous demand shock. The impact of such shocks on the
economy can be either direct or indirect. Production linkages are decomposed into forward
production (FWPL), and backward production (BWPL) linkages. The forward linkages (FWPL)
emerge when upstream industries are supplied with more inputs. How important the sector is to
upstream sectors determines the strength of these linkages. Backward linkages (BWPL) on the
other hand, emerge when producers demand additional intermediate inputs from downstream
sectors. If the production technology of a given sector is more input-intensive, the backward
linkages will be stronger and vice versa, according to Round (2005). From the conceptual frame-
work above, four multiplier effects are identified. First is the output multiplier, this captures the
final changes in the output of the sector under study and that of other sectors indicated by boxes 1
and 2 in Figure 1. Second is the GDP multiplier which captures changes in the factor incomes due
to direct and indirect effects box (2). Third, the income multiplier effect captures variations in the
household income box (3). Finally, the consumption multiplier measures an increase in
consumption.

3.2. Empirical framework

Following the modeling approaches by (Breisinger et al., 2010; Bwire et al., 2016; Jami, 2006;
Mainar-Causapé et al., 2018; Round, 2005). The first step in the SAM-based analysis strategy is to
decide which accounts to designate as exogenous versus endogenous ones. This ensures that the
inverse of the coefficient matrix exists to allow the multipliers to be computed Jami (2006). The
rule of thumb is to designate all the transactions that are outside the influence of the system such
as government, capital, and the rest of the world (ROW) as exogenous. The endogenous accounts
trace transactions between two agents, i.e. producers and households relating through the factor
and the commodity markets.
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Utilizing the Row-Column accounts structure of the SAM, the column accounts make payments j
to the row accounts as receipts i. With this nomenclature, the SAM is designated as Sjj, while its
elements are denoted as Sj;. Thus, as a requirement for the balanced SAM (Pyatt & Round, 1985;
Thurlow, 2008), the row-column accounts must be equal. Considering this requirement, the row-
column equality condition for the agriculture account is stated as;

k k
Z Si.Aagric = Z Sj,Actgric (1)
i=1 j=1

Incorporating this condition into the SAM, the technical coefficients are derived as follows;

S
Q=2 2
i =5 ()

Following a procedure by Bwire et al. (2016), we partition the technical coefficient matrix into the
endogenous (), exogenous (¥;) and leakages ([}) accounts, S; is the column total. The endogen-
ous accounts are also called policy variables, while exogenous accounts are the shocks or policy

instruments. This process gives the matrix S;below;

i S —sn —— Sim =5 ]
Q11 = 5 Qqp = 3. Qim = 5 ¥, 3
Q=32 Q=% —— Qm=33m P,=2
2 Sz Sn
— S S S |
SU =1 le:%l anszzz - QmngL: lnzi
—h L —_ =ln = lm
11—51 12—52 l”_s,,, l”_sm
L1 1 1 17" ]

where the summation across any given row gives the total receipts (S;), which constitute both
exogenous and endogenous payments indicated as;

_ k
Si= 2S5+ Y G)
=1

where (S;, Sj) are the row-column totals, Q;’s are technical coefficients, while ¥; contains exogen-
ous variables of the SAM. Given that row totals are equal to the column totals (i.e. S; = Sj =), then
equation (3) becomes.

_ k _
S= 5+ (4)
=1

where ij = 1,2,....m, equation (4) constitutes k simulations equations across the rows of the SAM,
technical coefficients Q; account for any inherent endogeneity across the equations. Again
embedding the row-column equality condition and dropping the subscripts for brevity purposes,
equation (4) simplifies into;

S=AS+V (5)

where S is a vector of endogenous accounts, A is the coefficient matrix that links the information
from the SAM to the multiplier model of spending for the endogenous accounts (Jami, 2006) while
the shocks to the SAM is captured by W. Collecting the like terms together yields the SAM-multiplier
model below;
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S=(I-A) g =1v (6)

where (I —A)’1 =1II is the matrix of the aggregated accounting multipliers and I is the identity
matrix. Matrix II is partitioned into four broader accounts in SAM 2009/10 (i.e. 12 sectors, 12
commodities, 2 factors, and 2 households), while the households and factor accounts increase to 4
and 5 in SAM 2016/17, respectively.

From Figure 1, the indirect effects are further decomposed into forward and backward linkages
for the specific SAM row-column totals.

Assuming the multiplier matrix ¥ has elements y;, a shock to a given sector is denoted as y;g
(direct effect) while the sector with no shock has elements ; (indirect effects), giving the multiplier
equation (equation 7).

IO =y=riss + 7ij 7

From equation (7), the indirect effect can be disaggregated into its constitute forward (FWL;) and
backward (BWL;) linkages as below.

n—js
FWL = 3 7
J
n—is . (8)
BWL = ¥ #
i

We test the SAM multiplier model under both the unconstrained condition in equation (6) and the
constrained conditions in equation (9). Under the unconstrained case, several simplifying assump-
tions are made. First, prices are fixed, and thus variations in demand change output only. Second,
resources are unconstrained so a rise in demand is matched by a rise in supply. Finally, linkages
between producers and consumers are assumed to be linear. Similar assumptions are adopted by
Bwire et al. (2016) and Jami (2006). For the case of constrained sector supply, equation (6) is
modified to equation (9).

(3}2) - (17A*)’1B(l§21> 9)

The total demand for the unconstrained sectors (S;1) is increased by a rise in the exogenous
demand (¥;), in addition to its FWPL and BWPL denoted by (1 — A*). On the other hand, con-
strained sector demand (S,) is affected by an increase in imports (i.e. decline in exports ¥;). Matrix
B adjusts the constrained sector’s total demand. This process is described in the conceptual
framework in Figure 1.

3.3. Vector Error Correction Model (VECM)

As a robust check, and given that agricultural, services, and industrial value added are potentially
endogenous. A Vector Error Correction Model (VECM) based on the Johansen cointegration
approach was adopted to establish both short-run and long-run dynamics, specified as;

INZESD Y TN A (10)

where i=1,2,...,p, and g; is a coefficient matrix of (nxn), while = is a square non-singular matrix
of the coefficients, p,~NIID(0,6?), i.e. is independent and identically distributed (iid). For
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notational brevity, in the compact form, the intercept and other control variables are omitted.
A system of dynamic VECM model in three variables (n=3) is specified as below;

k-1 k-1 k-1

AG; = a1 + z SiAAG_; + Z ﬂiAINt,,' + Z AmSSt_j + T1iX; + LECT: 1 + &1t (11)
i1 J=i m—1
k-1 k-1 k-1

INt = a2 + Y 6iAAG_; + X BiAINe; + 3 AmSSi—i 4 ToiXi + LECTi_q + €2¢ (12)
i=1 =1 m=1
k-1 k-1 k-1

SSt=az + Y §AAGe; + Y BiAINe i+ X AmSSi—i + T'3iXi + AECT:_1 + €3 (13)
i1 j=1 m=1

Where,q; is a constant for i=1,...,3, AG, IN, and SS are the agricultural, industrial, and services
sector value added, while the error term &;~NIID(0, 6?).

3.4. Data sources

This study used data from mainly two sources. First, from two social accounting matrices, i.e.
Uganda SAM 2009/10 and SAM 2016/17. The second source of data is the time series utilized for
robust checks, the data on sectoral value added is obtained from World Development Indicators
(WDI). While data on imports (i.e. leakages) is obtained from World Trade Organization (WTO-
WITS) for industrial trade statistics.

3.4.1. Data analysis techniques

As mentioned, a SAM-based multiplier model is calibrated to SAM 2009/10 and SAM 2016/17 to
examine direct and indirect (forward and backward) linkages. The results from this stage are
validated through a series of econometric robust checks, starting with the estimation of the
VECM. Before embarking on the multivariate analysis, it was important to analyze the univariate
properties of the series, to help in the selection of suitable specification techniques.

4. Description of the study’s findings and a correlation matrix

To evaluate inter-sectoral linkages at a disaggregated level, both SAM 2009/10 and SAM 2016/17
are aggregated into 31 and 36 accounts, respectively. And 28 and 33 endogenous accounts and 3
exogenous accounts, with 12 sub-sectors each. Further, at an aggregated level, SAM 2009/10
collapsed to 13 and 18 accounts with 3 aggregate sectors (i.e. agriculture, industry, and services)
and 3 exogenous accounts. To evaluate the inter-sectoral linkages based on the Multiplier model,
the exogenous demand shock and income injections are considered. These increase demand and
income across all sectors. Since both the SAMs, 2009/10 and SAM 2016/17 are compiled in millions
of Ugandan shillings, we set the exogenous demand shock and income injection to one million
Uganda shillings. This implies a one million increase in demand or income injection across the
sectors, a similar approach is applied by (Jami, 2006).

It can be observed that in 2009/10, the services output multiplier was 3.13. This means that
a direct increase in exogenous services demand by 1 million shillings increases output by
3.13 million shillings. On the other hand, a similar increase in the agriculture and industrial sectors
leads to an increase in output by 2.27 and 1.61 million shillings respectively. We notice that at the
aggregate level, the service sector is the top output-generating sector followed by agriculture after
a demand shock. This is indicative of the recent growth in the integration of the services sector into
other sectors. But, the industrial sector has the lowest integration with other sectors.

Considering the GDP multiplier, in 2009/10 a demand shock across sectors increased the GDP in
the services sector by 1.87 units followed by agriculture (1.51) and the industrial sectors by 0.82
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Figure 2. Sectoral direct and
indirect impacts.

Source: Author’s computation
from raw data.

units. In 2016/17, agricultural GDP increased by 1.56 units compared to 1.39 and 1.06 units for the
services and industrial sectors respectively. Although in 2009/10 a one-unit injection across sectors
led to an increase in output, GDP, income, and consumption multipliers in the services sector in our
case. This is not always the case as was found out by Jami (2006) in Bangladesh.

Concerning household income multiplier, a one-unit injection across the three sectors increased
household income by 1.44, 1.17, and 0.65 units across the services, agriculture, and industry in
2009/10 compared to 1.15, 1.41, and 1.04 units respectively in 2016/17. Finally, for the consump-
tion multiplier, the services sector emerges as the top sector at 2.89 and 1.82 units in 2009/10 and
2016/17 respectively compared to 1.92 and 1.69 units for agriculture and 1.46 and 1.53 units for
the industrial sectors. The low-income multipliers imply that not all income is received by the
households, some income is lost due to leakages (i.e. taxes and imports, Figure 1).

As can be observed, an increase in the exogenous demand shock across sectors increased the
sectoral income in services by (3.13) in 2009/10 and (2.71) in 2016/17, followed by agriculture
(2.27) in both periods and lastly industrial sector at (1.61) and (1.87) respectively. In 2009/10, the
industrial sector had the strongest forward linkages (1.15) compared to services (0.91) and
agriculture (0.89). The industrial sector’s forward linkages were stronger with the services sector
(0.71) compared to the agricultural sector (0.44). On the other hand, the services sector had the
strongest backward linkages (1.23) followed by the agricultural (0.98) and industrial sectors (0.74),
respectively. The services’ backward linkages were stronger with the industrial sector (0.71) vis-a-
vis agriculture (0.53).

In 2016/17 and from Figure 2 above, the services sector had the strongest forward linkages
(1.32), followed by industry (0.76) and agriculture (0.63). The services sector forward linkages were
stronger with agriculture (0.72) compared to the industrial sector (0.59). Conversely, the agricul-
tural sector had the strongest backward linkages (1.10) compared to the services and industrial
sectors. The agricultural sector’s backward linkages were stronger with the services sector (0.72)
compared to the industrial sector (0.38). Finally, in case of a supply shock, the services sector had
stronger forward linkages in both study periods at 1.26 and at 1.6 respectively, whereas the
industrial sector had the strongest backward linkages in both scenarios.

Given that both SAM 2009/10 and SAM 2016/17 had factor taxes, this brings the discrepancy
between the value added or GDP multiplier and the household income multiplier as seen from
Table 3 in columns 9 and 10. Therefore, some value-added income is taxed, and thus not all
income is paid to the households. This fact indicates the impact of tax leakages in the economic
system (Breisinger et al., 2010). The values in Table 3 indicate that a one-unit increase in demand
across the sub-sectors increases income variability among the four endogenous accounts (i.e.
sectors, factors, commodities, and households). For example, a one-unit income injection in the

Total sectoral income Forward linkages Backward linkages
35
3
2.5
2
1.5
1
0.5
0
Agriculture Industrial Services Agriculture Industrial Services
SAM 2009/10 SAM 2016/17
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livestock sector increases the agricultural gross output by 2.93 units compared to 2.59 if injections
were inserted into the food and cash crop sub-sectors. Construction (3.22) and mining (3.17) are
the leading gross output-generating industrial sub-sectors. While SCT (7.91) and FIN (4.09) are the
highest gross output-generating sectors in 2016/17. This is indicative of the higher level of
integration of these sectors with other sectors in the economy. Table 1 below describes the
main study variables which are the specific sectoral value added sources from the World Bank
Development indicators.

In table 2 we compare production and consumption linkages for two SAM periods, we see that
the services sector outperformed other sectors in the two periods. For instance the GDP output was
3.13 percent. Further, services consumption was also higher in 2009/10 at 2.9 percent (see table 2
column 4) Considering the GDP multiplier, under the agricultural sector, for example, the sector
that generates higher (lower) output multipliers is not necessarily the same that generates higher
(lower) GDP. From Table 3 for example, a one-unit injection into fishing and forestry with 1.80 and
1.82 units generates more value added in the factor markets. On the other hand, SCT and FIN
generate the highest value-added among the services sub-sectors. These findings are indicative of
higher integration and inter-sectoral linkages in the domestic factor markets. Observation of the
household income multiplier indicates that a one-unit injection into the livestock and fishing
agricultural sectors, construction, and mining industry sector and utilities (ELGW), FIN, and HE

Table 1. Variables description

Variable Variable Description Data Source

AGRIC Contribution of the agricultural World Bank (WDI) & UBOS
sector towards GDP growth,
agriculture is disaggregated into
cash crops, food crops, fisheries,
forestry & livestock

INDUS Contribution of the industrial
sector towards GDP growth, the
industrial sub-sectors included
construction, manufacturing, and
mining & Utilities (manufacturing,
quarrying)

SERV Contribution of the services sector
toward GDP growth (Sub-sectors
include, communication, transport
and storage and (CTS), banking
and insurance (BI), and trade,
tourism, hotel, and restaurant
(TTHR))

GDP The total amount of goods and World Bank (WDI)
services produced in Uganda in
a given year

Source: Authors compilation from sectoral reports.

Table 2. Production and consumption linkages

1 unit- SAM 2009/10 SAM 2016/17

injection Agriculture | Industry Services | Agriculture | Industry Services
Output 2.27 1.61 3.13 2.27 1.87 2.71
GDP 1.51 0.82 1.87 1.56 1.06 1.39
Income 1.17 0.65 1.44 1.41 1.04 1.15
Consumption 1.92 1.46 2.89 1.69 1.53 1.82

Source: Author’s Computation from the SAM output.
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services sector generates higher income for the households. The consumption multiplier on the
other hand indicates that livestock, followed by food and cash crops generates the highest
consumption multipliers at 2.38 and 2.28 units in the agricultural sector, while construction and
mining dominate the industrial sector. Finally, SCT, FIN and HE generate the highest consumption
multipliers for the services sector.

It is evident from Table 4 that at the sub-sectoral level, livestock drives the agricultural sector
with total sectoral income (1.54), followed by fishing (1.19), food and cash crop (1.17), and then
forestry (1.10). However, the food and cash crop has the strongest forward linkages (0.70) followed
by livestock (0.41), forestry (0.24), and then fishing (0.04). Although food and cash crops had the
strongest forward linkages, livestock had the strongest backward linkages at (0.44). The food and
cash crop sub-sector had stronger backward linkages with livestock (0.03) in the agricultural
sector, manufacturing (0.06) in the industrial sector, and trade, communication, and transport
(TCT) within the services sector.

Regarding the industrial sector, the construction sector (1.75) emerged as the driver for the
industrial sector in 2009/10. However, the manufacturing sector had stronger forward linkages
(1.17), compared to construction (0.11) and then mining (0.10). Nonetheless, the manufacturing
sector’s forward linkages were strongest with construction (0.21), SCT (0.20), and livestock (0.09).
On the other hand, livestock had the strongest backward linkages at 0.44 in agriculture followed
by, construction (0.77) in the industrial sector, and SCT (0.69) in the services sector. Similarly, the
livestock sector’s strongest backward linkages were with manufacturing (0.09) and SCT (0.07),
while the construction’s backward linkages were strongest with manufacturing at (0.21). In the
services sector, the SCT was the driving sub-sector in terms of total sectoral income contribution
(3.71), followed by the education and health services (HE) (1.80), financial services FIN (1.74), then
Hotel and Restaurant THR (1.56) and utilities ELGW (1.42). The TCT recorded the strongest forward
linkages (1.68), while (HE) had the strongest backward linkages (0.75). The TCT’s forward linkages
were strongest with financial services (0.41) and hotel and restaurant HR (0.19), while its backward
linkages were strongest with the financial services (0.24), and manufacturing services (0.20).

In 2016/17 (see appendix Table A1), the sub-sectoral analysis indicates that livestock production
was the driving agricultural sector. Therefore, the impact of a one-unit injection in each sector for
livestock is 2.93 units compared to 2.59 for food and cash crops. Construction at 3.22 units
dominates the industrial sector followed by mining (3.17), while the SCT (7.91) and FIN (4.09)
dominate the services sector in terms of total sub-sectoral income. Despite the dominance of
livestock in the agricultural sector, the strongest forward linkages are reported for the food and
cash crop (3.10) compared to 0.79 for the livestock. However, livestock recorded the strongest
backward linkages (1.91) compare to 1.53 for food and crop. The food and crop sub-sector had the
strongest forward linkages with SCT (0.35) and THR (0.30) in the services sector, while its backward
linkages were strongest with SCT (0.39) and manufacturing (0.35). As regards the industrial sub-
sectors, manufacturing had the strongest forward linkages (5.96) vis-a-vis 0.29 and 0.01 for the
mining and construction sub-sectors. The backward linkages, in contrast, were strongest for the
mining and construction sectors. Finally, the services sub-sectors show that forward and backward
linkages were strongest for SCT and FIN at 6.33 and 1.43 for the FWL and 3.90 and 3.05 for BWL
respectively.

4.1. Constrained agriculture supply case

Although sectoral supply was assumed unconstrained, in reality, different sectors face different
supply constraints and thus may not respond to demand instantly. In this spirit, agriculture
production faces supply constraints due to the land being a fixed resource. In this case, the
traditional multiplier model considered above might understate the true multiplier effects if the
possibility of supply constraints is ignored (Breisinger et al.,, 2010; Llop Llop, 2005). To identify
which sectors can effectively contribute to economywide growth, income generation, and employ-
ment. We test three sector expansion/demand shock scenarios, namely (1) expansion in
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Table 5. VECM long run and speed of adjustment results

Coefficient of ECT
where the variable is | Product = Speed of
Variable Coefficient in ECT Dependent Adjustment
LOG_SER(-1) 1.0000 -.0490 —-.0490
LOG_THR(-1) —0.4304 .0063 -.0027
LOG_STC(-1) —2.5958 .0115 -.0298
LOG_0S(-1) 0.6824 .0189 .0129
LOG_FC(-1) -15.9724 -.0133 2117
LOG_FH(-1) —2.2430 .0495 -.1110
LOG_FT(-1) 17.0682 -.0172 —-.2936
LOG_LS(-1) -8.2316 .0383 -.3156
LOG_CONST(-1) —6.8658 .0267 —-.1835
LOG_MA(-1) —3.8636 .0139 -.0537
LOG_MU(-1) —4.0442 .0031 -.0124

Source: Authors compilation from raw data; Notes: SER: services, THR: Trade, Hotel & Restaurant, STC: Storage,
Transport & Communication, OS: Other services, FC: Food crop, FH: Fisheries, FT: Forestry, LS: Livestock; CONST:
Construction, MA: Manufacturing, MU: Mining & Utilities; Source: Authors computation.

agricultural sector exports, (2) expansion in manufacturing exports (i.e. elastic agriculture), and (3)
expansion in the manufacturing with inelastic agricultural production. In all scenarios, we assume
a fixed supply of government services, while government consumption, investment, and rest of the
world (ROW)/net exports are exogenous. From Table 5 below, we simulate the impact of an
increase in agriculture and manufacturing exports under constrained agricultural supply conditions

Before embarking on discussion of the robust check results , it is imperative to describe the
distribution of the study variables as seen from table 7. We observe that manufacturing sector
was driving force of the industrial sector. While services still held on strongly throught out the
study period. Overall, an increase in agricultural export by one million shillings increased GDP by
1.91 and 1.56 million shillings in 2009/10 and 2016/17, respectively. In contrast, a similar
increase in industrial export increased GDP by 1.47 and 1.06 million shillings in 2009/10 and
2016/17 under the unconstrained agriculture scenario, compared to 1.28 and 0.61 under the
constrained agricultural supply conditions. Similarly, constraining agricultural supply (see table 6),
lowers the contribution of the industrial sector. A similar finding is reported by Breisinger et al.
(2010) in Ghana. At the sectoral level, agriculture displays strong linkages with the rest of the
economy, for instance, a million shilling increase in agricultural exports led to 1.29, 0.44, and
0.54 million shillings in 2009/10 and 1.17, 0.38 and 0.72 million shillings increase in 2016/17 for
the agricultural, industrial and the services sectors, respectively. Conversely, the total increase in
gross output due to the one million shillings increase in agricultural export was 2.27 million in
both 2009/10 and 2016/17. However, the more agricultural supply faces constraints the weaker
its linkages to other sectors become.

It is observed also that an increase in agricultural export leads to excess demand in the
industrial sector (i.e. Commodity-Industrial is 0.84, and 0.64 million shillings) in 2009/10 and
2016/17 compared to production (i.e. Activity-Industrial of 0.44 and 0.38 million shillings) respec-
tively. This implies that the excess demand is satisfied by importation, an indication of import
dependence. For instance, until recently most of the construction materials such as tiles were
imported but this is slowly changing with the opening of tile factories in places like Kapeka
industrial park according to the Uganda Annual Investment Abstract (UIA, 2021).
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Table 7. Descriptive results

Variables

($Millions) Obs Mean Std. Dev. Median Max Min
GDP 51 11895.83 11718.22 6911.25 38986.72 1423.84
Cash Crop (CC) 51 298.83 236.07 206.61 798.96 53.57
Food Crop (FC) 51 1733.24 1369.19 1198.33 4633.95 310.68
Forestry (FT) 51 582.73 460.33 402.89 1557.97 104.45
Livestock (LS) 51 493.08 389.51 340.90 1318.28 88.38
Fisheries (FH) 51 328.72 259.67 227.27 878.85 58.92
Manufacturing 51 1608.34 2104.42 568.18 6285.66 105.50
(MA)

Mining & 51 540.99 589.25 317.19 2177.61 33.52
Utilities (MU)

Construction 51 54451 652.88 243.12 2100.83 30.84
(Ccm

THR 51 1560.64 1477.35 965.63 5553.50 199.15
STC 51 578.07 637.64 261.27 2347.23 44,99
Other Services 51 3016.97 3271.77 1614.32 12169.89 321.73

Source: Authors Compilation, Notes: THR: Trade Hotel and Restaurant, STC: Storage, Transport and Communication,
Other Services include services such as Insurance, money, banking, education, health, etc., Source: Authors’
computation.

Table 8. Time series unit root tests

Level First Difference
ADF PP KPSS ADF PP KPSS
Variables | Trend None c&T Trend None c&T Order
Cash Crop 1.01 1.01 0.17 -6.53** —6.53*** 0.05 1(1)
Food crop -1.76 1.01 0.17 -6.53** —6.53*** 0.05 1(1)
Forestry 1.01 1.01 0.17 -6.78** —6.53*** 0.05 1(1)
Livestock -0.23 1.01 0.17 -6.78* —6.53*** 0.05 1(1)
Fisheries -0.24 1.01 0.17 -6.75* —6.53*** 0.05 1(1)
Manu 3.16 1.31 0.21 —4.62* —4 54%% 0.05 1(1)
MU 3.04 7.57 0.25 —8.95*** —7.98*** 0.12* 1(1)
Const 2.59 2.63 0.23 —8.98*** —7.92%* 0.08 1(1)
THR -1.79 0.25 0.19 -14.03** -13.82%** 0.36*** 1(1)
STC 3.79 0.2 0.24 -5.37* -14.68*** 0.15** 1(1)
Other Serv 2.16 1.73 0.51 -3.62* —4 54% 0.05 1(1)

Source: Authors Computation, Notes: *p< 0.10, **p< 0.05, ***p< 0.01, Manu: manufacturing, MU: Mining and Utility,
Const: construction, THR: Trade Hotel & Restaurant, STC: Storage Transport & Communication, OS: Other Services.

In the unconstrained scenario, a similar increase in the industrial export demand raises output in
the agricultural sector by 0.52 million again lower than the supply of 0.60 million shillings.
However, the services sector output is stimulated by 1.90 million compared to the demand of
1.92 million shillings. In 2009/10, the production was mainly labor intensive as observed by labor
GDP of 0.42 and 0.83 and capital GDP of 0.001 and 0.13 million shillings, respectively. Consumption
linkages are stronger but reduce as agricultural supply becomes inelastic. Breisinger et al. (2010)
argue that many developing countries are import-dependent, and thus expansion in industrial
export demand will lead to higher import intensity instead. This finding contradicts the
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government’s stronger focus on the industrialization strategy, the government should rethink its
development agenda by refocusing on the agricultural-led strategy where the country has
a comparative advantage. The results above indicate that analysis of inter-sectoral linkages should
take into account the possibility of constrained sectoral supply possibilities. Last but not least, in
table 8, we discuss the order of intergration, we see that all variables are integrated of order 1 i.e I
(1), which makes it suitable for the application of Nonlinear ARDL model. Further performance of
unit root tests in table help us to avoid runing spurious regressions.

4.2. Robustness checks

To guard against the generalization of pseudo results from the SAM-Based inter-sectoral linkages
analysis, our results are further qualified by estimating a vector error correction model (VECM)
model based on the Johansen cointegration approach (Johansen, 1989, 1991). For notational
brevity purposes, a VECM model can compactly be specified as follows;

P
AYe = Y BiAYe i+ apy (14)
i1

where i=1,2,...,p, and g; is a coefficient matrix of (nxn), while = is a square non-singular
matrix of the coefficients u,~NIID(0,0%), i.e. independent and identically distributed (iid). The
outcome variable is an 11-dimension variable model specified as;
Y, = (Agrict(CCy, FCt, LS, FT¢, FHy), Indusy(MUy, MA¢, CO:), Serv(THRy, TC;, 0S;)), where the agricul-
tural sector constitutes CC as cash crops, FC as food crops, LS as livestock, FT is forestry and
FH is fisheries, the industrial sector includes MU which is mining and utilities, MA is manufac-
turing and CO is construction. Finally, the services sector includes trade hotels, and restaurants,
TC is transport and communication and OS is other services.

4.3. Descriptive results
Before exploring the robustness of the SAM multiplier model. It is worthwhile to explore the
descriptive analysis of the variables as shown in the table 7 above.

The results show that the average GDP between 1980-2020 was USD 11,895.83 m with
a minimum of 1423.84 m and a maximum of 38,986.72 m. Food crops dominated the agricultural
sector value added with an average of USD 1733.24 m. On the other hand, manufacturing domi-
nated the industrial sector with 1608.34 m. Whereas THR (trade, hotels, and restaurants) domi-
nated the services sector with an average of 1560.64 m. Other services include Insurance, money,
banking, education, health, and tourism among others, tourism is one of Uganda’s leading services
sub-sectors (UBOS-Annual Labour Force Survey, 2019). Further, we examined multicollinearity to
avoid obtaining inconsistent and inefficient estimators (see correlation matrix Table A2) show that
at a 5% level of significance for pairwise correlation, there is a positive and strong association
between agricultural, industrial, and the services sub-sectors.

4.4. Unit root and cointegration tests
The table 8 above presents the unit root tests to test the time series properties of the series.

Both the ADF test (Dickey & Fuller, 1981) and the PP test (Phillips & Perron, 1988) test the same
null hypothesis (i.e. Ho: the series has a unit root) against the alternative hypothesis (i.e. Hy: the
series has a unit root). At level, the series are non-stationary necessitating first differencing. After
first differencing, the series becomes stationary. The KPSS tests the null hypothesis that (Ho: the
series are stationarity or have no unit toot) against the alternative that the series are non-
stationary (Hq: the series have unit toot) Kwiatkowski et al. (1991). Given that our series are
integrated of order one, i.e. I (1), implying stationary in the first difference, then the cointegration
test is inevitable to establish a long-run (LR) relationship among the variables.
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Given the above unit root results, we thus proceed to perform the Johansen test of multivariate
Cointegration (see appendix Table A3). The goal of the Johansen Cointegration test is to establish
whether there exists at least one Cointegration equation (CE). The null hypothesis is that there is
no Cointegration equation (Hy: No Cointegration equation) against the alternative (H;: the null is not
true). We reject the null if the trace and Max statistic are greater than the 5% critical value
otherwise, we fail to reject the null (Johansen, 1989, 1991). The Cointegration results indicate
that the trace and the Max-Eigen statistics are both greater than the critical value at 5%.
Therefore, we reject the null hypothesis that there is no Cointegration in this model. On the
other hand, under at most 1 hypothesized Cointegration Equation (CEs), both the trace (294.82)
and Max-Eigen (77.15) statistics are greater than the critical values at 5% which are 239.24 and
64.50, respectively. Here, we fail to reject the null that of no Cointegration and instead agree that
there is at most 1 CE. The presence of Cointegration in this model is an indication of the existence
of a long-run relationship among the sectors which implies these variables can be combined in
a linear function in the model (Johansen, 1991). The results imply that if there are shocks in the
short run, which might affect the movement in the individual sectors, they would converge with
time. In this case, according to (Engle & Granger, 1987; Johansen, 1989), it is better to estimate
both the short-run and long-run (LR) models. The appropriate estimation techniques are the VAR
and the VECM models. The advantage of the Johansen test of Cointegration is that it is based on
a maximum likelihood estimator which takes a system-based approach to endogeneity Singh
(2015).

Results in column 2 are for the cointegrating equation which signifies a long-run relationship among
the sectors in Uganda. Considering the service sector, we observe that a 1% increase in THR is
associated with a 0.4% increase in total services value-added. The highest contribution to the services
sector is STC at 2.3%. On the other hand, food crops (FC) and forestry (FT) have the highest impacts on
the value of the service added. Under the industrial sector, construction and mining, and utilities have
the highest impacts on the services sector. Considering the speed of adjustment under total services,
we observe that the previous period’s deviation from the long-run equilibrium is corrected for in the
current period at an adjustment speed of 4.9% for total services, 0.63 and 0.15% for THR and STC.
Given that most of the speed of adjustment coefficients (i.e. column 4) is negative. This implies that the
VECM estimated continuously moves towards a long-run equilibrium after experiencing a shock.

4.5. Short-run VECM cointegrating output

Focusing on the services sector (see appendix Table A4), a 1% change in the service sector value
added is associated with a 27% increase in total services. The STC (Storage Transport and
Communication) has the highest impact on the services sector at 23.4% followed by THR (Tarde
Hotel & Restaurant) at 11.2%. Considering the agricultural sector, a 1% increase in the food crops
(FC), Fisheries (FH), and Livestock (LS) is associated with a 6.1, 16.5, and 15.1% increase in the
services sector value added ceteris paribus, while the same increase in the cash crops (CC) and
forestry (FT) is associated with 38.1 and 24.5% reduction in the services sector value added. There
is a weak linkage between Uganda’s services sector cash crops, and forestry sub-sectors. Secondly,
the cash crop and forestry sub-sectors are traditional agricultural sectors that have lagged in
terms of production technology from the rapidly growing services sector

Considering the industrial sector, a 1% increase in manufacturing (MA), mining and utilities (MU),
and construction (CT) are associated with. a 10.2, 13.1, and 10.4% increase in the services sector
value added, respectively. The results in Appendix A4 indicate that THR has the highest impact on
construction (43.6%), MU at 22.6%, and FC at 14.7%. While STC has the highest impact with MA
(39.4%), cash crop (19.1%), FH (26.3%), and FC (8.7%) respectively. These results indicate that
storage, transport, and communication (STC) services are very key to the other sectors. The
services considered here have relevance to both the industrial and agricultural sectors in
Uganda. That is to say, they provide services utilized in these sectors, the reverse is also true for
agricultural and industrial products used by these services (Varkey & Panda, 2018). Having
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Figure 3. CUSUM measure of
model stability.
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Table 9. Aggregate short-run inter-sectoral linkages

Dependent variables

Explanatory variables D(LNAG) D(LNIN) D(LNSS)

D(LNAG(-1)) 0.288 (-0.210) 0.281 (-0.215) 0.338 (-0.790)
D(LNIN(-1)) 0.205 (-0.208) 0.326 (-0.213) 0.284 (-0.188)
D(LNSS(-1)) 0.182 (-0.267) —0.594 (-0.274) 0.637 (-0.241)

Source: Authors’ computations; Notes: The figures in parentheses are Std. Error and following Singh (2015) the
standard errors are adjusted based on Newey and West’s (1987) heteroscedasticity and autocorrelation consistent
estimator.

Table 10. VECM model diagnostic test

Diagnostic test Test for p-value Conclusion
VEC Heteroskedasticity Heteroscedasticity 63.504 (.066) Not Heteroscedastic
Tests

Jarque-Bera Normality 6.03 (.214) Residuals are normal
Goodness of Fit R-Square Test 6859 There is a good fit
Autocorrelation LM test serial correlation 122.27 (.83) No serial correlation

Source: Authors’ computations from Eviews 10.

established a cointegrating relationship we thus proceed to perform time series causality tests of
the services sector with other selected sub-sectors.

From the residual tests above, the Jarque-Bera test always factors in the Skewness and Kurtosis
in its computations its p-value is greater than 5% implying the residuals are jointly normally
distributed. In addition, the VEC residual heteroskedasticity test has a p-value of 0.07 higher
than 0.05 hence the residuals are not heteroscedastic. Finally, the R-Squared of 0.6859 indicates
that the model fits the data well.

Table 9 shows the short-run inter-sectoral linkages at the aggregate three-sector level. Focusing
on the services sector, we observe that a 1% increase in the services sector leads to an 18.2%
increase in agricultural value added to other factors remaining the same. This is reflective of the
reality in Uganda since most of Uganda’s agricultural produce relies on storage, transportation,
and trade services to access markets and thrive. However, a similar growth in the services sector
leads to a decline in the industrial sector, this can be due to competition for factors of production
such as labor and capital given that manufacturing in Uganda is still labor intensive. On the other
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hand, growth in the services sector is associated with a 63.7% growth in the services sector itself,
this could explain the rapid growth enjoyed by the services sector in the last two decades in
Uganda. The results indicate that the services sector has a larger impact not only on its produc-
tivity but also on other sectors, especially the industrial sectors. Most industrial sub-sectors such as
manufacturing and construction require services such as banking and insurance to thrive.

4.6. Model stability

From table 10 above, the residual diagnostic tests show that the study residuals are not hetero-
scedastic, while the Jarque-Bera shows that residuals are normally distributed. Further, the our
model choice fits the data well. Finally we also find that there is no serial correlation. The model
stability test for both the short and long is based on both the cumulative sums of recursive
residuals (CUSUM) and cumulative sums of recursive residuals squared (CUSUMQ). From
Figures 2 and 3 below, since the curve (i.e. blue line) lies within the 5% confidence interval (i.e.
lower and upper critical lines), it is indicative that the model fitted in this study is stable, and
therefore there is no risk of any structural break in the models fitted in both short and long-run.
Diagnostic tests (i.e. Stability test) are a recommendation from (Pesaran et al., 2001) seminal work
on the Bounds approach to cointegration. According to Pesaran, diagnostic tests help to avoid
obtaining spurious results (See Figure 4).

4.7. Causality tests

After estimating the VECM model, it is worthwhile to perform causality tests (Engle & Granger,
1987). Below, we discuss the causality test results (see Table A4). Considering the results above,
since THR is significant at a 1% level of significance, we reject the null of no causality between
the service sector total value added and THR services in the short run and conclude that there is
a short-run causal relationship from THR to services. Similarly, STC, FC, LS, MU, and MA have
a short-run causal relationship with the services sector total value added. While the fisheries, and
construction sub-sectors do not have a short-run causal relationship with the services sector. In
Uganda, communication services (i.e. print media, TVs, Radio, and Telecom) specifically, the
telecommunication services have been the fastest growing sub-sector overall in the services
sector. On the other hand, FC, fisheries, LS, MA, and MU have a short-run causal relationship
with the THR services, while the performance of the services sector has a strong causal relation-
ship with the STC and MU. Overall, the variables included in this model have a causal relationship
with total services value added (SER), THR, and STC, this indicates the role that the services sector
plays in Uganda’s economy. This result is supported by findings in studies such as (Ggoobi et al.,
2017; Shinyekwa et al., 2016), who analyzed Ugada’s industrial sector performance over the
years.

Results from the pairwise Granger causality test are reported in Table A4, we observe that THR
Granger causes Services but Services does not Granger cause THR hence a unidirectional causality.

Page 23 of 36



James et al., Cogent Economics & Finance (2023), 11: 2243167 *’;‘ Cogent Py economics & ﬁ nance

https://doi.org/10.1080/23322039.2023.2243167

On the other hand, MA Granger causes Services while services do not Granger cause MA which is
a unidirectional causality. An independent causality is found between construction and services,
while a unidirectional causality is reported between STC and MA, and STC and construction, an
independent relationship between THR and construction, lastly, the only bidirectional relationship
Is that between THR and fisheries sector.

4.8. Forecast Error Variance Decomposition (FEVD)

Variance Decomposition provides the percentage of unexpected variance in each variable that is
produced by shocks from other variables. In other words, it indicates the relative impact that
a variable has on another (Litkepohl, 2005). From Table A5, results under the services sector
indicate that 45.85% of the forecast error variance is explained by the agriculture sector in the
short run, and the contribution of the agricultural sector towards the services sector increases into
the future reaching 50.52% in the fifth year, implying a strong endogenous influence on the
services sector. The influence of the industrial sector on the services sector decreases in the future.
Finally, 30.28% of the forecast error variance is explained by changes in the services sector itself,
but as we move further into the future, the sector exhibits a moderately strong endogenous
influence on itself. The influence of the services sector increases in the short to long run. This
implies that the services sector exhibits a strong endogenous influence on the industrial sector. In
conclusion, FEVD indicates that a substantial amount of variation in each sector is explained by its
shocks rather than shocks from other sectors, therefore, both the independent causality between
service and industry and the unidirectional causality between agriculture and services and industry
are reconfirmed (Table A6).

5. Discussion of results

The overall objective of this study was to examine the production and consumption inter-sectoral
linkages in Uganda’s economy. Specifically, the emphasis was put on analyzing multiplier effects
based on the Social Accounting Matrix (SAM) for Uganda (i.e. SAM 2009/10 and SAM 2016/16). The
results of the SAM model were reconfirmed through a series of robust checks based on the VECM
model and its related diagnostic checks. We estimate the VECM because it explains the relation-
ship between endogenous and exogenous variables’ dynamic behavior and that of the endogen-
ous variables. Further, this framework uses granger causality analysis and impulse response
functions (IRF) to describe how a variable or collection of variables affects others. Which clearly
suits our current study.

Available reports from World Bank, UBOS, BOU, and MFPED all point to the fact that Uganda’s
economy is driven largely by the rapidly growing services sector. However, there is a paucity of

Table 11. Sectoral production linkages in Uganda

SAM 2009/10 SAM 2016/17
Agriculture | Industrial Services | Agriculture | Industrial Services
Agriculture 1.29 0.37 0.52 1.17 0.34 0.30
Industrial 0.44 0.87 0.71 0.38 0.94 0.39
Services 0.54 0.37 1.90 0.72 0.59 2.02
Total 2.27 1.61 3.13 2.27 1.87 2.71
sectoral
income
Forward 0.89 1.15 0.91 0.63 0.76 1.32
linkages
Backward 0.98 0.74 1.23 1.10 0.93 0.68
linkages

Source: Authors’ Computation-SAM-based Multiplier model output.
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empirical evidence that quantify the impact of the services sector multiplier effects on other
sectors (i.e. in terms of direct, indirect, forward, and backward linkages), to ascertain if the
observed services sector growth is trickling down to other sectors. The reason for this analysis is
that although Uganda’s economy is still largely agrarian in terms of employment, over 50% of the
country’s growth is derived from the services sector. Therefore, understating inter-sectoral linkages
dynamics between these sectors is important for policy. Based on the multiplier model results in
Table 11, the services sector had the highest output multiplier effect at 3.13 units from demand. At
the aggregate level, the service sector is the top output-generating sector followed by agriculture.
This is indicative of the strong integration of the services sector into other sectors. The services
sector also emerges strong in terms of GDP multipliers, recorded at 1.87 units followed by
agriculture (1.51) and the industrial sectors (0.82) units respectively in case of a demand shock.

On the other hand, in 2016/17, a one-unit income injection across the sectors increased the
agricultural sector GDP by 1.56 units compared to 1.39 and 1.06 units for the services and
industrial sectors respectively. Again, the services sector produced the highest household and
consumption multiplier effects in 2009/10 and 2016/17 at 1.44 and 1.15 units and 2.89 and 1.82
units. The strong performance of the services sector is indicative of the recently growing strong
role that the services sector plays in Uganda’s economy.

Although the services sector had the highest sectoral income reported at (3.13) units in 2009/10
and (2.71) units in 2016/17 (see results in Table 3). The industrial sector had the strongest forward
linkages (1.15) compared to services (0.91) and agriculture (0.89). However, the services sector had
the strongest backward linkages (1.23) these linkages were stronger with the industrial sector
(0.71) vis-a-vis agriculture (0.53). In 2016/17, the services sector had the strongest forward
linkages (1.32) and these linkages were stronger with agriculture (0.72) compared to the industrial
sector (0.59). The results from the VECM model indicate that in the long run, the industrial sector
(InIN) hurts the agricultural sector while the services sector has a positive impact on the agricul-
tural sector ceteris paribus and the coefficients are statistically significant at a 1% level of
significance. Again considering the Johansen normalized vectors, the null hypothesis of cointegra-
tion is rejected against the alternative cointegration relationship in the model. These results are in
line with Singh (2015) who found strong and weak long and short-run linkages respectively among
sectors in India. To him, causality was a short-run rather than a long-run phenomenon.

Disaggregating the sectoral effect, a one-unit income injection in the livestock sector (LS)
increases the agricultural gross output by 2.93 units compared to 2.59 if injections were inserted
into the food crop and cash crop sub-sectors. Construction (3.22) and mining (3.17) were the
leading gross output-generating industrial sub-sectors, while SCT (7.91) and FIN (4.09) were the
highest gross output-generating sectors in 2016/17, this is indicative of the higher level of integra-
tion with other sectors in the economy. Conversely, SCT and FIN generated the highest value-
added among the services sub-sectors, signifying higher integration and inter-sectoral linkages in
the domestic factor markets. In terms of income multipliers, utilities (ELGW), FIN, and HE in the
services sector generated the highest income for households. Similarly, The SCT, FIN, and HE
generated the highest consumption multipliers for the services sector. In 2009/10, SCT recorded
the strongest forward linkages (1.68), while (HE) had the strongest backward linkages (0.75). The
SCT’s forward linkages were strongest with financial services (0.41) and trade hotel and restaurant
THR (0.19), while its backward linkages were strongest with the financial services (0.24), and
manufacturing services (0.20). On the other hand, in 2016/17 the services sub-sectors showed
that forward and backward linkages were strongest for SCT and FIN at 6.33 and 1.43 for the
forward linkages and 3.90 and 3.05 for backward linkages, respectively.

In this study, we further tested the possibilities of constrained sectoral supply, given that
Uganda’s economy is still largely agrarian, we test the impact of constrained supply in the
agricultural sector on other sectors. Results from Table 3 indicate that a million shilling increase
in agricultural exports lead to 1.29, 0.44, and 0.54 million shillings in 2009/10 and 1.17, 0.38, and
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0.72 million shillings increase in 2016/17 for the agricultural, industrial and the services sectors
respectively. The results in Table 3 also point to Uganda’s export dependence since the increase in
agricultural export leads to excess demand in the industrial sector. In the unconstrained scenario,
a similar increase in the industrial export demand stimulates services sector output by 1.90 million
compared to the demand of 1.92 million shillings similar impacts have been reported by (Breisinger
et al,, 2010) in Ghana. The decline in the agricultural value added as the industrial sector expands
can be due to the population effect, Uganda’s youth population is less attracted to the agricultural
sector in favor of white-collar jobs in the industrial and services sectors (Byiers et al., 2015; Ggoobi
et al,, 2017; Shinyekwa et al., 2016).

The Pairwise Granger Causality tests results reveal three relationships, i.e. a unidirectional
causality from the agricultural sector to the industrial and the services sectors, and an indepen-
dent relationship from the industrial to the services sector. This implies that shocks in the
agricultural sector will spill over to both the industrial and the services sectors but the reverse
may not be true always. These causality effects are just short-run phenomena. Meanwhile, the
negative impact of the industrial sector on the agricultural sector in the short run could be due to
the increased competition for the factors of production. Conversely, the forward linkage between
the agricultural and the industrial sectors occurs when industries utilize agricultural output in their
production process for example the agro-processing firms.

Finally, the strong growth in the services sector can explain the positive impact of the services
sector on the agricultural sectors. Furthermore, due to the competition for financial resources in
the services sector, there can be selective loan approval to different sectors by financial institu-
tions, particularly the low-risk sectors with high returns will be funded. However, in the long run,
growth in the industrial sector can stimulate demand for agricultural products leading to positive
linkages. In conclusion, both agricultural and industrial sectors have benefited from the rapidly
growing services sector. For example, improvements in services such as storage, transport, and
communication (STC), and insurance and banking (IB) can explain the existence of positive back-
ward linkage of the services sector to the agricultural and industrial sectors. Therefore, sectoral
policies should be based on how sectors interrelate in both the short and long-run scenarios, and
also sectoral constraints should be embedded in sectoral forecasting and planning.

6. Conclusions and policy recommendations

The overall objective of this study was to examine inter-sectoral linkages in Uganda’s economy. The
SAM-multiplier model examines the impact of a demand shock. First at the aggregated sector level,
and second at the sub-sector level. Third, given that sectoral productivity is susceptible to supply
constraints, especially in the agricultural sector, two scenarios are tested namely elastic and inelastic
agricultural sector supply scenarios. At the aggregate level, the services sector had the highest
sectoral income reported at (3.13) units in 2009/10 and (2.71) units in 2016/17. In 2009/10, the
industrial sector had the strongest forward linkages (1.15) while the services sector had the strongest
backward linkages (1.23). The service sector’s linkages were stronger with the industrial sector (0.71)
vis-a-vis agriculture (0.53). In 2016/17, the services sector had the strongest forward linkages (1.32)
and these linkages were strongest with agriculture (0.72) units. At a disaggregated level, the SCT
recorded the strongest forward linkages (1.68), while (HE) had the strongest backward linkages (0.75)
in 2009/10. The SCT’s forward linkages were strongest with financial services (0.41) while its backward
linkages were strongest with the financial services (0.24). In 2016/17, SCT had the strongest forward
and backward linkages at 6.33 and 3.90 units respectively.

To implement robust checks for the SAM Multiplier, the VECM time series model was estimated
following four stages. First, time series were tested for stationarity, the goal is to work with non-
stationary series. Second, a cointegration test was performed based on Johansen’s (1991)
Cointegration procedure. The third stage involved estimating the VECM. Three unit root tests
were estimated namely ADF, PP, and KPSS tests, which all indicated evidence for stationarity
after fast difference, lag selection was based on the Akaike information criterion (AIC). Overall,
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we reject the null hypothesis that there is no cointegration equation in the model at a 5% level of
significance, implying that the series are cointegrated and exhibit a long-run relationship and can
thus be combined linearly in analysis (Johansen, 1991). The key finding in this study is that inter-
sectoral linkages can take place in both the short and the long run. Secondly, the sectors
considered in this study exhibit both positive and negative linkages in both the short and the long-
run time. Therefore, policymakers should consider the aspect of time in sectoral policy formulation.

Although the services sector has overtaken the agricultural sector as the driver of growth, the
results from the VEC model suggest that the agricultural sector still plays a major role in determin-
ing the overall economic growth in Uganda through its linkages to other sectors. The key policy
message is that government should equally redistribute its policy priorities from focusing mainly
on industrialization towards stimulating domestic demand in agricultural sector, especially in rural
areas where subsistence agriculture is still dominant. Incidentally, government needs to review
and refocus its already existing sectoral growth strategies and programs before starting new ones.
We find evidence that storage, communication, and transport (SCT) has strong linkages in the
services sector. Thus, government must improve transport and communication networks. The cost
of ICT products and services should be fully regulated by the government to ensure that online
business can thrive across all sectors.

Government should rebalance its sectoral growth acceleration agenda from over-emphasizing
agriculture (i.e. the inward-looking) type of policies to focusing on other sectors in the growth mix
(i.e. outward-looking) type of policies. On the other hand, the persistent decline in the agricultural
sector’s contribution to overall growth over the years has led to a decline in the demand-generating
capacity of the agricultural sector to other sectors. Incidentally, there is a need to review agricultural
sector-related incentives, such as tax holidays and subsidies for those willing to engage in commercial
agriculture. There should be equity and efficiency in incentivizing the sector actors.

Results indicate that the contribution of the industrial sector has hovered around 25% for the
last 30 years, therefore there is a need for the government to review and reorient both its industrial
policy and industrialization strategy. Government needs to develop a competitive, internationally
focused, and highly productive industrial sector to increase industrial exports, create employment
to absorb surplus labor from the agricultural sector, and stimulate productivity spillovers.

Government should strengthen the linkages between the agricultural and the industrial sectors
through investment in agriculture so that the industrial sector gains from the agricultural sectors’
comparative advantage to engage in the agro-processing of crops such as coffee, cotton, and
other food crops. In addition, the government should diversify its exports of goods and services
and also spread its trading partners to avoid being vulnerable to external shocks during economic
downturns. Further, the government should take advantage of the excess capacity in the agricul-
tural sector through increased targeted sub-sector investment to enhance inter-sectoral linkages.
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