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GENERAL & APPLIED ECONOMICS | RESEARCH ARTICLE

Determination of the effects and optimal 
thresholds of monetary policy instruments: 
A study of Central Bank Lending system in 
Kingdom of Eswatini
Samuel Nkosinathi Dlamini1* and Dr Pfano Mashau1

Abstract:  This paper examines the impact of monetary policy instruments such as 
discount rate, reserve requirement and liquidity requirement on bank credit to the 
private sector in the Kingdom of Eswatini. Monthly data sourced from the Central 
Bank of Eswatini and Eswatini Central Statistics Office is used for the period 
January 2000 to December 2017. Using the Johansen cointegration test and Vector 
Error Correction Model, our results show that: there is one cointegration in the 
model and the current levels of the discount rate, reserve requirement and liquidity 
requirement bear a negative and significant effect to bank credit to the private 
sector. This indicates that the three instruments are not supportive to economic 
growth and they are not optimal to stimulate credit. Applying the Quadratic 
approach, findings of this study reveal that the optimal monetary policy mix 
(thresholds) to stimulate bank credit to the private sector while maintaining infla
tion within reasonable levels is 5.42% for the discount rate, 4.03% for the reserve 
requirement, 12.48% for the liquidity requirement. The study recommends that the 
Central Bank of Eswatini should always take into account the existence of trade-off 
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in monetary policy instruments results in order to stimulate bank lending to the 
private sector.

Subjects: Economics and Development; Economics; Finance 

Keywords: bank lending; discount rate; reserve requirement; liquidity requirement; 
Johansen cointegration approach; Quadratic model

1. Introduction
Central bank regulation is important to ensure stability and efficiency, to improve the competi
tiveness of the banking system, to mitigate the occurrence of superfluous financial distortions that 
emanate from bank panics and crises, and to moderate depositors’ risk exposure during financial 
distress (Poole & Wheelock, 2008). While the mandate of the central bank is to ensure stability and 
foster economic growth, it is of paramount importance to understand that monetary policy 
regulation may not be costless to the economy and its effect may be more pronounced via the 
lending system to the private sector.

In 2012 in the Kingdom of Eswatini, the Central Bank Lending system policy mix became a cause 
for concern amid a decline in credit to the private sector and economic growth despite adjust
ments made by the monetary policy authorities on the bank rate, cash reserve requirement and 
liquidity requirement. The slowdown in bank credit was experienced after major fiscus challenge in 
2010 and 2011 which resulted to significant government’s financing shortfalls. In 2015, the 
country experienced a major shock on credit to the private sector (corporate lending turned 
negative), which reduced the average to 7.5% in 2016 from 15.4% in 2015 (Central Bank of 
Eswatini, 2015). The shock was a result of a decline of seinorage from Southern Africa Customs 
Union. This episode was accompanied by deterioration in banks’ asset quality, with Non- 
Performing Loans (NPL) escalating to more than 10% of total loans in March 2017 (International 
Monetary Fund, 2017). The prevailing situation in terms of credit seems to signal monetary policy 
instruments imbalances, with a resulting need to first determine the impact of these instruments 
and establish the optimal thresholds for the Central Bank of Eswatini to aim at, when setting its 
monetary policy stance. Therefore, this study seeks to examine the current monetary policy mix of 
the Central Bank of Eswatini to determine if does have an influence on bank credit to the private 
sector in the Kingdom of Eswatini. This research also seeks to examine the current levels of 
monetary policy instruments and recommend optimal thresholds for bank credit to the private 
sector if there is misalignment. No study with a similar approach has been undertaken for the 
Kingdom of Eswatini.

Previous studies such as Amidu (2006), Gambacorta and Rossi (2007), Hofmann (2001), Ajayi and 
Atanda (2012), Olweny and Chiluwe (2012), and Sharma and Gounder (2012), and Assefa (2014) 
explored the determinants of bank credit using different regression models. Younus and 
Akhteruzzaman (2012), Tule et al. (2015), and Olade (2015) applied the quadratic function to 
determine thresholds for monetary policy indicators. While the contribution of the above-stated 
research studies is appreciated, their assessment is limited only investigate the determinants of 
bank credit to the private sector, ignoring an important aspect of guiding Central Banks in terms of 
the thresholds of monetary policy instruments to aim at in order to stimulate bank credit to the 
private sector credit which is essential for investment and economic growth.

This research is envisaged to make several contributions in the body of literature, as the 
researcher has underscored and bridged the gaps present in the past research, such as the lack 
of empirical evidence of the impacts of monetary policy instruments on bank lending to the private 
sector and thresholds for monetary policy instruments in the Kingdom of Eswatini. There were 
almost no empirical references and proofs to explain the relationship between monetary policy 
instruments and the lacklustre bank lending performance. Further, this provides an empirical guide 
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in terms of thresholds for the Central Bank of Eswatini to aim at when setting its monetary policy 
instruments. Therefore, the major contribution for this research is that, it has determined the 
thresholds for the discount rate (DR), reserve requirement (CRR) and liquidity requirement (LQR) 
and further provided policy recommendation for the Kingdom of Eswatini, which when adopted 
may significantly bring a turnaround not only for bank credit but also for economic growth which 
has been subdued in the past decade.

2. Trends analyses of the discount rate, reserve requirement and liquidity requirements
Since 2001, the discount rate was set at par with the South African repo rate until June 2008. From 
2008, the Central Bank of Eswatini sometimes deviated from parity by 50 basis points either below 
or above the SA repo rate but in March 2010 decided to restore parity of the bank rate with the 
South African Reserve Bank (SARB) repo rate. Further deviations from the parity were noted from 
2015 but were not more than 100 basis point. Since the local economy is dominated by South 
African firms, a surge in the discount rate triggered need to source credit across the border, in the 
form of reinvested earnings. Therefore, an increase in discount rate reduce the firms’ appetite to 
source credit in the local banking industry (Dlamini & Skosana, 2017). Figure 1 below shows the 
trend of bank credit and discount rate from year 2000 to 2017. 

In the period 2000 to 2017, the Central Bank of Eswatini effected three changes on the reserve 
requirement. The first was to introduce a separate call account for banks in 2003, which earns 
interest. The reserve requirement was further revised in 2011 from 2.6 percent to 6 percent. The 

Figure 1. Trends of bank credit 
and discount rate.

Source: Generated by Author in 
EViews 9 using data from the 
Central Bank of Eswatini 
(2000–2017).

Figure 2. Trends of Bank Credit 
and Cash Reserve Requirement.

Source: Generated by Author in 
EViews 9 using data from the 
Central Bank of Eswatini 
(2000–2017).

Figure 3. Trends Bank Credit 
and Liquidity Requirement.

Source: Generated by Author in 
EViews 9 using data from the 
Central Bank of Eswatini 
(2000–2017).
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6 percent is meant to facilitate the clearing and settlement of interbank transactions such as 
transactions between the commercial banks and central bank and to safeguard liquidity and the 
safety of banks. Over the period under review, commercial banks had been compliant to maintain 
levels of reserves at 6 percent as required by the Central Bank of Eswatini. The reserve requirement 
is one of the monetary policy instrument and increasing/decreasing affects banking liquidity and 
credit extension (Dlamini and Skosana, 2016). Figure 2 presents the relationship between bank 
credit and reserve requirement.

The liquidity requirement before year 2000 was fixed at 15 percent. The Central Bank reduced 
the liquidity requirement from to 13 percent in August 2003. The aim was to lessen the negative 
tax effect that it was exerting on banks’ intermediation. In July 2011, liquidity requirement was 
revised upwards to 20 percent in an effort to protect the industry from spillover effects of the fiscal 
crisis. A further increase was effected in July 2016, from 20 percent to 25 percent. The liquidity 
ratio in most cases was above the statutory requirement set by the Central Bank of Eswatini, as 
such foreign banks have increased their investments in South African markets due to lack of 
investment avenues in the domestic markets. According to Dlamini and Skosana (2016) an 
increase in liquidity requirement affects negatively affect commercial banks, which in turn slows 
down lending. The trend between bank credit and liqiuidity requirement is shown in Figure 3 below.

3. Theory and literature review

3.1. Theoretical review
This study appreciates and acknowledges the contribution of the Classical theory, Keynesian 
theory and Monetarist theory regarding monetary policy transmission to the economy (Bernanke 
& Gertler, 1995; Mishkin, 2001).

Theoretically, this study is premised on the bank lending channel of monetary transmission 
which emphasizes on behaviour of commercial banks following changes of Central Bank monetary 
policy instruments. Specifically, the bank lending channel focuses on the potential intensification 
effects that banks may generate as a result of the impact of monetary policy on credit supply 
(Kashyap & Stein, 1995; Walsh, 2003). The bank lending channel theory was introduced by 
Bernanke and Gertler (1995) and provides that there are two components of the credit channel, 
namely the bank lending channel and the balance sheet channel. Bernanke and Blinder’s (1995) 
seminal work on bank lending channel demonstrates that the imperfect substitutability between 
bonds and loans increases monetary policy shocks compared to the interest rate channel. 
Bernanke and Blinder (1988) further argue that that soothing the hypothesis of perfect substitut
ability of loans and other debt instruments provides a distinct macroeconomic role of credit in an 
otherwise IS-LM model. Conversely, Hurlin and Kierzenkowski (2002) assert that the bank lending 
channel cause monetary policy to be restrictive (or expansionary) compared to a standard IS-LM 
model due to the independent effect emanating from the asset side of the banking industry, which 
may lead to decreases (increases) of loan supply to borrowers.

Bernanke and Gertler (1995) contributed to Bernanke and Blinder (1988)’s concept, by arguing 
that the credit channel should be considered a mechanism that reinforces the traditional money 
channel. Their emphasized on the importance of the institutional framework governing the finan
cial system and economic agents’ financial position in assessing the bank lending behaviour. the 
institutional framework governing the financial system includes the extent to which the banking 
system secures liabilities that are not subject to reserve requirements and non-bank intermediaries 
as key determinants of the credit channel.

The strength of the bank lending channel is its ability to differentiate the “lending view” and the 
“credit rationing”. The lending view shed light on the relative degree of changes in the demand for 
and supply of credit following monetary policy tightening (Kashyap & Stein, 1995). According to the 
lending channel theory, a contractionary monetary policy will lead to a decline in the amount of 
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new credit supplied, reflecting the proportional increase of market rates. Contrary, the credit 
rationing supports are of the view that while the volume of new loans would decline in following 
policy tightening, bank loan rates would proportionally rise but relatively lower than the market 
rates.

The bank lending channel largely emphasise that monetary policy has a direct impact on 
deposits which is core for the supply of loanable funds hence influencing the lending behaviour 
of banks. Therefore, contractionary monetary policy depletes deposits at the disposal of commer
cial banks. On the flipside, Disyatat (2010) argues that policy-induced variation in deposits is 
misplaced in the bank lending theory, emphasising that commercial banks can issue credit up to 
a certain multiple of its own capital, set either by regulation or market discipline. Consequently, an 
increase in bank credit supply is largely driven by the demand for and supply of loans by banks.

M (Contractionary monetary policy) ↓ ⇒ (Bank Deposits) ↓ ⇒ (Bank Loans) ↓ ⇒ I (Investment) ↓ ⇒ 
C (Consumption) ↓⇒ Y (output) ↓ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
. . . . . . . . . . . . . . . . . . . . . . . [Schematic 1]

3.2. Empirical literature
Owing to the understanding that the mandate of the Central bank is to control inflation, few 
researchers have conducted research studies on the effect of monetary policy instruments on bank 
credit to the private sector with a view to determine the optimal thresholds. Hence, the available 
information in body of literature is scant in most countries. This compromises the credibility of 
central banks in setting its instruments and existing empirical studies. Further, available empirical 
literature on the central bank lending system provides different conclusions on the impact of the 
discount rate, reserve requirement and liquidity requirement on bank credit to the private sector. 
These may be a result of the variables used, methodology, and scope of their studies.

Amidu (2006) examined the effect of monetary policy instruments on bank lending in Ghana 
using cross-sectional panel data for the period 1998 to 2004. The explanatory variables employed 
were money supply and prime lending rate as proxy for monetary policy instruments. The results 
show that expansionary monetary policy had a positive effect on bank credit to the private sector, 
but prime lending rate negatively affected bank lending behaviour during this period.

Younus and Akhteruzzaman (2012), assessed the effect of the cash reserve requirement and other 
monetary policy instruments on bank credit in Bangladesh. They adopted a descriptive approach-trend 
analysis and summary statistics. The results show that a reduction in cash reserve requirement yields 
a positive effect on bank credit and investment. Younus and Akhteruzzaman (2012) concluded that the 
cash reserve requirement was an important instrument in influencing bank lending to the private sector, 
especially to small and medium businesses. The gap in Younus and Akhteruzzaman (2012) study is that 
a descriptive approach does not provide enough evidence to allow a researcher to conclude with 
confidence. Therefore, there is a need to empirically test and validate the results. Also, there were no 
efforts to dictate the optimal range for the cash reserve requirement to guide the central bank.

Ajayi and Atanda (2012) investigated the effect of monetary policy instruments using time- 
series data for the period 1980 to 2008. The bank total loan was estimated as a function of 
minimum policy rate, liquidity ratio, cash reserve ratio, inflation and exchange rate. The study 
utilised the Engle-Granger two-step cointegration approach. Based on findings, interest rate, 
inflation rate and exchange rate had a positive effect on bank loans. The liquidity ratio and cash 
reserve ratio had a negative effect on bank credit to the private sector. The study concludes that 
the liquidity ratio and cash reserve ratio do not stimulate bank lending in Nigeria.

Olweny and Chiluwe (2012) investigated the impact of monetary policy on private sector 
investment in Kenya. These authors traced the effects of monetary policy through the transmission 
mechanism to establish the changes that emanated from alterations of monetary policy. The 
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study utilised quarterly data for the period 1996 to 2009. A cointegration methodology was used to 
detect both the short- and long-run dynamics in response to an exogenous shock. The results 
show an inverse relationship between government domestic debt and the Treasury bill rate to 
private sector investment. The findings also reveal that money supply and domestic savings have 
a positive relationship with private sector investment, which is in line with the IS-LM model. 
Olweny and Chiluwe (2012) conclude that a 1% tightening of monetary policy has the potential 
to reduce private sector investment by 2.63%.

Sharma and Gounder (2012) investigated the determinants of bank credit extension to the private 
sector in six economies in the South Pacific for the period 1982 to 2009. The explanatory variables 
included the rate of inflation, the ratio of deposits to GDP, average interest rate on the loans, the size of 
the banks’ assets of output, a dummy variable reflecting the existence of a financial market, and GDP. 
The results depict that the higher interest rates on credit and the higher inflation rate tend to have 
a negative effect on the rate of growth in credit. They further conclude that the size of the deposits and 
assets had a positive effect on the growth of credit. The results also provide evidence that strong 
economic growth tends to stimulate credit to the private sector. However, the gap in Sharma and 
Gounder’s study is that they ignored other critical factors such as the cash reserve requirement and 
exchange rate. Olorunmade et al. (2019) assessed the determinant of private sector credit and its 
implication on economic growth in Nigeria. The study finds a positive significant relationship between 
private sector credit and economic growth in Nigeria.

Gambacorta and Rossi (2007) investigate the non-linearities monetary policy shocks on bank 
lending in the euro area for the period 1985–2005 using the Johansen cointegration test and Vector 
Error Correction Model (VECM). The paper uncovers negative effect of monetary policy tightening on 
bank lending. Other studies that adopted a similar approach include Hofmann (2001), and Dlamini 
(2008), Aziakpono (2006), and Dlamini (2008) assert that the Johansen cointegration procedure 
performs better than the other methods even when the errors are not normally distributed, or the 
dynamics of the VECM are unknown, and additional lags are included in the VECM.

A major shift in studies related to monetary policy instruments was observed after the seminal 
work of Tong in the early 1980s, who brought to the fore the need to ascertain thresholds. Khan 
and Senhadji (2001) and Mehrara and Karsalari (2011) used the non-linear approach to assess 
thresholds of interest on private investment in developing economies. This study is motivated by 
Hofmann (2001), Younus and Akhteruzzaman (2012), Vargas and Cardozo (2012), Tule et al. 
(2015), and Olade (2015), who used the quadratic function. The quadratic function is used as an 
extension to the Vector Error Correction model to determine the optimal thresholds for discount 
rate/bank rate, reserve requirement, and liquidity requirement.

Most of the studies have only assessed the determinants of inflation for the Kingdom of 
Eswatini, none has explored the effects of the monetary policy tools on bank credit to the 
private sector. Almost none of the past studies has determined the thresholds of the mone
tary policy instruments to enhance the Central Bank of Eswatini’s policy mix. The researcher 
has strived to bridge this existing gap by going beyond just establishing the relationship but 
also by determining the optimal threshold that the Central Bank of Eswatini can aim at to 
strike balance between containing inflation within reasonable levels while stimulating private 
sector credit.

4. Methodology

4.1. Econometric procedure and hypothesis

4.1.1. Cointegration test
The Johansen (1995) cointegration is used to test for cointegration and Vector Error Correction 
models are applied to estimate the long-run and short run relationship amongst the variables. 
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Gujarati (2003) suggest that cointegration of two or more time-series reflects the presence of 
a long-run or equilibrium relationship. In principle, if the trace statistic (λ trace) and maximum 
eigenvalues (λ max) are less than their critical values at the 5% level, it suggests the presence of 
cointegrating vectors, and the opposite holds (Chakraborty and Basu, 2002). If the null hypothesis 
of no cointegration is rejected, it shows that the linear combination of the variables is cointe
grated, hence a non-spurious long-run relationship exists between the variables. A summarized 
version of the trace and the maximum eigenvalues of the Johansen cointegration technique is 
presented as follows: 

λtraceðrÞ ¼ � T ∑
N

i¼rþ1
Inð1 � λi

^

Þ (4:1) 

and 

λmaxðr; r þ 1Þ ¼ � TInð1 � λ
^

rþ1
Þ (4:2) 

where r represents the number of cointegrating vectors under the null hypothesis, T shows the 
number of observations used in the selected period and λ

^

i 
denotes the estimated value for the ith 

ordered eigenvalue from the Π matrix. The λ max is based on the greatest eigenvalue and it 
computes a separate test on the eigenvalue.

Prior to determining the thresholds diagnostic test, the impulse response and variance decom
position and diagnostic test are conducted. These include testing for autocorrelation, heterosce
dasticity and Bera-Jarque normality test. The causality test is also applied to establish the 
existence and direction of causality similar to Chaudhry et al. (2015). The Granger causality 
approach provides that variable Y is Granger caused by X, if Y can be estimated better from past 
values of Y and X than from past values of Y alone, and vice versa. The results can be unidirectional 
causality from X to Y, unidirectional causality from Y to X, feedback or bi-directional causality, and 
no causality.

4.1.2. Determination of threshold
In line with Younus and Akhteruzzaman (2012) for Bangladesh, Tule et al. (2015) and Olade (2015) 
for Nigeria, the Quadratic approach is applied in this study to determine the optimal thresholds for 
the Central Bank of Eswatini to aim at when setting these monetary policy instruments.

4.2. The quadratic model specification

yt ¼ α0 þ α1ft;þα2f 2
t þ β0Zt þ εt (4:3) 

Where: ft and f 2 denotes the linear and non-linear terms of the threshold series. Equation 4.3 
represents the relationship between yt and ft is non-linear of an upturned U-shape. Our positive 
coefficient of ft is expected and a negative figure is expected for the squared variable. Therefore, 
differencing equation 4.4 when it is equated to zero it produces: 

@yt

@ft
¼ α1 þ 2α2ft ¼ 0 (4:4) 

The optimal threshold level is obtained by solving equation 4.4 for f* as shown below: 

f ¼
α1

2α2
(4:5) 
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Empirical studies differ on the selection of economic fundamentals that influence bank credit in 
the short and long-run. For the purpose of achieving the objectives of this study, the variables were 
selected based on economic theory, the empirical literature and data availability. Further, the 
economic and banking industry history of Kingdom of Eswatini influenced the selection of 
variables.

From the foregoing, the following hypotheses which are in line with the two objectives of this 
study were tested: 

H1: There is no effect of monetary policy instruments on bank credit to the private sector in the 
Kingdom of Eswatini.

H2: There are no optimal monetary policy instruments to stimulate bank lending directed to the 
private sector in the Kingdom of Eswatini.

4.3. Data description and variable signs

4.3.1. Bank credit to the private sector (±)
This is the logarithm of bank credit to the private sector (a proxy for bank lending in the Kingdom 
of Eswatini). Theory1 suggests that this variable is largely influenced by monetary policy instru
ments such as the discount rate, reserve requirement, liquidity requirement and treasury bills. This 
variable can either be positive or negative.

4.3.2. Discount rate/bank rate (-)
This is the central bank rate used by central bank to maintain price stability which also influences 
bank lending either positive or negative depending on the monetary policy stance pursued. If the 
central bank pursues an expansionary monetary policy, the discount rate is reduced and the 
reverse is true. Ajayi and Atanda (2012) suggest that the discount rate does not affect bank 
lending, while Karim et al. (2011) advocate that the bank rate is an important instrument to 
influence credit to the private sector. A negative relationship between the central bank rate and 
bank credit to the private sector is expected.

4.3.3. Reserve requirement (-)
Central banks utilize the reserve requirement mainly to control money supply in the economy. 
Changes of reserve requirement first affects banks´ interest rates by influencing the banking 
optimal behaviour in maximising profits. Malede (2014) show that there is a significant relationship 
between commercial bank lending and cash reserve requirement. Usually, an increase in the 
reserve requirement is followed by a decline in credit since it withdraws money from circulation. 
A negative sign is expected for this variable. Olokoyo (2011) and Mwafag (2015), who investigated 
factors affecting bank credit in Jordan and found that the cash reserve requirement was not 
statistically significant.

4.3.4. Liquidity requirement (-)
The central banks require banks to hold a sufficient level of liquid assets against short-term 
expected net liquid outflows, to ensure resilience of the banking industry. The higher the liquidity 
ratio, the lower loans offered by the commercial banks. This variable is expected to have a negative 
effect of this variable on the proportion of credit facilities (Alfon et al., 2004; Karim et al., 2011).

4.3.5. Treasury bills (±)
Treasury bills are issued by governments using their central banks to deal with temporarily 
insufficient budget. The 91-day treasury bill is utilized as a benchmark rate for government 
securities determined using auction as a measure of interest rates. Through treasury bills, central 
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banks are able to raise short-term fund for governments and absorb surplus liquidity from financial 
markets concurrently. Eita (2012) provides evidence that the 91-day Treasury bills have 
a significant effect on bank lending to the private sector.

4.3.6. Inflation (-)
Inflation defines the rise in the prices of most goods and services used such as food, clothing, 
housing, recreation, transport, consumer staples, etc. It measures the average price change in 
a basket of commodities and services over time. Inflation is suggestive of the decrease in the 
purchasing power of a unit of a country’s currency. Studies such as Imran and Nishatm (2013), and 
Sharma and Gounder (2012) show that the inflation rate had a negative impact on the rate of 
growth in credit. It is expected that this variable should exert a negative effect on the proportion of 
the credit facilities granted by banks.

4.3.7. Real GDP (+)
Real GDP depicts a country’s gross domestic product which has been adjusted for inflation. Studies 
such as Hofmann (2001) and Calza et al. (2001a) modelled the determinants of loans to the private 
sector and found that there is a positive relationship between bank credit to the private sector and 
real GDP. A positive relationship between bank lending and real GDP is expected in this study.

4.3.8. Lilangeni/dollar exchange rate (±)
The exchange rate is the rate at which the local/domestic currency can be changed into a foreign 
currency. Empirical findings by Manyok (2016) provide that there is a negative association between 
exchange rates fluctuations and bank performance, including bank credit. Katusiime (2018) who 
argues that there is a positive relationship between the exchange rate and credit to the private 
sector.

Explicitly, the equation is presented as: 

LBCRP ¼ DRþ CRRþ LQRþ TBRþ LINFLþ LRGDPþ LEDOLLAR (4:6) 

where: L denotes the logarithm, LBCRP is bank credit to the private sector, DR is Central Bank rate/ 
discount rate, CRR is the cash reserve requirement, LQR is the liquidity ratio/requirement, TRB 
Treasury bills rate, LINFL is inflation, LRGDP is real gross domestic product and LEDOLLAR is 
Lilangeni/Dollar exchange rate.

4.4. Data and sources
Monthly data from 2000 to 2017 is utilized with a total of 216 observations and 215 after 
adjustment. Except for DR, CRR, LQR and TBR, all the variables utilized for the model were 
transformed into natural logarithms. The data were obtained from the Central Bank of Eswatini 
statistics, quarterly reports, annual reports and Eswatini Central Statistics Office. Table 1 presents 
a summary of the variable definitions and source.

5. Empirical results and discussions

5.1. Descriptive statistics
Preceding to model estimation and in line with the methodology for dealing with time series data, 
we start by providing the descriptive statistics, which entail the mean, standard deviation, mini
mum and maximum values. The results are provided in Table 2. As can be observed from Table 2, 
the total bank lending to the private sector for all the banks in the Kingdom of Eswatini for the 
sample period ranged between a minimum of 13.99 percent to a maximum of 16.47 percent and 
had an average of 15.40 percent. The average discount rate of the Central Bank of Eswatini during 
the period 2000 to 2017 was recorded with a mean of 7.95 percent with a minimum discount rate 
of 5 percent and a maximum discount rate of 13.50 percent. The reserve requirement fluctuated 
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from a minimum of 2 percent to a maximum of 6 percent with an average of 4 percent. The 
liquidity ratio recorded a minimum value of 13 percent and a maximum value of 25 percent, with 
a mean of 16.34 percent. The Treasury bill rate had a minimum of 5.62 percent and a maximum 
13.04 percent, with a mean of 7.63 percent. Changes in inflation were ranging from a minimum 
value of 0.955 percent to a maximum value of 2.69 percent, with a mean of 1.88 percent. 
Oscillations of real gross domestic product ranged from a minimum of 10.11 percent to 
a maximum of 10.69 percent and had a mean of 10.41 percent. The exchange rate recorded an 
average of 8.96 percent and with a minimum value of 5.73 percent rising to a maximum of 
10.11 percent. The standard deviations for all the variables show that the data were broadly 
spread around their corresponding means. The p-values of the Jarque-Bera are above 5% for all 
variables. Therefore, normality does not seem to be a problem in this case.

5.2. Unit root results
We test selected series for unit roots tests to avoid spurious results, not to use series that are 
stationary at second difference I(2) to better understand the behavior, nature and order of 
integration of all the variables. The Augmented Dickey–Fuller (ADF) and Phillips-Perron (PP) tests 
were used to test for stationarity of the series Bondzie, Fosu & Asare (2014). The ADF and PP test 
the null hypothesis that the variables have a unit root. If the null hypothesis of the first two tests 
(ADF and PP) is rejected, that would suggest that the selected variables do not have a unit root. 
The automatic lag selection (max 1 lag) was used for all variables as provided by the Schwarz 
Information Criterion (SIC). The results are presented in Table 3.

5.3. Johansen cointegration results
The results show that the trace test statistic to the null hypothesis of no cointegration (H0: r = 0) is 
47.964 which is above the critical value of 41.7082 at the 5% significance level; thus, it rejects the 
null hypothesis of no cointegration (r = 0) in favour of the general alternative r ≥ 1. The null 
hypothesis of r ≤ 1 that the system has at most one, two and three (r ≤ 1) cointegrating vector 
cannot be rejected at the 5% significance level since the reported trace statistics are less than the 
critical values at the 5% significance level. Based on trace test concludes that there is one 
cointegrating vector in the model. Similarly, the max eigenvalue test results show that, for none 
the critical value is 48.8620 which is above the critical value of 41.7883 at the 5% significance 
level, therefore the null hypothesis of no cointegration is rejected for none. Beyond none, the null 
hypothesis cannot be rejected at the 5% significance level since the reported trace statistics are 
less than the critical values at the 5% significance level. Thus, the max eigenvalue test also 
confirms that there is one cointegrating vector in the model. Based on the results, we conclude 

Table 1. Definition of variables and sources of data
Variable Code Definition Sources
LBCRP bank credit to the private 

sector
Central Bank of Eswatini

DR Central Bank rate/ 
discount rate

Central Bank of Eswatini

CRR cash reserve requirement Central Bank of Eswatini

LQR liquidity ratio/ 
requirement

Central Bank of Eswatini

TRB Treasury bills rate Central Bank of Eswatini

LINFL inflation Central Bank of Eswatini

LRGDP real gross domestic 
product

Eswatini Statistics Office

LEDOLLAR Lilangeni/Dollar exchange 
rate

Central Bank of Eswatini

Source: Compiled by Authors. 
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that there is a long-run relationship among macroeconomic variables and bank credit to the 
private sector in the Kingdom of Eswatini. By normalizing based on the coefficient of LBCRP, we 
arrive at the following cointegrating vector: β= [1.00, 0.6909, 0.4122, 0.7341, −0.3328, −0.0023, 
−0.8443, +0.021]. Thus, the cointegrating relationship is presented as follows:

The reported results provide evidence that the discount rate (DR), reserve requirement (CRR) and 
liquidity requirement (LQR) bear a significant negative relationship with bank credit to the private 
sector in the Kingdom of Eswatini. The results also show that there is a significant positive 
influence of an increase in real GDP (LRGDP) on bank credit to the private sector. Further, the 
reported results show that treasury bills (TBR) and inflation (LINFL) had positive signs but not 
significant. The exchange rate (LEDOLLAR) is also not significant. Worth noting is that DR is 
significant at 1%, CRR at (10%), LQR at 5% and LRGDP at 1%. This implies that the four variables 
contribute significantly to the cointegrating relationship.

The discount rate entered the long-run with a correct negative sign as expected. This implies 
that upward adjustment of the discount rate to control inflation has negative effects on lending to 
the private sector in the Kingdom of Eswatini. This finding is consistent with the bank lending 
theory of Olokoyo (2011) and Yakubu et al. (2018). The reserve requirement is significant and 
negative. This implies that an increase in the reserve requirement reduces the loanable funds for 
commercial banks to extend loans. This result is consistent with the findings of Meltzer (2003), and 
Ajayi and Atanda (2012) who also provide evidence that an increased rise in the reserve require
ment would negatively impact on bank lending and the ability to create loans. However, our 
findings in terms of the reserve requirement are contrary to those of Olusanya et al. (2012) who 
found a positive relationship between bank credit and the reserve requirement. Further, the 
negative significant effect of liquidity requirement in this study suggests that the high liquidity 
requirement erodes the appetite lend more since banks are sceptical that borrowers may default 
leading to an increase in non-performing. Our finding in this study is consistent with those of 
Mwafag (2015) and provide evidence that a high liquidity ratio negatively affects bank lending, by 
reducing the proportion of the credit facilities granted by the commercial banks. The real GDP, 
which is utilised as a proxy for the effect of economic conditions on bank credit to the private 
sector, is positive and statistically significant at 1%. Therefore, a billion increase in real GDP led to 
an increase in bank credit to private sector in the period 2000 to 2017. This is consistent with 
Olorunmade et al. (2019) demonstrating a significant positive relationship between private sector 
credit and economic growth. The results are consistent with studies by Malede (2014), who found 
a positive relationship between bank credit and real GDP. The error term indicates that deviations 
from the long-run equilibrium are corrected for with a speed of 34.2% in the current month. This 
also confirms that bank credit values are determined inside the model.

Since the reported results show that all three monetary policy instruments (discount rate, 
reserve requirement and liquidity requirement) have a negative effect on bank lending to the 
private sector, we proceed to determine their optimal thresholds. The purpose is not to guide 
monetary authorities on the range to aim at when setting credit regulation instruments in order to 
stimulate economic growth and encourage investment in the Kingdom of Eswatini. Before deter
mining the thresholds for the three variable of concerns, a residual test was conducted.

5.4. Diagnostic Checks analysis
In line with Hasan and Nasir (2008), residual tests were conducted to ascertain the risk of serial 
correlation, heteroskedasticity and non-normality distribution. The most important aspect in these 
cases is that residual diagnostics should be free from heteroskedasticity and serial correlation. The 
results rfor the trace test are provided in Table 4. Table 5 provides a summary of the normalized 
long run VECM estimates and the Error Correction Terms.

It is obvious from Table 6 that the resultant p-value for the serial correlation test is 8%, which is 
greater than 5% significance level. This indicates that the model is free from serial correlation. 
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Likewise, the corresponding Chi-square p-value for the Breusch-Godfrey heteroskedasticity test is 
51%, (above 5%) which indicates that there is no risk of heteroscedasticity. The Jarque-Bera test 
for autocorrelation shows that the p-value is 62% while the Kurtosis is 2.28. Both values indicate 
that the data is normally distributed. Further, our residual stability tests below confirm residuals 
stability overtime in Figure 4, since the residual lines largely fall within the CUSUM bounds at the 
5% significance level.

5.5. Threshold Determination
The determination of optimal monetary mix for the three variables of concern is based on the 
hypothesis that the current levels of the monetary policy instruments are not optimal to influence 
bank lending to the private sector which is key for investment and economic growth, against an 
alternative hypothesis that they are optimal to positively influence bank lending to the private 
sector in the Kingdom of Eswatini. Holding all other factors constant, a shock was applied on each 
variables of concern, respectively, to obtain the optimal thresholds, based on:

yt ¼ α0 þ α1dt;þα2d 2
t þ β0Zt þ εt to attain @yt

@dt 
¼ α1 þ 2α2dt ¼ 0.

Table 7 show the optimal threshold results of the variables of concern:

The null hypothesis cannot be rejected that the monetary policy instruments are not optimal. 
The optimal thresholds/Central Bank Eswatini lending system policy mix for bank credit to private 
sector are: 5.42% for the discount rate, 4.03% for the reserve requirement and 12.48% for the 
liquidity requirement. Any increase above these thresholds would negatively affect bank lending to 
the private sector in the Kingdom of Eswatini.

Table 3. Unit root test
Variable ADF Decision PP Decision

Level 1st Diff Status Level 1st Diff Status
LBCRP −1.1845 

[−4.0015] 
(0.9105)

−20.4722*** 
[−4.0015] 
(0.0000)

I(1) −1.2700 
[−4.0013] 
(0.8923)

−21.1706*** 
[−4.0015] 
(0.0000)

I(1)

DR −1.3254 
(−4.0015) 
(0.8788)

−6.6419*** 
(−4.0017) 
(0.0000)

I(1) −2.1089 
[−4.0013] 
(0.5375)

−13.9646*** 
[−4.0015] 
(0.0000)

I(1)

CRR −1.9408 
[−4.0013] 
(0.6296)

−14.6073*** 
[−4.0015] 
(0.0000)

I(1) −1.9434 
[−4.0013] 
(0.6282)

−14.6072*** 
[−4.0015] 
(0.0000)

I(1)

LQR −1.6886 
[−4.0031] 
(0.7532)

−14.7589*** 
[−4.0015] 
(0.0000)

I(1) −1.6863 
[−4.0013] 
(0.7542)

−14.7619*** 
[−4.0015] 
(0.0000)

I(1)

TBR −2.6352 
[−4.0013] 
(0.2652)

−15.1610*** 
[−4.0015] 
(0.0000)

I(1) −2.7210 
[−4.0013] 
(0.22920]

−15.1598*** 
[−4.0015] 
(0.0000)

I(1)

LINFL −2.1865 
[−4.0013] 
(0.4942)

−13.6930*** 
[−4.0015] 
(0.0000)

I(1) −2.5072 
[−4.0013] 
[0.3244]

−13.7431*** 
[−4.0015] 
(0.0000)

I(1)

LRGDP −0.4036 
[−4.0015] 
(0.9869)

−13.6009*** 
[−4.0015] 
(0.0000)

I(1) −0.6962 
[−4.0013] 
(0.97150

−11.7604*** 
[−4.0015] 
(0.0000)

I(1)

LEDOLLAR −1.9481 
[−4.0013] 
(0.6257)

−11.8981*** 
[−4.0015] 
(0.0000)

I(1) −2.0029 
[−4.0013] 
(0.5961)

−13.5542*** 
[−4.0015] 
(0.0000)

I(1)

Source: Authors’ computation. 
Note: ***, ** and * indicate significance at the 1 %, 5% and 10% significance levels, respectively. The values in 
parentheses are t-statistics. 
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6. Conclusions, policy implications, and recommendations
The findings of this study indicate that only the discount rate among the variables of concern is 
significant. The Johansen cointegration approach, Vector Error Correction Model and the Quadratic 
model were used to analyse monthly data from 2000 to 2017. The results provide evidence that 
the discount rate, reserve requirement and liquidity requirement bear a significant negative 
relationship with bank credit to the private sector in the Kingdom of Eswatini. The results also 
show that there is a significant positive influence of an increase in real GDP (LRGDP) on bank credit 
to the private sector. This finding is consistent with Meltzer (2003), Olokoyo (2011), Yakubu et al. 
(2018), Ajayi and Atanda (2012), Malede (2014), Malede (2014), and Mwafag (2015) and Dlamini 
and Skosana (2016). However, our findings in terms of the reserve requirement are contrary to 
those of Olusanya et al. (2012) who found a positive relationship between bank credit and the 
reserve requirement. The error term indicates that deviations from the long-run equilibrium are 
corrected for with a speed of 34.2% in the current month. This also confirms that bank credit 
values are determined inside the model.

Table 6. Residual tests result
Test Obs*R-square Prob. Chi-square

Serial correlation Breusch-Godfrey LM 3.194374 0.0862

Heteroskedasticity Breusch-Pagan-Godfrey 9.766265 0.5144

Normality Jarque Bara 0.6285

Source: Authors’ computation. 
Note: If p > 0.05, we accept H0. df—degrees of freedom. 
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Figure 4. Cumulative sum of 
recursive residuals (CUSUM).

Source: Authors’ computation.

Table 7. Threshold Results Dependent variable: LBCRP

Variable
Average between 2000 and 

2017 Optimal threshold
Discount rate Threshold 7.95% 5.42 %

Reserve Requirement Threshold 5.18% 4.03 %

Liquidity requirement Threshold 16,34% 12.48 %

Source: Authors’ computation. 

Dlamini & Mashau, Cogent Economics & Finance (2023), 11: 2160582                                                                                                                               
https://doi.org/10.1080/23322039.2022.2160582

Page 16 of 20



Using the Quadratic model, this study also uncovered that the current thresholds of the variables of 
concern are not optimal. The optimal thresholds for the Central Bank lending system (policy mix) are: 
5.42% for the discount rate, 4.03% for the reserve requirement, 12.48% for the liquidity requirement. 
Any point above these thresholds will have a negative effect on bank lending to the private sector. 
Overall, these findings confirm with the bank lending of monetary policy transmission. According to 
Mishkin (1996) to be successful in influencing the economy through monetary policy, the Central Bank 
should understand the mechanism and extent through which monetary policy affects the economy.

The first policy implication of the Johansen cointegration and VECM reported result is that, since the 
discount rate, reserve requirement and liquidity requirement coefficients are statistically significant 
and negative, the Central Bank of Eswatini should strike a balance between inflation controls and 
strategies to stimulate bank credit to the private sector which is essential to encourage investment 
and to foster economic growth. Specifically, the Central Bank of Eswatini should take into account the 
existence of trade-off in policy results when controlling inflation. Second, since the current levels of 
three variables of concern (discount rate, reserve requirement and liquidity requirement) are not 
optimal to positively influence bank credit to the private sector, there is a need to consider the optimal 
thresholds for the three instruments. This study recommends that an optimal monetary policy stance 
for the discount rate, cash reserve requirement, and liquidity requirement should be premised on 
forward-looking guidance anchored on economic growth and inflation expectations. Therefore, in 
setting the discount rate, cash reserve requirement, and liquidity requirement the Central Bank of 
Eswatini should take into account the existence of trade-off in policy results. This study recommends 
that the Central Bank of Eswatini should consider a policy mix of 5.42% for the discount rate, 4.03% for 
the reserve requirement, 12.48% for the liquidity requirement to stimulate bank credit to the private 
sector. These thresholds will allow Central Bank of Eswatini to maintain inflation within reasonable 
levels, encourage investment and stimulate economic growth.
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