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Investigating Fisher effect in SACU countries: 
A wavelet coherence approach
Thando Mkhombo1 and Andrew Phiri1*

Abstract:  The purpose of this study is to examine the time-frequency relationship in 
the Fisher’s effect for South African Customs Union (SACU) countries using contin-
uous wavelet transforms. We use the Wavelet power spectrum to decompose the 
nominal interest rate and inflation rate across a time frequency space and then 
employ wavelet coherence tools to investigate the synchronization of the pair of 
time-series in a time-frequency space. The wavelet tools prove to be a powerful tool 
in harmonizing seemingly conflicting empirical evidences found in previous litera-
ture. Our findings indicate similar co-movement between interest rates and inflation 
for SACU countries in the post-2000 period, with stronger Fisher effects existing 
around the global financial crisis, and evidence of reverse lead-lag dynamics at 
higher frequencies during crisis period. However, subsequent to the crisis period 
lower frequency oscillation become increasingly dominant as higher frequency 
components lose their significance up until the COVID-19 pandemic when the high- 
frequency components re-appear. All-in-all, our findings have important academic 
and policy implications.

Subjects: Applied Mathematics; Economics; Finance 

Keywords: Continuous wavelet transforms; Wavelet coherence; Fisher effect; nominal 
interest rates; inflation; SACU

JEL classification: C65; E31; E43.

1. Introduction
The Fisher effect is an important monetary relationship that hypothesizes on a “one-for-one” co- 
movement between nominal interest rates and inflation expectations and is one of the most 
studied topics in economic literature. This relationship was first mathematically prescribed by 
American economist Irving Fisher in 1930 who insinuated that a permanent change in the rate 
of expected inflation will cause an equal change in the nominal interest rate in the long run and 
therefore the real interest rate would remain unchanged in response to a monetary shock. Up-to- 
date, the Fisher effect has remained the cornerstone of dynamic macroeconomic policy models 
that generate monetary neutrality and this relationship has practical relevance for Central Banks 
who use short-term instruments to keep inflation at a pre-determined target as well as for savers 
and investors who consider the financial sector as a hedge against inflation.

Our study examines the Fisher effect of the South African Customs Union (SACU) countries 
(South Africa, Botswana, Lesotho, Eswatini, Namibia) which constitutes of one of the oldest 
customs unions in the world. The SACU countries operate under a Multilateral Monetary Area 
(MMA) in which the South African Rand serves as common currency for the Customs Union. 
Therefore, the MMA is administered by the South African Reserve Bank (SARB) and South African 
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monetary policy is considered the de facto policy of SACU region and the other SACU member 
states sacrifice a certain degree of their own independence (Aziakpono, 2008; Nchake et al., 2018). 
Since 2002, the SARB has adopted a 3–6% inflation target regime in which the Central Bank uses 
its short-term policy rates to curb inflation expectations, whereas the focus of monetary policy in 
the remaining SACU member states is to ensure interest rate alignment with the SARB.

An important policy question which our study addresses, is whether the Fisher effect mutually 
holds for individual SACU countries such that Central Banks, particularly amongst the smaller 
member states which do not directly target inflation, are able to respond to changes in (expected) 
inflation via interest rate manipulations. If the Fisher’s hypothesis holds, then monetary authorities 
can use their policy rates to supress demand and inflation pressures when the real economy is 
“overheating” and then subsequent relax interest rates when the economy “cools-off” and infla-
tion is low and stable. The benefits of Central Bank’s keeping inflation (expectations) low and 
stable are well documented in the literature and most SACU-based studies indicates that keeping 
inflation within single-digit figures is most beneficial for economic growth and financial stability in 
the individual SACU countries (see Ndoricimpa (2017) for 47 African countries inclusive of SACU 
countries, Phiri (2018) for South Africa, Mothubi and Phiri (2018) for Botswana, Phiri (2020) for 
Eswatini).

Whilst there exists a considerable amount of empirical works which have studied the Fisher 
effect for the individual SACU countries (see, Table 1 below) we are persuaded that more empirical 
research needs to be conducted on the topic for SACU countries. We present three reasons for our 
convictions. Firstly, a majority of the studies have focused on South Africa (Bahmani-Oskooee 
et al., 2016; Bayat et al., 2018; Mitchell-Innes et al., 2007; Nemushungwa, 2016; Phiri & Lusanga,  
2011; Phiri, 2021; Phiri and Mbekeni, 2021; Wesso, 2000; Yaya, 2015) with very little empirical 
literature existing for Botswana and Lesotho (Bosupeng, 2015), Eswatini (Khumalo et al., 2017) and 
Namibia (Peyavali & Sheefeni, 2013). Secondly, the previous SACU based studies present contra-
dicting findings. On one hand, the studies of Wesso (2000), Mitchell-Innes (2007), Yaya (2015) and 
Bahmani-Oskooee et al. (2016) find no or little evidence of Fisher effects, whilst on the other hand, 
Peyavali and Sheefeni (2013), Phiri and Lusanga (2011), Nemushungwa (2016), Khumalo et al. 
(2017), Phiri (2021) and Phiri and Mbekeni (2020) find significant Fisher hypothesis. Lastly, with the 
exception of the works of Phiri and Lusanga (2011), Bahmani-Oskooee et al. (2016), Phiri and 
Mbekeni (2020) and Phiri (2021) for the case of South Africa, the remaining studies have used 
linear econometric models to investigate Fisher effect. This is important to point out since the data 
coverage in most previous studies covers a range of structural breaks caused by financial crisis and 
advances in monetary policy conduct such as increased liberalization of interest rates.

Our study makes use of continuous wavelet transforms (CWTs) to provide a time-frequency 
analysis of Fisher effect in SACU countries. Wavelets are mathematical tools which decompose 
a time series into time frequency space and extracts the dominant modes of variability and depicts 
how those modes vary in time. By decomposing a pair of time series in their time-frequency 
domain, wavelet coherence tools can be used to detect dynamic co-movements between a pair 
of series across five dimensions namely, time, frequency, magnitude, phase and lead-lag synchro-
nizations. These mathematical tools have been traditionally reserved for scientists such geologists, 
neurosurgeons and engineers and have recently began to gain prominence with monetary econ-
omists. Recent applications of the wavelet coherence analysis is observed for Okun’s law (Aguiar- 
Conraria et al., 2020; Krüger & Neugart, 2020), Taylor rule (Crowley & Hudgins, 2021), stock returns- 
inflation (Tiwari et al., 2019). Our study extends upon this literature and becomes the first, to the 
best of our knowledge, to apply wavelet coherence tools to investigate the Fisher effect across 
a time and frequency domain.

All-in-all, our empirical analysis makes a number of significant contributions to the literature. 
From an empirical perspective, the wavelet coherence analysis proves to be powerful tool in 
reconciling previous contradicting empirical evidences on the existence of the Fisher effect in 
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SACU countries. Moreover, our study presents novel empirical evidence which reveals that the 
Fisher effects in all SACU nations follow similar dynamics over a time-frequency domain. We 
observe, for all SACU countries, high frequency co-movements are most present during the global 
financial crisis, global recession period of 2009–2010, the oil gut period of 2014–2017 and the most 
recent COVID-19 period and low frequency co-movements are most dominant during periods of 
low inflation. Altogether our findings help provide policy advice on policy conduct in the face of 
recent increasing inflation experienced during the ongoing pandemic.

The remainder of the paper is structured as follows. The next section provides a review of the 
associated literature. The third section of the paper outlines the methodology. The fourth section 
presents the data and empirical analysis. The fifth section concludes the study.

2. Literature review
In his theory of interest rates, Fisher (1930) expresses the ex-post real interest rate (rt) as the 
following identity: 

Table 1. Literature summary for SACU countries
Author name Country Time-period Methods Findings
Wesso (2000) South Africa 1985–1999 VECM Little evidence of 

traditional Fisher 
effect

Mitchell-Innes et al. 
(2007)

South Africa 2000–2005 VECM Weak cointegrating 
long-run 
relationship

Phiri and Lusanga 
(2011)

South Africa 1980–2011 TAR and TVEC Significant long-run 
Fisher effects

Peyavali and 
Sheefeni (2013)

Namibia 1992:01–2011:12 VECM No Fisher, absence 
of cointegration 
effects

Khumalo et al. 
(2017)

Eswatini 2010–2014 OLS Significant Fisher 
effect

Bosupeng (2015) Botswana, Lesotho, 
SA and Namibia

2005–2013 VECM Fisher effect exists 
for Lesotho and 
Botswana

Yaya (2015) Benin, Cameroon, 
Cote d’Ivoire, 
Gabon, Gambia, 
Ghana, Kenya, 
Nigeria, Senegal, 
and South Africa.

1970–2013 ARDL Over-ruling 
evidence indicate 
no Fisher Effect 
found.

Bahmani-Oskooee 
et al. (2016)

BRICS 1996:m01–2015: 
m09

Threshold ARDL Fisher effect found, 
except for South 
Africa.

Nemushungwa 
(2016)

South Africa 2001:q1–2014:q4 ARDL Partial Fisher effect.

Bayat et al. (2018) Indonesia, India, 
Brazil, Turkey and 
South Africa

2000:m01–2016: 
m06

Conventional Panel 
cointegration and 
causality tests.

Fisher Effect found 
only in Brazil and 
Indonesia.

Phiri and Mbekeni 
(2020)

South Africa 2002:q1–2020:q2 Nonlinear ARDL Stronger Fisher 
effect during rising 
periods in pre-crisis 
whilst stronger 
Fisher effect during 
falling period in 
post-crisis

Phiri (2021) South Africa 2002:q3–2019:q4 Frequency domain 
causality tests

NeoFisher effect 
found

Source: Author’s Own Tabulation. 
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1þ rt ¼
1þ it
1þπt

(1) 

where it is the nominal interest rates and πt is the inflation rate. In solving for rt: 

rt ¼
it� πt

1þπt
(2) 

And assuming that the denominator converges to 1, the ex-ante nominal interest rates is deter-
mined by inflation expectations, πe

t , plus the real interest rate i.e. 

it ¼ rt þ πe
t (3) 

Such that in the absence of money illusion, a change in the expected inflation is fully transmitted 
to the nominal interest rate. The validity of this proposition can be tested in a straightforward 
manner by estimating the following empirical regressions: 

it ¼ αþ βπe
tþεt (4) 

From regression (4) a full Fisher effect is validated if the long-run regression coefficient is equal to 
unity (i.e. β = 1) which implies that nominal interest rates responds “one-for-one” with changes in 
inflation expectations. In theory, the Fisher effect is attributed to two effects. Firstly, there are 
liquidity effects in which an expected increase in inflation causes economic agents to hold less 
cash balances which increases the demand for financial assets and consequentially interest rates. 
Secondly, there are “Fisher effects” which determine the necessary inflation premium on returns to 
assets which then enhances savers and investors hedging capabilities against inflation. Note that 
traditional theory asserts causality running from inflation expectations to nominal interest rates 
which is important from the practical policy perspective. If a “one-for-one” Fisher effect holds then 
monetary authorities are responding “one-for-one” with inflation expectations which produces 
a “monetary supernaturality” effect that shields savers and investors from the erosive effects of 
inflation on financial asset returns.

From an empirical standpoint, the most common way of testing for Fisher effects is to run 
a bivariate regression in which nominal interest rates are treated as the dependent (endogenous) 
variable and inflation expectations are treated as the independent (exogenous) variable. Some 
other studies try to validate Fisher effects by testing the stationarity of the real interest rate which 
is an unobserved variable constructed as the difference between nominal interest rates and 
inflation (Haug, 2014; King et al., 1991; Koustas & Lamarche, 2007; Rose, 1988). One disadvantage 
with the unit root testing approach is that it infers some cointegration between the series but does 
measure the magnitude of the co-movement between the series which Fisher hypothesis spec-
ulates to be a “one-for-one” co-movement between nominal interest rates and inflation expecta-
tions. Therefore, in reviewing the associated empirical literature, we restrict our discussion to 
studies which have undertaken the regression approach and we find it most convenient to 
categorize these studies according to the employed methodologies.

The first group of empirical literature are those which relied on ordinary least square (OLS) 
estimators to investigate Fisher’s hypothesis. These studies regress the nominal interest rate on 
inflation (expectations) and evaluate whether the estimated long-run regression coefficient is 
equal to one (Fisher effect) or not. Most earlier studies failed to establish the unit coefficient for 
the various industrialized economies investigated (Barksy & de Long, 1991; Barsky, 1987; Choudhry 
et al., 1991; Fama, 1975; Mishkin, 1992; Paul, 1984) Some studies establish a negative coefficient 
(Amsler, 1986; Carmicheal & Stebbing, 1983; Gallagher, 1986) or a greater-than-unity coefficient 
(Darby, 1975; Feldstein, 1976). More recent studies which have managed to verify a close-to-unit 
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coefficient implying that Fisher effect has become more prominent as Central Banks have increas-
ingly incorporated price stability as a core policy mandate (Berument & Froyen, 2021; Gylfason 
et al., 2016; Sánchez-Fung, 2019; Wong & Wu, 2003). Notably, there are no previous studies which 
have estimated OLS regressions for the Fisher effect in SACU countries.

The second cluster of studies under review are these which employed cointegration analysis to 
examine Fisher hypothesis. Some studies relied solely on cointegration tests to verify the notion 
that nominal interest rates and inflation contain common stochastic trends or cointegration 
relations which the authors treat as evidence of Fisher effect (Choudhury, 1997; Fahmy & Kandil,  
2003; Granville & Mallick, 2004; Koustas & Serletis, 1999; Nusair, 2008; Ozcan & Ari, 2017; Payne & 
Ewing, 1997; Pelaez, 1995; Toyoshima & Hamori, 2011; Wallace & Warner, 1993). Other studies go 
further and estimate corresponding long-run and short-run cointegration effects between the 
variables and evaluate the Fisher effect by examining whether the long-run cointegration coeffi-
cient estimate is equal to unity (Adil et al., 2020; Atkins, 1989; Berument & Jelassi, 2002; Crowder & 
Hoffman, 1996; Garcia & Zapata, 1991; Maozzami, 1990; Hasan, 1999; Mishkin, 1992; Mishkin and 
Simon, 1994; Mishkin & Simon, 1995; Ongan and Gocer, 2020; Paleologos & Georgantelis, 1999). 
Notably, a majority of previous SACU studies have employed a host of cointegration methods such 
as the VECM analysis (Bayat et al., 2018; Bosupeng, 2015; Mitchell-Innes et al., 2007; Peyavali & 
Sheefeni, 2013; Wesso, 2000) or the autoregressive distributive lag (ARDL) framework (Yaya, 2015; 
Nemushungwa, 2016). However, these studies present conflicting empirical evidences with no 
Fisher effects found for Wesso (2000), Peyavali and Sheefeni (2013), and Bayat et al. (2018), partial 
effects found in Mitchell-Innes et al. (2007), Nemushungwa (2016) and full Fisher effect found in 
Khumalo et al. (2017) and Bosupeng (2015).

The last cluster of empirical literature are those which relied on nonlinear econometric frame-
works to investigate Fisher’s hypothesis. The underlying insinuation is that Fisher’s coefficient is not 
stable across time and thus linear econometric methods become mispecified if the true data 
generating process of the series is nonlinear. For instance, Weidmann (1997) find that threshold 
cointegration tests are more powerful in verifying cointegration effects in the Fisher effects. Ongan 
and Gocer (2018, 2020) use the NARDL model to show that Fisher coefficient varies between 
raising and falling periods of inflation. Others, such as Million (2004) Christopoulos and Leon- 
Ledesma (2007); Kim et al. (2018), use TAR and STR models to show that the Fisher effect switches 
depending on whether it is below or above some threshold estimate of inflation. Evans and Lewis 
(1995), Jochmann and Koop (2014), and Sugita (2017) use Markov-switching regressions to further 
demonstrate that the Fisher effect differs during different phases of the business cycles whilst 
Christopoulos and Leon-Ledesma (2007), Sugita (2017), Cai (2018) and Kim et al. (2018) use 
quantile regression technique to show the Fisher effect varies across different quantile distribu-
tions of inflation. For SACU related literature, Phiri and Lusanga (2011) use the TVEC model to 
establish a nonlinear long-run Fisher effect in South Africa. Bahmani-Oskooee et al. (2016) apply 
threshold ARDL cointegration tests on BRICS countries and find that South Africa is only country 
which fils to validate any cointegration effects. More recently, Phiri and Mbekeni (2021) use the 
NARDL model to find that Fisher effect is more prominent during periods of rising inflation. As 
previously mentioned, besides the studies of Phiri and Lusanga (2011), Bahmani-Oskooee et al. 
(2016), and Phiri and Mbekeni (2021), no other SACU related studies have incorporated nonlinearity 
when investigating Fisher effect.

More recent developments in the literature include a cluster of recent studies which have 
challenged the authenticity of causality running from inflation expectations to nominal interest 
rates as implied by traditional theory (Amano et al., 2016; Cochrane, 2016; Uribe, 2018; Williamson,  
2018). This new wave of empirics going under the banner of “NeoFisherism” argues that central 
banks have understood the causality dynamics wrongly and argue that inflation expectations have 
been positively responding to movements in interest rates. These authors use these dynamics to 
justify the reason why decreases in nominal interest rates in the post financial crisis periods have 
not resulted in higher inflation in industrialized economies as articulated by the monetary policy 
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transmission mechanism described in Mishkin (1995). More recently, Phiri (2021) uses frequency 
domain causality analysis to verify evidence of NeoFisher effects for South Africa, as an emerging 
economy, and argues that the observed reverse causality dynamics reflect the success which 
inflation targeting framework has had in steering the expectations of economic agents. However, 
the frequency domain analysis used is too restrictive, in the sense that it can capture the cyclical 
frequencies of the series but fails to pin point the exact time period when the oscillations occurs i.e. 
has good frequency but poor time resolution. The continuous wavelets tools employed in our study 
overcome this shortcoming by localizing the series in both time and frequency domain which 
ultimately allows for us to decompose the synchronization between the pair of variables in a scale- 
by-scale fashion. Technical details of the methodology are outlined in the following section.

3. Methodology
Wavelet analysis is known to be a time-scale analysis that decomposes data in different compo-
nents of the frequency and surveys each component in terms of resolution proportional to its 
scale. The wavelet theory was introduced first in the mid-1980s by Grossmann and Morlet (1984) 
and Goupillaud et al. (1984) but quickly became popularized in other fields of science such as 
neurosurgery and geophysics (Torrence & Compo, 1998) and only more recently has the metho-
dology gained traction amongst financial economists (Rua, 2012; Rua & Nunes, 2009; Aguiar- 
Conraria et al., 2014). Wavelets are small waves that grow and decay in a limited time-period and 
are made up of two distinct parameters: time (τ) and scale (s). Wavelets are used to decompose 
a signal or time series across a time-frequency plane and these transforms can either be discrete 
(returns data vector of the same length as the input signal) or continuous (returns an output vector 
which is one dimension higher than the input). In our study, we focus on CWTs which are 
defined as: 

Wx s; τð Þ ¼ ò
1

� 1 x tð Þ
1
ffiffiffi
s
p ψ �

t � τ
s

� �

dt (5) 

In its strict definition, the CWT provides a representation in the space of scale (dilation) and 
translation, τ, but with the appropriate choice of mother wavelet, ψ, it can be used to measure 
the power spectrum locally. To explore the instantaneous phase information in the time-scale 
plane, an approximately analytical complex mother wavelet is desirable. There exists many 
“families” of complex wavelets with different properties (Mexcan Hat, Haar etc). However, in this 
study we focus on complex Morlet wavelets which is a complex sinusoid modulate by a gaussian 
envelope: 

ψ tð Þ¼ π�
1
4 exp iωctð Þexp �

1
2

t2
� �

(6) 

where ωc = 2πfc is the central frequency of the wavelet and determines the number of oscillations 
of the complex sinusoid inside the Gaussian. To ensure equation (6) is admissible as a wavelet, 
with a zero-mean function, we set ωc = 6. The term π� 1

4 ensures the wavelet has unit energy. Since 
the wavelet function is complex, the wavelet transform is also complex and can be divided into 
a real and imaginary part and the wavelet power spectrum (WPS) for a discrete series measures 
the variance of a time series across a time-scale dimension i.e. 

WPSxðτ; sÞ ¼ jWxðτ; sÞj2 (7) 

To extent the framework to the bi-variate case in which we seek to examine the co-movement 
between a pair of time series x(t) and y(t) in time-frequency domain, we firstly define their WPS as 
|Wx(τ, s)|2 and |Wy(τ, s)|2, respectively, and then compute their cross-wavelet power spectrum 
(CWPS), which is analogous to the covariance between x(t) and y(t) in time-frequency domain. 
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CWPSð Þxy¼Wxy¼ jWxyj (8) 

Then finally the wavelet coherence, the wavelet coherency is referred to as the ratio of the cross 
spectrum to the product of each series spectrum and can be thought of as the local correlation 
between the pair of time series, x(t) and y(t), in time-frequency space i.e. 

Rn sð Þ ¼
jSðWxyÞj

½ðSjWxj
2
ÞðSjWyj

2
Þ�

1
2

(9) 

Where 0 ≤ Rn sð Þ ≤ 1 and S is a smoothing operator in both time and scale. Since theoretical 
distributions for the wavelet coherence is not known, the 5% statistical significance level is 
determined using Monte Carlo methods. To further distinguish between negative and positive 
correlation between a pair of time series as well as identifying lead-lag causal relationships 
between the variables, we make use of phase difference dynamics we are defined as:  

ϕx;y ¼ tan� 1ð

I
fWxg

<fWxg
ÞÞ (10) 

where ϕx,y is parametrized in radians, bound between π and -π. If ϕx,y ∈ (0, π
2 ) and ϕx,y ∈ (0, � π

2 ), 
then the series are said to be in-phase (positive correlation) with y leading x in the former and 
x leading y in the latter. Conversely, If ϕx,y ∈ ( π

2 , π) and ϕx,y ∈ ( � π
2 , � π), then the series are said to 

be in an anti-phase (negative correlation) with x leading y in the former and y leading x in the 
latter. A phase-difference of zero implies co-movement between the pair of series at the specified 
frequency.

4. Data description and empirical analysis

4.1. Data description
The empirical analysis uses monthly adjusted time-series data obtained for different periods per 
SACU country. For South Arica we restrict the scope of study to the inflation targeting beginning in 
2001 whilst for the remaining SACU countries, we rely on data availability. The time series used in 
this study were sourced from the websites of the SARB, Bank of Botswana (BoB), Central Bank of 
Lesotho (CBE), Central Bank of Eswatini (CBE) and Bank of Namibia (BoN). We use the central bank’s 

Table 2. Descriptive statistics
Interest_rates Mean Maximum Minimum Std.Dev Observations
Botswana 9,63 15,50 4,75 3,74 180

Eswatini 7,00 11,50 5,00 1,82 180

Lesotho 7,33 13,24 4,94 1,96 1806

Namibia 7,11 10,50 5,50 1,44 180

South Africa 11,18 21,85 4,69 4,56 180

Inflation_rates Mean Maximum Minimum Std.Dev Observations
Botswana 6,43 15,06 2,10 3,31 180

Eswatini 6,39 14,71 1,60 2,57 180

Lesotho 7,32 35,14 2,00 6,75 180

Namibia 5,65 12,25 0,94 2,17 180

South Africa 8,93 20,70 0,20 4,60 180

Source: Author’s Own Tabulation. 
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policy rates as a proxy for nominal interest rates whilst percentage change in CPI is employed as 
a measure of inflation. Following Mitchell-Innes et al. (2007), we proxy the inflation expectations 
as using 5-month moving averages (two leads and two lags) of actual inflation. Table 2 reports the 
descriptive statistics of the time series from which we observe that the highest interest rates, on 
average, are observed for South African and Botswana whilst the highest inflation rates are found 
for South Africa and Lesotho. The same is also true for the case of volatility. Table 3 presents the 
correlation matrix amongst the variables and as can be observed the expected positive correla-
tions are reported, with stronger correlations found for Botswana and Lesotho, whilst weaker 
correlations exist for Eswatini, South Africa and Namibia. Table 4 further presents preliminary long- 
run estimates from OLSs, dynamic OLS (DOLS), fully-modified OLS (FMOLS) and ARDL estimates 
and we note full fisher effects in most estimators for Botswana whilst partial effects are observed 
for the remaining SACU countries. However, these preliminary estimates are “static” and do not 
account for time or cyclical variation in the data, which is a shortcoming our wavelet analysis 
circumvents in the following sections.

4.2. Wavelet power spectrum (WPS) analysis
In this section, we present the WPS analysis on the individual interest rate and inflation series 
for all SACU countries using the “WaveComp” package in R. The WPS captures the distribution 
of the energy contained within the time series across a time-frequency space and informs us 
how much frequency band has contributed to energy of the series at different time periods. 
Henceforth, the periodicities in the time series and their duration can be easily discerned using 
the WPS. This information is presented across two-dimensional heat-maps that measure time 
along the horizontal axis and the corresponding frequency along the vertical axis. Note that the 
frequency components have been converted into “time cycles” with longer (shorter) time cycles 
corresponding to lower (higher) frequency components. The different colour contours within the 
heat maps measure the strength of variability within the series at different scales and the 
warmer (cooler) colours indicating stronger (weaker) variation. The white contour lines sur-
rounding the colour contours represent the 95% confidence level whilst the faint inverted 
U-shaped curve denotes the cone of influence and represents regions where the WPS suffers 

Table 3. Correlation estimate between interest rates and inflation
Country Correlation
Botswana 0,8622***

Eswatini 0,5602**

Namibia 
Lesotho

0,4445** 
0,6180**

South Africa 0,5247**

Source: Author’s Own Tabulation. “***” denotes 1% significance level. 

Table 4. Preliminary estimates between interest rates and inflation
Botswana Eswatini Namibia Lesotho South Africa

Estimator

OLS 0.94 
(0.00)***

0.46 
(0.00)***

0.41 
(0.00)***

0.37 
(0.00)***

0.77 
(0.00)***

FMOLS 1.01 
(0.00)***

0.49 
(0.00)***

0.45 
(0.00)***

0.41 
(0.00)***

0.82 
(0.00)***

DOLS 1.01 
(0.00)***

0.49 
(0.00)***

0.44 
(0.00)***

0.41 
(0.00)

0.83 
(0.00)***

ARDL 1.34 
(0.00)***

0.53 
(0.14)

0.21 
(0.77)

0.40 
(0.15)

0.36 
(0.58)

Notes: p-values reported in (). “***” denotes 1% significance level. 
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Figure 1. Time series and WPS 
plot for interest rates in South 
Africa.

Figure 2. Time series and WPS 
plot for interest rates in 
Botswana.

Figure 3. Time series and WPS 
plot for interest rates in 
Lesotho.

Figure 4. Time series and WPS 
plot for interest rates in 
Namibia.
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from edge effects and hence caution is taken in interpreting regions just inside the cone of 
influence.

Figures 1–5 present the time series plots for the nominal interest rates in the SACU countries on 
the left side and their corresponding WPS plots on the right side. From the onset it is interesting to 
note that the interest rate series have similar trends in the time domain as well as in the time- 
frequency domain for all SACU countries with the exception of Botswana are slightly different. For 
the case of South Africa, Namibia, Lesotho and Eswatini the WPS shows two dominant frequency 
bands; one with strong variation (red contour) at frequency cycles of between 100–128 months 
(8.667–10.667 years) and another with weaker variation (green contour) at cycles of between 32– 
64 months (2.667–5.3333 years). Notably, some lower frequency components of 32–64 months 
(2.667–5.333 years) and intermediate frequency cycle of 64–100 months (5.333–8.667 years) are 
lost between 2012–2016 and yet both of the “lost cycles” are regained after 2016. On the other 

Figure 5. Time series and WPS 
plot for interest rates in 
Eswatini.

Notes: From Figures 1 to 5 the 
time series is shown on the left 
and the WPS on the right. From 
the WPS the white contour line 
represents the significance 
level. The strength of variation 
within the series ranges from 
blue colour (weak correlation) 
to red colour (strong 
correlation).

Figure 6. Time series and WPS 
plot for inflation in South 
Africa.

Figure 7. Time series and WPS 
plot for inflation in Botswana.
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hand, the WPS for Botswana shows two dominant bands existing between 2005–2012; one with 
strong variation (red contour) at frequency cycles of between 100–128 months (8.333– 
10.667 years) and another frequency band with weaker variation (green contour) at cycles of 
between 32–64 months (2.667–5.333 years). After 2012 the 32–64 frequency band is lost and only 
the lower-frequency component of 100–128 months remains but with weak variability (green 
contour).

Figures 6–10 present the time series plots for inflation rates in the SACU countries on the left 
side and their corresponding WPS plots on the right side. Similar to the case for interest rates, we 
find that the size, strength and duration of the periodicities detected within the inflation time 
series, as measured by the WPS, are similar for all SACU nations except Botswana. For inflation in 
South Africa, Namibia, Lesotho and Eswatini, the WPS shows three frequency bands in the data, 

Figure 8. Time series and WPS 
plot for inflation in Lesotho.

Figure 9. Time series and WPS 
plot for inflation in Namibia.

Figure 10. Time series and WPS 
plot for inflation in Eswatini.

Notes: From Figures 6 to 10 the 
time series is shown on the left 
and the WPS on the right. From 
the WPS the white contour line 
represents the significance 
level. The strength of variation 
within the series ranges from 
blue colour (weak correlation) 
to red colour (strong 
correlation).
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one with strong variation (red contour) at 40–64 months (3.333–5.333 years), another with weaker 
variation (green contour) at lower frequencies of 64–100 months (5.333–8.333 years) and a last 
also with weaker variation (green contour) at higher frequencies of 32–40 months (2.667– 
3.333 years). However, after 2012 the later two frequency bands at 32–40 months and 64– 
100 months are lost, the strength of variation in the frequency band at 40–64 months is weakened, 
and a new frequency band is gained at 20–32 month (1.667–2.667 years) cycles. For the case of 
Botswana, the WPS shows three dominant frequency bands, one with strong variation (red con-
tour) at 28–36 months (2.333–3 years), another with weaker variation (green contour) at lower 
frequencies of 36–40 months (3–3.333 years) and a last with weaker variation (green contour) at 
higher frequencies of 20–28 months (1.667–2.333 years). Notably, all three frequency bands 
quickly lose their relevance after 2012 and some weak high frequency variation at 20–28 months 
arise after 2019.

4.3. Wavelet coherence analysis
In this section, we present the findings from our wavelet coherence analysis which analyses the 
co-movement between nominal interest rates and inflation (expectations) for SACU countries 
across a time-frequency domain. All computations have been conducted using the “WaveComp” 
package in R. For comparative sake, we present the individual cross-sectional time series plots of 
nominal interest rates and inflation for the 5 SACU countries in Figure 13. The main wavelet 

Figure 11. Time series and 
wavelet coherence plot for 
inflation and interest rates in 
South Africa.

Figure 12. Time series and 
wavelet coherence plot for 
inflation and interest rates in 
Botswana.
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Figure 13. Time series and 
wavelet coherence plot for 
inflation and interest rates in 
Lesotho.

Figure 14. Time series and 
wavelet coherence plot for 
inflation and interest rates in 
Namibia.

Figure 15. Time series and 
wavelet coherence plot for 
inflation and interest rates in 
Eswatini.

Notes: From Figures 12-16 the 
time series co-movement is 
shown on the left and the 
wavelet coherence plots on the 
right. From the wavelet plots 
the white contour line repre-
sents the significance level. 
The power of correlation 
ranges from blue colour (weak 
correlation) to red colour 
(strong correlation). The arrow 
notations, " , % , ! , & , ( # , 
. ,  , - ) indicate that 

a positive (negative) relation-
ship between the series. The 
arrow notations, " , % , ! , 
. , , (& , # ,- ) indicate 

that nominal interest rates are 
leading (lagging) inflation rates
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coherence plots are reported in Figures 11-16 describe the co-movement between interest rates 
and inflation in time-frequency domain. The intensity of synchronization between the series is 
measured by the colour contours in the heatmaps, with the red contours implying a “one-for-one” 
co-movement between the series (full fisher effect) at certain periodicities across different time 
periods whilst less warm colour contours indicate a partial Fisher effect. The faint white lines 
surrounding the colour contours indicate the 5% significance level whereas the inverted U-shaped 
curve is the cone of influence which represent the edge effects.

The phase difference dynamics within the wavelet coherence plots are indicated by arrow 
orientation and provide information on whether the series is in-phase (positively related) or anti- 
phase (negatively correlated) as well as on the lead-lag synchronization between the series (See, 
Figure 16 below).

The arrow notations, " , % , ! , & ,indicate that an in-phase (positive) relationship between 
the series which is consistent with the traditional Fisher effect, whilst the arrow notations, # , . , 
 , - indicate that an anti-phase (negative) relationship between the series which is consistent 

with the Mundell-Fisher effect. Moreover, the arrow notations, " , % , ! , . , , indicate that 
nominal interest rates are leading inflation rates, which is in line with traditional theory. On the 
other hand, the arrow notations, & , # ,- , indicate that inflation expectations are leading 
nominal interest rates which is consistent with causal dynamics underlying the Neo-Fisherian 
effect (Amano et al., 2016; Cochrane, 2016; Uribe, 2018; Williamson, 2018).

It is interesting to note that the synchronization between nominal interest rates and inflation 
across a time-frequency plane exhibit similar dynamic for all SACU countries. Firstly, we observe 
“one-for-one” synchronizations (red contours) in all SACU countries around the period of 2005– 
2012 at lower cyclical frequencies of 40–64 months (3.333–5.333 years) cycles for South, Africa, 
Lesotho, Namibia and Eswatini and higher cyclical frequencies of 28–32 months (2.333– 
2.667 years) for Botswana. Secondly, between 2012–2016 the higher frequency components 
begin to be eliminated and only weaker (green contour) lower-frequency components of 64– 
128 months (5.333 years–10.667 years) for cycles for South, Africa, Lesotho, Namibia and 
Eswatini and lower cyclical frequencies of 28–32 months (2.333–2.667 years) for Botswana. 
Thirdly, from 2016 onwards, the “lost” higher frequencies components are regained albeit the 
observed synchronization turn extremely weak (light blue contours). Lastly, judging by the arrow 
orientation, we conclude that synchronization between the series is generally in-phase with 
nominal interest rates leading inflation expectations as insinuated by the traditional Fisher effect. 
However, some exception is warranted for the 2007–2012 period in South Africa, Lesotho, Namibia 
and Eswatini at higher frequency oscillations of 20–32 month (1.667–2.667 year) cycles where 
inflation rates lead nominal interest rates (see arrows & ).

Figure 16. Diagram of phase 
dynamics.
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4.4. Further discussion of findings
In this section of the paper, we present further discussions based on the findings obtained from 
the WPS for interest rates and inflation as well as from the wavelet coherence analysis between 
the series. We further contextualize our findings in context of those obtained in previous SACU- 
related literature and highlight the new insights provided by our study.

Firstly, the findings from the WPS of the interest rates and inflation series highlight some 
stylized facts on policy co-ordination and inflation variability along a time-frequency plane. 
For instance, we observe similar interest rate movement amongst all SACU countries except 
Botswana which is not surprising considering that Botswana is not part of the CMA and hence 
policymakers in Botswana do not prioritize mimicking interest rates movements of the SARB. 
The WPS shows that despite similar sharp cyclical variability being found in interest rates 
around the global financial crisis in all SACU countries, only Botswana shows low-frequency 
variation in periods subsequent to the crisis, whereas in the remaining countries (i.e. South 
Africa, Lesotho, Namibia, Eswatini) interest rates experience additional sharp cyclical varia-
tion during the coronavirus pandemic. On the other hand, the WPS of the inflation rates in all 
SACU countries show similar strong cyclical viability around the global financial crisis and 
subsequent to the crisis, cyclical variation disappears in the Botswana series whereas for the 
remaining SACU countries high-frequency oscillations become dominant during the 2014– 
2016 oil gut period and the more recent COVID-19 pandemic.

Secondly, the findings from the wavelet coherence analysis provides a more comprehensive 
narrative on the co-movement between the nominal interest rates and inflation expectations in 
SACU countries between 2005 and 2021. For starters, we find that the traditional Fisher effect is 
time-varying, with a full Fisher effect being established during periods covering the global 
financial crisis of 2007–2008 and the global recession of 2009–2010 at frequency oscillations 
of approximately 64 months (5.333 years) for CMA members and at higher frequency oscilla-
tions of 32 months (2.667 years) for Botswana. However, subsequent to these crises periods we 
observe a partial Fisher effect which are at first dominated by low frequency bands and yet 
towards the oil gut period of 2016–2019 as well as the more recent COVID-19 pandemic higher 
frequency components become more dominant. It is also interesting to note that during periods 
which contain higher frequency oscillations coincide with periods in which the policy rate is 
higher than the inflation rate i.e. positive real interest rate. For instance, during the global 
financial crisis of 2007–2009 as well as during the oil gut period of 2016–2019, most SACU 
countries recorded positive interest rates. Moreover, it is important to point that with the 
exception of Botswana, the remaining SACU countries recorded the most inconsistent positive 
real interest rates during 2012–2016 period which is characterized by low-frequency synchro-
nizations amongst the series. For the case of Botswana, interest rates have been positive 
throughout our sample period until the COVID-19 era when they only more recently turned 
negative.

Thirdly, from an empirical perspective, our findings bind together “bits and pieces” of 
empirical evidences from previous studies and also separate the “wheat from the chaff”. 
For South Africa, our findings simultaneously concur with those of Wesso (2000), Mitchell- 
Innes et al. (2007), Nemushungwa (2016) who find partial Fisher effects as well as those of 
Phiri and Lusanga (2011) and Phiri and Mbekeni (2021) who find that the Fisher effect is 
stronger during periods of rising inflation which occurred in the pre-crisis period. Moreover, 
our findings are consistent with those presently recently by Phiri (2021) which find reverse 
causality (i.e. NeoFisherian dynamics) for the South African economy. However, our findings 
are not in line with those of Yaya (20,150 and Bahmani-Oskooee et al. (2016) who fail to find 
evidence of Fisher effect for South Africa. Similarly, for Botswana, Lesotho and Eswatini, our 
findings align with those of Bosupeng (2015) and Khumalo et al. (2017) who finds evidence of 
Fisher effect in the mentioned countries, respectively. However, our findings are at odds with 
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those of Peyavali and Sheefeni (2013) who fail to find any significant Fisher effects for 
Namibia whilst our study manages to verify these effects.

5. Conclusion
This study examines the Fisher effect for SACU countries using a set of continuous wavelet tools 
which allow us to investigate the co-movement between nominal interest rates and inflation 
expectations over a time-frequency domain. This differs from conventional methods used in the 
current literature which depend on time-domain estimation techniques which ignore important 
frequency oscillations in the data. The wavelet tools, such as WPS, CWPS and phase dynamics, 
present a formidable unified analytical framework which simultaneously addresses empirical 
inconsistencies and puzzles existing in the Fisher relationship.

The wavelet tools allow us to examine the co-movement between nominal interest rates 
and inflation expectations in SACU countries from 5 dimensions. Firstly, from a time perspec-
tive, we find that there has been continuous co-movement between the series in the post- 
2000 period for all countries. Secondly, from a frequency perspective, we find that higher 
frequency co-movements are dominant during the global financial crisis of 2009, global 
recession period of 2009–2010, oil gut period of 2014–2017 and the more recent COVID-19 
pandemic whilst lower frequency synchronizations are dominant during lower inflation peri-
ods of 2012–2015. Thirdly, from a magnitude perspective, we find that the Fisher effect is 
most dominant during the global financial crisis whilst weakening in the post-crisis period. 
Fourthly, from a phase perspective, we find that the series are in-phase (positively co-related) 
. Lastly, from a lead-lag perspective, we find that whilst nominal interest rates lead inflation 
expectations at low frequencies, as is consistent with traditional theory, at higher frequency 
components around the global financial crisis, we find evidence of reverse lead-lad dynamics 
which is conformity to NeoFisherian dynamics.

Overall, our study has important academic contributions and policy implications. From an 
empirical perspective, our study is the first to apply CWTs in investigating the Fisher effect 
within a bi-variate framework. Our study shows that these methods are particularly useful 
in binding together seemingly contradictory theoretical and empirical evidence presented in 
previous studies which rely on time-domain econometric techniques and encourage future 
studies. From a policy perspective, our finding show that the Fisher effect seems to hold the 
most during periods of crisis when policymakers are behaving most aggressive to unprece-
dent burst of inflation and we find that high frequency synchronization allows Central Banks 
to keep their policy rates above inflation and maintain a positive interest rate. Moreover, 
during periods of low-inflation such as between 2012–2016, the Fisher effect weakens, 
higher frequency synchronizations lost their relevance in favour of lower frequency oscilla-
tions when policymakers behaved very conservative and even allowed real interest rates to 
turn negative. Notably, during the ongoing COVID-19 crisis period, we observe some higher 
frequency oscillations indicating a partial Fisher effects during this crisis period. However, 
based on our findings, policymakers in SACU countries need to ensure a Full Fisher effect 
during the recent periods of increasing inflation during times of pandemic crisis and policy-
makers need to be more aggressive in their approach to policy conduct in order to combat 
rising inflation whilst keeping real interest rates positive, thus protecting the finances of 
savers and investors in financial institutions. This policy advice is more relevant for 
Botswana policymakers who have been very conservative with their interest rates and 
have not increased them over the last 10 years despite experiencing significant increases 
in recent inflation rates. The remaining SACU countries are dependent on decisions taken by 
the SARB and therefore the recent increases in interest rates announced by the SARB in 
early 2022 are a step in the direction and will have spillover effects into policy decisions 
taken by the other members of the CMA.
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