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Systematic Mispricing in European Equity Prices?

Abstract
One empirical argument that has been around for some time and that clearly contradicts equity market efficiency is that market prices seem too volatile to be optimal estimates of the present value of future discounted cash flows. Based on this, it is deduced that systematic pricing errors occur in equity markets which hence cannot be efficient in the Efficient Market Hypothesis sense. The paper tries to show that this so-called “excess volatility” is to a large extend the result of the underlying assumptions, which are being employed to estimate the present value of cash flows. Using monthly data for three investment style indices from an integrated European equity market, all usual assumptions are dropped. This is achieved by employing the Gordon Growth Model and using an estimation process for the dividend growth rate that was suggested by Barsky and DeLong. In extension to Barsky and DeLong, the discount rate is not assumed at some arbitrary level, but it is estimated from the data. In this manner, the empirical results do not rely on the prerequisites of stationary dividends, constant dividend growth rates as well as non-variable discount rates. It is shown that indeed volatility declines considerably, but is not eliminated. Furthermore, it can be seen that the resulting discount factors for the three investment style indices cannot be considered equal, which, on a risk-adjusted basis, indicates performance differences in the investment strategies and hence stands in contradiction to an efficient market. Finally, the estimated discount rates underwent a plausibility check, by comparing their general movement to a market based interest rate. Besides the most recent data, the estimated discount rates match the movements of market interest rates fairly well.
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1 Introduction

The question how efficient financial markets really are is a long way from being answered and has far reaching implications. A large degree of inefficiency could in fact put the very existence of the financial markets in danger, as they would cease to fulfill their objectives: Efficient allocation of resources, risk diversification, and aggregation of financial information. On the other hand, if a small degree of inefficiency should exist, it would open the opportunity for supra-normal profits, which of course would be in the interest of many practitioners.¹ Up to the late 1970s, efficiency, as defined by Fama’s (1965) efficient market hypothesis (EMH), was generally accepted among practitioners as well as academics. But since the early/mid-1980s the idea of inefficient and psychological pricing based on the theories of behavioral finance has gained an ever increasing group of followers.

The following paper takes a look at the question of equity market efficiency by analyzing whether prices are too volatile to qualify as efficient estimates of a fundamental price.

The paper uses Shiller’s (1981) finding of excess volatility as a starting point. Applying a simple and very intuitive approach, which since has become widely used (e.g. Berneburg (2006), Heaney (2004), Cuthbertson and Hyde (2002), Kleidon (1986b)), Shiller showed that prices seemed too volatile to be an efficient estimate of the sum of discounted cash flows/dividends, which led him to reject the efficient market hypothesis. While it is easy to replicate Shiller’s findings and arrive at the same conclusions, one has to rely on some fairly restrictive assumptions. Earlier studies only relaxed some of Shiller’s assumptions (Berneburg (2006), and Barsky and DeLong (1993), for example), while this paper discards all assumptions: allowing for a non-stationary dividend process, variable discount and non-constant dividend growth rates. This is achieved by employing a slightly adapted version of the Gordon Growth Model (GGM) (Gordon, 1962). In doing so, the study shows that Shiller’s excess volatility findings are to a large extent the result of his restrictive assumptions.

Usually, articles researching excess volatility in equity markets use data from the US or other major national financial markets, but an integrated European market, which is focus of the paper at hand, so far has not been a research subject. In the past decades, and not just since the introduction of the Euro, European financial markets have increasingly integrated and such phenomena as “home market bias” (Levy and Sarnat, 1970, for example) actually have declined considerably or possibly even diminished (Hardouvelis, Malliaropulos and Priestley, 2006). The increased competition among the European exchanges and their attempts to concentrate their industry is just one among an array of indications for this process of integration.

¹ In fact, a strand of financial market researchers even believe that some small degree of inefficiency is needed, in order to provide market participants with the incentive to collect information (Kyle, 1985, for example).
In other words, it seems increasingly necessary to treat European financial markets as a single unified entity rather than just several separate national units. It is this reason why the paper at hand focuses on pan-European indices, which only in the past few years have become available in a sufficient length to support the necessary methods.

Besides the geographic focus, special attention is given to the major LargeCap investment/equity styles, i.e. a broad Standard (market normal), a Value and a Growth index. Equity styles, which group shares according to some characteristic (e.g. in the case of Value investment low price-earnings ratios is one possible characteristic), are an ideal research subject when analyzing market efficiency, as the philosophy, which they are based upon, inherently assumes inefficient markets as to allow supernatural, risk-adjusted average returns.\(^2\)

\(^2\) For a detailed introduction to style investment, refer to “The Handbook of Equity Style Management” (Coggin, Fabozzi and Arnott, 1997).
2 Theoretical background and methods

After a brief introduction to Shiller’s (1981) approach and some of the criticism concerning his results, the paper will discuss the extensions of this paper as well as the used data.

2.1 Shiller’s original approach and some criticisms

Shiller’s (1981) claim of excess volatility in equity prices is based on a simple approach. According to the higher forms of the efficient market hypothesis (semi-strong and strong) (Fama, 1965) the current price of a share \( P_t \) is an optimal estimate of the share’s innate or correct or fundamental value \( P^*_t \):

\[
P_t = E_t(P^*_t)
\]  
(1)

Or, to put it differently:

\[
P^*_t = P_t + u_t
\]  
(2)

so that the market price \( P_t \) plus some white noise error with zero mean \( u_t \) equals the correct or fundamental value \( P^*_t \), which is equal to the present value of expected future cash flows.

\[
P^*_t = \sum_{k=0}^{\infty} \gamma^{k+1} E_t(D_{t+k})
\]  
(3)

where \( \gamma = \frac{1}{1+r} \) is a constant discount factor, with \( 0 < \gamma < 1 \), \( r \) is the required return for one period, i.e. discount rate (risk-free rate plus a risk compensation).

\[\text{Dividend payments do not represent all possible cash flow payments, but since data about other forms of cash flows, such as windfall profits in the case of mergers or share repurchases, is difficult to obtain, dividend payments are usually used to approximate all cash flows. The reasoning behind this approach is that in the long-run all increases in value will have to result in some form of dividend payment of which share repurchases are just a special case. But it should be clear that especially in a limited time frame and when looking at shares of relatively new companies, such as in the Growth segment, it could very well be that one is not capturing the appropriate measures. These new companies today tend to refrain from paying dividends, as they assume possible profits are more lucratively invested in their own growing firm rather than letting investors take the money to the financial markets. As a result, using only dividends as a measure to determine a “true” value, would not lead to appropriate results. So in other words, especially the Growth segment has the potential to be undervalued in this study.}\]
$E_t$ is mathematical expectation, 
$D_{t+k}$ is dividends k-periods into the future.

Based on this set-up, Shiller (1981) performs a simple variance decomposition:

\[
\text{var}(P^*_t) = \text{var}(P_t + u_t) \quad (4)
\]
\[
\Leftrightarrow \text{var}(P^*_t) = \text{var}(P_t) + \text{var}(u_t) + 2 \cdot \text{cov}(P_t, u_t) \quad (5)
\]

Since $P_t$ is considered an optimal estimate of $P^*_t$, $P_t$ and $u_t$ should be independent such that $\text{cov}(P_t, u_t) = 0$.

\[
\Rightarrow \text{var}(P^*_t) = \text{var}(P_t) + \text{var}(u_t) \quad (6)
\]

given $\text{var}(u_t) \geq 0$

\[
\Rightarrow \text{var}(P^*_t) \geq \text{var}(P_t) \quad (7)
\]
\[
\Leftrightarrow \sigma^2(P^*_t) \geq \sigma^2(P_t) \quad (8)
\]

or

\[
\sigma(P^*_t) \geq \sigma(P_t) \quad (9)
\]

To put it verbally, the standard deviation of market prices ($P_t$) should be smaller or at most equal to the standard deviation of the present value of future dividend payments.\(^4\) If this was not to hold, systematic mispricing would take place in the market, which obviously cannot be an efficient situation.\(^5\)

In his classic article, Shiller (1981) quite strongly falsifies market efficiency on the basis of this approach. According to his results, the ratio of the standard deviations of $P$ and $P^*$, which, if the EMH was to hold, should at most be equal to one, as it is implied by inequality (9), was 5.6 and 13.8 for the S&P 500 and the Dow Jones Industrial Average, respectively.

At this point, it should be mentioned that Shiller’s results are based on three central assumptions:

1. prices and dividends have a constant growth rate over time,

\(^4\) At this point, it should be mentioned that the use of variances and standard deviations implicitly assumes that either $P^*_t$ and $P_t$ are stationary or that they follow a common trend, i.e. that they are cointegrated. Otherwise the use of volatility measures such as variances and standard deviations would be meaningless, since they would depend on the observed data frequency as well as the time window in focus.

\(^5\) It should be noted that inequalities (8) and (9) cannot be calculated as such as not all states at time $t$ are known. The process process variance/standard deviations are being used as approximations: $\text{var}(P^*_t) \geq \text{var}(P)$ and $\sigma(P^*_t) \geq \sigma(P)$.
2. dividends follow a variance stationary process,
3. the discount rate is constant over time.

Naturally, these assumptions attracted most of the criticism concerning Shiller’s findings.

For example, Kleidon (1986a; 1986b) showed that Shiller’s results are sensitive to the underlying dividend process. He assumed dividends to follow a random walk and was able to substantially reduce the findings of excess volatility. Similarly, Berneburg (2006) using data for an unified European stock market and based on a simple static GGM, hence assuming a random walk with drift in dividends, but relying on constant expected dividend growth as well as discount rates and factors, showed that a long-run relationship (i.e. cointegration) between prices and dividends can be observed. The long-run relationship between prices and dividends indicated that prices reacted about twice as strong to changes in dividends than it should be the case if the EMH were to hold. Furthermore, Barsky and DeLong (1993), footing their analysis on an adjusted Gordon Growth Model (GGM) (Gordon, 1962) and assuming a complex non-stationary dividend process, were able to show that excess volatility can be accounted for by variations in the dividend growth rate. Going hand in hand with Barsky and DeLong (1993), the use of constant discount rates was questioned by Kleidon (1988), Gillies and LeRoy (1991), Campbell (1991), Cochrane (1992), Cuthbertson and Hyde (2002) and even Shiller (1981) himself. While Shiller (2003) comes to the conclusion that variable discount rates alone cannot explain the large variations in share prices, Campbell (1991) and Cochrane (1992) argue that changing discount rates account for the largest part of equity price fluctuations. The unifying message of the literature seems to be that Shiller’s assumptions essentially a priori reduce volatility in the fundamental price substantially. The question that hence arises is whether excess volatility diminishes when all assumptions are relaxed, in fact, whether excess volatility is simply the result of Shiller’s assumptions.

2.2 A Model without Shiller’s assumptions

It is this question about Shiller’s assumptions that is central to this paper. A previous study, also using European equity style data (Berneburg, 2006), showed

---

6 Besides the empirical evidence (Kleidon, 1986b), there are good reasons to assume that dividends follow a random walk. Since the weak form market efficiency seems to hold (e.g. Berneburg (2004), Coggin (1998), Chow, Pan and Sakano (1996) and Lo (1991)), prices should follow a random walk. Furthermore, if one assumes a long-run relationship between prices and dividends (e.g. Berneburg (2006) and Heaney (2004)), dividends themselves should follow a random walk.

7 In the Gordon model, the discount factor results from the dividend growth rate \( g \) as well as the required rate of return \( r \). In other words, letting the growth rate of dividends change over time (i.e. \( g_t \)) will essentially make the whole discount factor flexible.
three main results. Firstly, when using the same set-up as Shiller, the impression of excess volatility is also given for an unified European market. Secondly, relaxing the assumption of stationary dividends led to a substantial if not complete reduction in excess volatility. Thirdly an analysis on the basis of the static Gordon Growth Model (Gordon, 1962) (i.e. both the growth rate of dividends \( g \) and the required rate of return \( r \) were assumed to be constant) revealed a long-run relationship between prices and dividends. A multivariate cointegration analysis resulted in one cointegrating vector between prices and dividends and showed that the long-term elasticity of prices with respect to dividends was roughly two, whereas it should be one if the present value model were to hold. In other words, this analysis also led to the conclusion that prices are too responsive to changes in dividends, but to a much smaller extent than in Shiller’s findings. The reason why excess volatility did not diminish completely was seen in the fact that the study only relaxed one of Shiller’s assumptions and the growth rates for dividends as well as the discount rate still were assumed to be constant. It was hypothesized that if they were to fluctuate, the volatility of the fundamental price would increase substantially and with it excess volatility of market prices would decrease.

In detail, the paper at hand uses the following set-up while relaxing all of Shiller’s original assumptions. Similarly to Berneburg (2006), the classic Gordon Growth Model (GGM) (Gordon, 1962) is the basis for the analysis. Since the GGM usually uses constant rather than variable values for dividend growth and discount rates the following modification is needed. For annual data it takes the following form:

\[
P^*_a = \frac{1 + g_t}{r_t - g_t} D^a_t
\]  

(10)

When using monthly data, as is the case in this analysis, the GGM is changed once more:

\[
\Leftrightarrow \ln (P^*_t) = \ln \left( \frac{1 + g_t}{r_t - g_t} \right) + \ln \left( \sum_{i=0}^{11} D_{t-i} \right)
\]  

(11)

with \( \ln (P^*_t) = p^*_t \) and \( \ln \left( \sum_{i=0}^{11} D_{t-i} \right) = d^*_t \)

\[
p^*_t = \ln \left( \frac{1 + g_t}{r_t - g_t} \right) + d^*_t
\]  

(12)

According to equation (12) the fundamental log-price \( p^*_t \) is a log-linear function of the variable discount factor \( \ln \left( \frac{1+g_t}{r_t-g_t} \right) \) and the log of twelve month rolling sums of dividends \( d^*_t \)\(^8\). Together with the implicit assumption of the GGM that dividends

\(^8\) The model in equation (12) corresponds to the rolling sums model in Berneburg (2006), which uses monthly data and a rolling sum of the past twelve months of dividend payments (refer to 2.3).
follow a random walk, the time dependency of the discount factor represents the relaxation of all of Shiller’s assumptions. Because the growth rates for dividends ($g_t$) (assumption number one) and the discount rates ($r_t$) (assumption number three) are variable, the discount factor ($\ln \left( \frac{1 + g_t}{r_t - g_t} \right)$) is non-constant as well.\(^9\)

Given data on prices and dividends, this version of the GGM requires values for $g_t$ and $r_t$. While this slightly modified GGM uses variable dividend growth and discount rates, it implicitly assumes that there are some constants $g$ and $r$, which are unknown to market participants.\(^10\) The values of $g$ and $r$ constantly have to be re-estimated such that one receives the time series $g_t$ and $r_t$. The estimation process for $g_t$ was suggested by Barsky and DeLong (1993) building on work by Muth (1960) and follows a simple intuition. Since market participants don’t know the constant growth rate of dividends ($g$), they use past data to arrive at an estimate: the average of all past dividend growth rates provides a good option. But in order to take account of structural changes in the form of transitory shocks that are possibly taking place and which cannot be ruled out, current information is also being considered. Keeping this in mind the estimation procedure takes the following form:

$$g_t = (1 - \theta) \sum_{i=0}^{t} \theta^i \Delta d_{t-i}^r + \theta^t (\bar{g})$$ (13)

with $\theta \in [0; 1]$, $t = \{0, \ldots T\}$ and $\bar{g} = \frac{1}{T+1} \sum_{i=0}^{T} \Delta d_i^r$.

In detail, the estimation process in equation (13) implies that market participants obtain values for $g_t$, their estimate of the permanent dividend growth rate, on the basis of two parts: first, the average of all dividend growth rate ($\bar{g} = \frac{1}{T+1} \sum_{i=0}^{T} \Delta d_i^r$) corresponds to a permanent component and second, a distributive lag model with exponentially declining weights of dividend growth rates, $\sum_{i=0}^{t} \theta^i \Delta d_{t-i}^r$, which represents transitory effects to the growth rate. The smaller $\theta$, the greater the effect of the transitory element.\(^11\) In other words, although market participants assume a permanent growth rate for dividends, ex ante they do not dismiss the idea of shifts in it, which would be in line with long-run changes in productivity and profitability. An example of a situation when such an approach seemed plausible was the late 1990s. In the beginning of the so-called “New Economy”, it was unclear whether the technological advances in the telecommunications sector would lead to a jump in productivity or a permanent increase in the growth rate of productivity. In the latter case, a change in the expected future earnings and hence future cash flows

---

\(^9\) Assumption number one requires the growth rate of dividends and prices to be constant. The reason why Shiller (1981) assumes a constant growth rate in prices is because he detrends them. This step is not taken here, so that there is no need to consider this part of assumption number one.

\(^10\) This assumption is needed as otherwise the GGM would not be an appropriate representation of the infinitely long present discounted cash flow model as shown above in equation (12).

\(^11\) The special case of $\theta = 0$ and $i = 0$ (i.e. $0^0$) is defined as equal to one.
from equity shares would have been the consequence. So, rather than just relying on an average of all past growth rates as the value for $g$, most recent changes are being considered as well, in order to be able to account for them if they turn out to have a permanent effect on the growth rate of dividends.\textsuperscript{12} This allows to quickly account for possible permanent effects as soon as they might occur.

While this estimation procedure reminds of a classic case of adaptive expectations, in this specific case it corresponds to rational expectations of market participants. Muth (1960) shows that it is ex ante optimal to use a distributive lag model with exponentially declining weights, if one wants to forecast a random walk with transitory white noise errors. Just as Barsky and DeLong (1993), this paper explicitly assumes such a process.\textsuperscript{13}

Arriving at values for the discount rate ($r_t$) is slightly more difficult. The discount rate consists of the market participants’ time preferences as well as a risk premium. While the time preferences are determined individually by each investor, the risk premium depends on the specific asset. So if one would be able to match the equity shares under consideration and a market traded corporate bonds in terms of their risk level, the corresponding interest rate would be a natural choice for $r_t$. The market mechanism would serve as an aggregation tool for the different time preferences. But the case at hand does not allow for this approach. The used equity style indices correspond to different levels of risk and hence require different values for the discount rate. It is unclear, though, what the right matching bond would be, as one cannot completely be certain of the correct risk premium. Alternatively, one can use the data for prices and dividends to calculate past values of $r_t$ and see which estimation procedure can be assumed to be used by market participants.

Given the values for $g_t$ (the estimate of the dividend growth rate), this analysis proceeds by using two different ways to estimate the discount rate ($r_t$) resulting in two alternative fundamental values of $p_t$. The first approach follows Barsky and DeLong (1993) in the sense that despite the model’s formulation (equation (12)) $r_t$ is set at a constant $r$. But, in contrast to Barsky and DeLong (1993), the value for $r$ is not chosen arbitrarily (in Barsky and DeLong (1993) it was 6% p.a.), the analysis at hand uses the estimate of $g_t$, the data for $d_t$ and substitutes $p_t$ for $p_t^*$ to solve equation (12) for $r_t$. This gives the discount rate ($r_t^c$) needed to perfectly match market prices to the fundamental price as resulting from the GGM:

\textsuperscript{12} It should be noted that in the original version of equation (13) Barsky and DeLong (1993) use $g_0$ instead of $\bar{g} = \frac{1}{T+1} \sum_{i=0}^{T} g_i$, with $T + 1$ observations, as the estimate of the permanent component. Unfortunately, due to the starting date of the used data, which falls into the 1970s, $g_0$ is negative in case of the used Standard and Value index. While this seems plausible temporarily, it surely is not appropriate when it represents the permanent component of the estimation procedure. In an ex post analysis, it seems a good alternative to use the sample mean as the permanent component.

\textsuperscript{13} This assumption allows for temporary deviations, i.e. transitory shocks, from the constant long-run behavior. Even if this was not to hold, the transitory effect would be excluded from the estimation through the size of the weighting factor ($\theta$), so that the assumption in this case would be inconsequential.
\[ r_t^c = \left( \frac{1 + g_t}{\Delta p_t} - g_t \right) \]  \hspace{1cm} (14)

The constant value for the discount rate \((r)\) then is set at the sample mean of this calculated optimal discount rate \((\bar{r}^c) = \frac{1}{T+1} \sum_{t=0}^{T} r_t^c\) such that the fundamental value of \(p_t\) under these assumptions \((p_t^c)\) is calculated as follows:

\[ p_t^c = \ln \left( \frac{1 + g_t}{r_t^c - g_t} \right) + d_t \]  \hspace{1cm} (15)

The second approach treats \(r_t\) in the same way as \(g_t\) was handled before. It is assumed that market participants estimate \(r_t\) using the same procedure and same value for \(\theta\) as in equation (13). While the subjective time preference should be known to each market participant the estimation of the risk premium leaves an opportunity for market participants to learn from market outcomes, i.e. discount rates in the past. This suggests an estimation procedure, which is based on the same intuition as equation (13):

\[ r_t^v = (1 - \theta) \sum_{i=0}^{t} \theta^i \Delta p_{t-i} + \theta^t (\bar{r}) \]  \hspace{1cm} (16)

\[ \Rightarrow p_t^v = \ln \left( \frac{1 + g_t}{r_t^v - g_t} \right) + d_t \]  \hspace{1cm} (17)

The results for equations (15) and (17), the two alternative fundamental values of \(p_t\), are then being implemented in Shiller’s standard deviation bound (left hand side of inequality (9)) in order to analyze whether excess volatility can be observed. Furthermore, the estimated series \(r_t^v\) will be compared with an alternative market based and representative interest rate to judge its feasibility. While this comparison does not allow to judge whether risk premia are estimated correctly, the levels of risk of the used interest rate and the equity style indices are most likely not the same, it gives an insight into the appropriateness of the estimated time preferences. Finally, the differences in the discount factors between the observed investment strategies (Standard, Value and Growth) will be analyzed, in order to draw some conclusions about the effectiveness of the equity styles.

2.3 Data

The analysis uses monthly data from MSCI-Barra (2005), who provide a large array of international indices and which are a standard tool of analysis in financial market.
The used indices cover the EU15\textsuperscript{14} plus Switzerland, which geographically as well as in terms of time span was the best match for a pan-European unified share market at the time of conducting this study. Three different indices are being used: a broad Standard LargeCap (Standard), as well as a Value and a Growth index, which are both based on the Standard index.\textsuperscript{15} The Standard index consists of about 600 shares, while Value and Growth are comprised of nearly 250 and 400 stocks, respectively. The data starts in December 1969 for the Standard, and in December 1974 for the Value and Growth indices. It ends for all indices in July 2005. In order to arrive at more economically meaningful values, all index values were corrected for inflation by deflating them with the implicit GDP deflator for EU-12,\textsuperscript{16} which was obtained from the OECD (2005).\textsuperscript{17} Each time series is available as price and total return index. While the former is simply an index of prices, the latter considers dividend payments, by reinvesting them in the index\textsuperscript{19} MSCI-Barra calculates the total return index as follows:

\[
PF_t = PF_{t-1} \cdot \left( \frac{D_t + P_t}{P_{t-1}} \right)
\]

where

\textsuperscript{14} The EU15 consists of Germany, France, Italy, Spain, Portugal, Greece, Netherlands, Belgium, Luxembourg, Ireland, Austria, Finland, Great Britain, Sweden, Denmark.

\textsuperscript{15} Value and Growth are specific equity style investment strategies which group shares according to specific characteristics. An example for Value are shares with low price-earnings ratios. Growth equity, on the other hand, tends to be stock with constant or strong earnings momentum. In other words, a Value investor prefers current payments, while the Growth investor is willing to consider payments in the future. For a detailed explanation of the data and the methodology for their calculation, refer to www.mscibarra.com (MSCI-Barra, 2005).

\textsuperscript{16} The EU12 consists of Germany, France, Italy, Spain, Portugal, Greece, Netherlands, Belgium, Luxembourg, Ireland, Austria, Finland.

\textsuperscript{17} Since a specific inflation figure for EU-15 plus Switzerland was either not obtainable or does not exist in the sufficient length, EU-12 was considered as a plausible proxy.

\textsuperscript{18} While deflating is the standard procedure in the relevant literature, which is also the reason why it is used here, it is unclear whether it is necessary in the case of equity prices. On one hand prices are the ratio of two nominal values \( \left( \frac{\text{nominal cashflow}}{1 + \text{nominal discount rate}} \right) \), which itself should be in real terms, as the price deflator should cancel out. On the other hand, when assuming that all financial investments are essentially just a means to provide consumable funds, then in a nominal world the evaluation of such investments, i.e. the price, should also be nominal.

\textsuperscript{19} All indices are provided by MSCI-Barra as a price index as well as two different total return indices (gross return and net return). While the prior simply represents changes in the corresponding prices of the index’ constituents, the total return indices reinvest dividend payouts. The gross return index takes into account all dividends payed by a company, while the net return index makes tax deductions and reinvests only the minimum dividend received by an investor. For this analysis the net dividends are being used. Furthermore, indices are available in US-dollar as well as local currency denomination. As prior studies showed that the results differ only slightly between US-dollar and local currency denomination, the study at hand uses US-dollar data, since it is available more consistently for a longer period of time.
$D_t = \text{dividend index}$  
$PF_t = \text{performance index}$  
$P_t = \text{price index}$

Using this information, values for $D_t$ can be obtained by rearranging equation (18):

$$D_t = \left( \frac{PF_t}{PF_{t-1}} \cdot P_{t-1} \right) - P_t \quad (19)$$

Unfortunately, while obtaining the dividend series, a structural break in the dividend data was revealed. At the beginning of 2001, MSCI-Barra changed its methodology. Up to December 2000 total return indices were only available in monthly frequency and dividends were incorporated in the index by reinvesting $\frac{1}{12}$th of the annual dividend yield of the total index each month – essentially a smoothing of dividends took place. From January 2001, these monthly total return indices were changed to daily performance indices, which reinvest the distributed dividends when the corresponding share price is reported “ex-dividend”, i.e. on the day when dividends are officially being paid out. A structural break in the data is the result, as can be seen in the case of the Standard index in figure 1. Clearly, the data after the change in the methodology reflects reality much closer, while prior to January 2001 it reflects a smoothed approximation.

Figure 1: Price and dividend series for the Standard index
Upon closer inspection of the obtained dividend series, it can be seen that after 2001 they follow a relatively stable seasonal pattern. From a theoretical point of view, it is not implausible to assume that this seasonal pattern also was stable over the whole sample period. Companies pay dividends a short time after their annual shareholder meeting, which usually occurs a few months after the end of the company’s financial year. Besides institutional changes such as particular legislature, for example, there are not many reason why a company should change the end of its financial year. In fact, such a change is potentially very costly, so a firm has an incentive to leave arrangements unchanged. The result is a stable pattern of dividend payments within an index. Using an ARIMA X-12 procedure, as implemented in Eviews 5, it is possible to isolate these stable seasonal factors, which then can be applied to the data prior to the structural break in January 2001. This should approximate the dividend series, as it would have been without the smoothing by MSCI-Barra.

Figure 2: Seasonally adjusted dividends for the Standard index

Source: MSCI-Barra; own calculations
Seasonally adjusted dividend series for the MSCI-Europe Standard Index. Seasonal factors were obtained from the original series after the year 2000 and were applied to the data prior to 2001. The top line is a twelve-months rolling sum of the seasonally adjusted dividend series.

An alternative dividend series for the EU15, reaching back to the end of the 1980s by S&P, also showed a stable seasonal pattern. Unfortunately, this series could not be used, since it would not have allowed for comparability with Berneburg (2006).

Bohley (2000, p. 278) considers the Census ARIMA procedure the standard approach for seasonal adjustments.

Berneburg (2006) showed that adjusting the data to the seasonal pattern did not fundamentally affect the results of a standard excess volatility tests.
An additional characteristic of the data called for some further adjustments: On a monthly basis, there is a mismatch between prices and dividends. While the price index at any given time $t$ represents the prices of all constituents, not all companies will pay dividends in every $t$. In other words, in any given month, the above described GGM tries to match a small group of companies paying dividends with a price index covering all companies; clearly a mismatch. In order to overcome this problem, the obtained dividend series are transformed into monthly rolling sum of the past twelve dividend payments ($\sum_{i=0}^{11} D_{t-i}$). It is this seasonally adjusted rolling sums data that is used in the calculations below. While these rolling sums on first sight do not seem to be any different than annual data, which would put the use of monthly data in question. But the nature of the rolling sum is that every new month contains an additional set of incremental information which annual data would not be able to pick up. Figure 2 depicts the seasonally adjusted data as well as the rolling sums using the Standard index as an example.
3 Results

The following section will discuss the results of the above described approaches.

Tables 1 and 2 show the standard deviation ratios of $p_t$ and $p_t^c$ as well as $p_t$ and $p_t^v$ depending on the index type and the value for $\theta$, the relative importance of the permanent component in $g_t$ and $r_t^v$. The first thing that becomes apparent is the fact that, irrespective of the type of index, no values are available for $\theta$s up to 0.99 or 0.995, i.e. the importance of the permanent component in the estimation procedure in $g_t$ and $r_t^v$ takes a high weighting. In these cases the requirement of the GGM, that $r_t > g_t$ is not fulfilled, as the volatility of $g_t$ increases dramatically as $\theta$ decreases. This confirms Barsky and DeLong’s (1993) finding that the true value of $\theta$ should be very close to one. In fact, Barsky and DeLong point out that given the amount of data and the magnitude of the transitory shocks it is too difficult to precisely estimate whether $\theta$ is one or just very close to one. But their results using $\theta = 1$ indicate excessively volatile prices, i.e. the estimation process does not seem to capture all sources of volatility. As $\theta = 1$ implies that market participants completely disregard all transitory shocks, which would raise the volatility of fundamental prices, they conclude that $\theta$ is most likely close to but not equal to one.

This also explains the second notable result in tables 1 and 2; why the ratios, and their proximity to one, are very sensitive to the value of $\theta$. As it increases and approaches one, i.e. market participants pay little to no attention to transitory shocks, the volatilities of $p_t^c$ and $p_t^v$ decrease so that the respective standard deviation ratios rise from below one (i.e. conforming with the EMH: no excess volatility) to close to two (i.e. falsifying the EMH: prices are twice as volatile as a fundamental price based on dividend movements). This points to a disadvantage of Shiller’s variance bound: It is not a statistical test. In other words, one is unable to judge whether the observed deviations from one are statistically significant. But Berneburg (2006) using identical data shows, based on a restriction tests in a VEC-framework, that similar values as observed here are indeed significantly different from one and are more likely to be close to two.

Thirdly, it seems that, similar as in Berneburg (2006), the mean discount factors (i.e. $\frac{1}{T+1} \sum_{t=0}^{T} \ln \frac{1+g_t}{r_t^v-g_t}$ or $\frac{1}{T+1} \sum_{t=0}^{T} \ln \frac{1+g_t}{r_t^c-g_t}$) for all indices are roughly equal, which would imply that the discount rates ($r_t$) compensate for the different dividend growth rates of the equity styles. In other words, market participants in fact seem to treat all investment styles in an equal manner, since they presume that on a risk-adjusted basis all investment styles perform similarly. But when testing the discount factors of the different equity styles for equality by using a Diebold-Mariano Test (Diebold

---

23 While Barsky and DeLong (1993) find that $\theta$ should be close to one, there is no appropriate rule for setting/finding a true value. To overcome this problem, results were obtained for $\theta$s between zero and one taking steps of 0.005. These results were then analyzed in terms of their plausibility. No results for $\theta$s below 0.995 delivered possible values (tables 1 and 2).
Table 1: Standard deviation ratios of $p_t$ and $p_t^f$ and discount factors

<table>
<thead>
<tr>
<th>$\theta$</th>
<th>Standard deviation ratio</th>
<th>0.95</th>
<th>0.97</th>
<th>0.99</th>
<th>0.995</th>
<th>0.997</th>
<th>0.999</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard</td>
<td>standard deviation ratio</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>0.9934</td>
<td>1.4869</td>
</tr>
<tr>
<td></td>
<td>mean discount factor</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>6.1156</td>
<td>6.1666</td>
</tr>
<tr>
<td>Value</td>
<td>standard deviation ratio</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>1.0196</td>
<td>1.4153</td>
</tr>
<tr>
<td></td>
<td>mean discount factor</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>5.9796</td>
<td>5.9559</td>
</tr>
<tr>
<td>Growth</td>
<td>standard deviation ratio</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>0.7683</td>
<td>1.0382</td>
</tr>
<tr>
<td></td>
<td>mean discount factor</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>6.4291</td>
<td>6.3690</td>
</tr>
</tbody>
</table>

Source: own calculations

Ratios between the standard deviation of prices $p_t$ and the *fundamental* price calculated with a fixed discount rate ($p_t^f$), which was estimated as the average of a perfectly fitting discount rate (equations (14) and (15)). The mean discount factor corresponds to the average of the discount factor in the Gordon Growth Model. The different values for $\theta$ determine importance of short-term transitory shocks in the estimation procedure. The closer the value is to one, the less important transitory shocks become. Values of $\theta$ smaller than 0.995 lead to a violation of the Gordon Growth Model and are hence implausible.

Table 2: Standard deviation ratios of $p_t$ and $p_t^v$ and discount factors

<table>
<thead>
<tr>
<th>$\theta$</th>
<th>Standard deviation ratio</th>
<th>0.95</th>
<th>0.97</th>
<th>0.99</th>
<th>0.995</th>
<th>0.997</th>
<th>0.999</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard</td>
<td>standard deviation ratio</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>0.9298</td>
<td>1.5818</td>
</tr>
<tr>
<td></td>
<td>mean discount factor</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>5.9497</td>
<td>6.1666</td>
</tr>
<tr>
<td>Value</td>
<td>standard deviation ratio</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>1.1752</td>
<td>1.4314</td>
</tr>
<tr>
<td></td>
<td>mean discount factor</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>5.3632</td>
<td>5.3623</td>
</tr>
<tr>
<td>Growth</td>
<td>standard deviation ratio</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>0.9812</td>
<td>1.4526</td>
</tr>
<tr>
<td></td>
<td>mean discount factor</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>5.6867</td>
<td>5.6953</td>
</tr>
</tbody>
</table>

Source: own calculations

Ratios between the standard deviation of prices $p_t$ and the *fundamental* price calculated with a fixed discount rate ($p_t^v$), which was estimated using equations (16) and (17). The mean discount factor corresponds to the average of the discount factor in the Gordon Growth Model. The different values for $\theta$ determine importance of short-term transitory shocks in the estimation procedure. The closer the value is to one, the less important transitory shocks become. Values of $\theta$ smaller than 0.995 lead to a violation of the Gordon Growth Model and are hence implausible.

and Mariano, 1995) with a Newey-West autocorrelation and heteroskedasticity robust estimator (Newey and West, 1987), a clear rejection of the null hypothesis of statistically equal time series is the result in all cases (table 3). Considering these results, the hypothesis of equal discount factors for all investment styles has to be viewed with caution and the investment styles in fact seem to perform differently.

It should be noted that the above results and their interpretations hold both for the case when $r_t$ is fixed at $\overline{r}$ as well as when $r_t$ takes the variable values of $r_t^v$. So, in other words, market participants do indeed treat the three investment styles differently. This indicates that on a risk-adjusted basis the investment styles show performance differences, which stands in contradiction to the EMH.

While up to this point $p_t^f$ and $p_t^v$ behaved very similar, the two sides of figure 3 which graphically compare $p_t$ with $p_t^f$ and $p_t^v$, respectively, point to some differences. It becomes apparent that just as in table 1 and 2 the behavior of the *fundamental* prices very much depends on the value of $\theta$, the weighting factor between the permanent and the transitory component in equations (13) and (16). As $\theta$ decreases (i.e. the importance of the transitory shock increases), the volatility of $p_t^f$ and $p_t^v$ increases. Both these *fundamental* prices approximate the movements in $p_t$ fairly well, it is $p_t^f$ that also matches the level of $p_t$ much closer, while $p_t^v$ tends to be too low. In other words, a constant discount rate ($\overline{r}$) based on a calculation that perfectly solves the
Table 3: Diebold-Mariano Test for equality of two series

<table>
<thead>
<tr>
<th>θ</th>
<th>Coefficient of constant</th>
<th>Std. Error</th>
<th>t-Statistic</th>
<th>p-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.995</td>
<td></td>
<td>0.1041</td>
<td>6.8231</td>
<td>0.0000</td>
</tr>
<tr>
<td>0.997</td>
<td></td>
<td>0.0989</td>
<td>10.9189</td>
<td>0.0000</td>
</tr>
<tr>
<td>0.999</td>
<td></td>
<td>0.1112</td>
<td>36.1349</td>
<td>0.0000</td>
</tr>
<tr>
<td>1.000</td>
<td></td>
<td>0.1294</td>
<td>3.59E+16</td>
<td>0.0000</td>
</tr>
<tr>
<td>-0.2842</td>
<td></td>
<td>0.0326</td>
<td>-8.7147</td>
<td>0.0000</td>
</tr>
<tr>
<td>-0.2905</td>
<td></td>
<td>0.0163</td>
<td>-17.7889</td>
<td>0.0000</td>
</tr>
<tr>
<td>-0.2737</td>
<td></td>
<td>0.0047</td>
<td>-57.1047</td>
<td>0.0000</td>
</tr>
<tr>
<td>-0.2544</td>
<td></td>
<td>5.77E-17</td>
<td>-4.41E+15</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

The null hypothesis $H_0$ of the Diebold-Mariano Test is whether the difference of two time series is equal to zero. Using the discount rates in the fixed discount rate case, the null hypothesis is being tested by regressing the difference of the discount factors of two indices on a constant. Should the coefficient of the constant be statistically significantly different from zero, $H_0$ will be rejected. The Newey-West autocorrelation and heteroskedasticity robust estimator of the constant is highly significant in all cases above.

GGM, matches market behavior better than a variable rate, which is calculated in the above manner. Figure 3 also indicates another point: Some level of mispricing seems to remain. This becomes especially clear as $\theta$ increases. While lower $\theta$s (e.g., $\theta = 0.995$) in some cases indicate implausibly high or low fundamental values as their volatility increases, it is the higher values of $\theta$ that provide sensible and more stable estimates of $p^*$. But they are characterized by systematic over- and underpricing in $p_t$. For example, the 1970s were a time of systematic underpricing, while the greatest part of the 1990s was an era of overpricing. In current times $\theta$s of 0.999 or 1 lead to fundamental values, which are being very nicely matched by prices. One possible explanation for the good fit of $\theta = 1$ is that transitory shocks might not play an important role at the moment. At the same time, these estimates grossly fail to match market prices during the 1990s or, albeit to a lesser extent, the 1970s. A model, which seems to be able to explaining this situation is a world with two states: normal times and shock times. On the one hand, during the former, $\theta$ would be very close to one implying that market participants do not pay much attention to minor movements and changes, as they presume the long-term values for $g$ and $r$ to be stable. On the other hand, in times of a shock financial markets can not be certain whether current changes might in fact have a permanent component (e.g., the internet “revolution” of the 1990s). During such times, the value of $\theta$ adjusts downward and prices appear to drift away from a fundamental value, which was calculated using the $\theta$ value of the “normal” state.

Figure 4 allows for one last inspection of the data. For the three investment styles and depending on different $\theta$s, it shows the values of $r^c_t$ in comparison to a de-
Graphical comparison of market prices ($p_t$) and fundamental prices. The left column shows fundamental prices calculated based on a fixed discount rate ($p^*_c$), which was estimated as the average of a perfectly fitting discount rate (equations (14) and (15)). The right column depicts fundamental prices calculated based on a fixed discount rate ($p^*_v$), which was estimated using equations (16) and (17). The different values for $\theta$ determine importance of short-term transitory shocks in the estimation procedure. The closer the value is to one, the less important transitory shocks become. Values of $\theta$ smaller than 0.995 lead to a violation of the Gordon Growth Model and are hence implausible.

Source: own calculations

Figure 3: Comparison of market prices and fundamental prices
Figure 4: Perfectly matching discount rate and 10 year German government bond

Graphical comparison of the discount rate \( r_c^0 \), which given equation (13) brings market prices and the fundamental prices perfectly in line with each other, and a ten year German government bond. The different values for \( \theta \) determine importance of short-term transitory shocks in the estimation procedure. The closer the value is to one, the less important transitory shocks become. Values of \( \theta \) smaller than 0.995 lead to a violation of the Gordon Growth Model and are hence implausible.

Source: own calculations
flated\textsuperscript{24} ten-year German government bond, which serves as a proxy for a European interest rate. The series should be closely matched in terms of their movements, as the government bond can be considered a substitute of some degree for an investment in European equities.\textsuperscript{25} Of course, this approximation is not very accurate, as most areas in Europe had for a large part of the time higher real interest rates than Germany, but general movements should have been the same across Europe. Furthermore, especially towards the end of the data, interest rates across Europe have converged, so that the degree of representativeness of the proxy should increase towards the end of the data. The comparison of $r_t^c$ and the German government bond allows for two conclusions. Firstly, most of the time their movements are very similar and in the case of the Value index, even the level is very closely matched. Also, the general tendency to decline over time can be found in the values for $r_t^c$. Secondly, as good as the series seem to match up until the late 1990s, the close relationship breaks down sometime between 1998 and 2002, after which the government bond and the different $r_t^c$'s move in opposite direction. The reason for this behavior is not entirely clear. But it reflects a situation that can also be seen in other areas of the financial market and which the former chairman of the Federal Reserve Open Market Committee (FOMC) of the United States, Alan Greenspan, called a “conundrum”. During the most recent years, in a time of rising corporate profits, strong economic growth and rising short-term interest rates, longer-term interest rates (measured by ten-year government bonds) were declining. In other words, the reason for the deviation between the benchmark German Government Bond and the calculated discount rate ($r_t^c$) might simply be due to unusual behavior in the bond yield rather than the discount rate. One possible explanation is over-saving (the so-called savings-glut) in East Asia, which provides strong demand for government bonds and hence pushing down their yield. While this is clearly only a partial explanation, the reasons for this “conundrum” are currently a hot topic in macroeconomics for which the discussion is still very much ongoing and too extensive to be discussed at this point.

\textsuperscript{24} For deflation the same implicit deflator from the OECD was used as in the cases above.

\textsuperscript{25} It should be pointed out that clearly government bonds and equity investments are only very imperfect substitutes. Their respective risks are highly different. But while this imperfection would surely lead to different yield levels, as to compensate for their levels of risk, their overall movements should be comparable. A comparison in terms of general behavior rather than total size seems plausible.
4 Conclusion

One can conclude several things from the above results.

Firstly, Shiller’s assumptions that the growth rates of dividends, the discount rate and the resulting discount factor are constant, a-priori reduced volatility in his estimation of a fundamental price $p^*$. As $\theta$ decreases, i.e. the importance of transitory shock increases, the volatility of the estimated $p^*$ increased strongly. But relaxing these assumptions does not eliminate excess volatility completely. In fact, the most plausible estimates of $p^*$ (high $\theta$: $\theta = 0.999$ or $1$ as well as a fixed rate of discount: $\overline{r}$) with variance ratios well above one and long stretches of mispricing, clearly indicate that some level of excess volatility remains. The results are very similar to the ones obtained from an earlier study by Berneburg (2006), where the long-term coefficient of dividends in terms of prices was in the vicinity of two.

Secondly, contrary to Berneburg (2006), the discount factors of the three investment styles at hand, while being close to each other, where shown to be statistically different from each other, pointing to some degree of inefficiency.

Finally and thirdly, although the used proxy for a European interest rate is not without flaws, it was found that the implicit discount rate ($\tilde{r}_t$), which perfectly matches dividends to prices given an estimate of $g_t$, in most of the cases, behaves very similar to this proxy, as it should under efficiency. Only in the past three to eight years, this relationship has broken down, the reason for which is unsure. One possible explanation could be that the behavior of long-term interest rates might have changed in the wake of a more and more globalizing world economy.

Overall, it needs to be said that some degree of inefficiency can hence not be rejected. In fact, as figure 3 indicates, there seems to be some form of systematic over- and underpricing (i.e. mean reversion) in the short-term. In other words, Shiller’s assumptions do not seem to be the only reasons for his findings of excess volatility. In fact, it seems that the “small” degree of inefficiency that is needed to provide an incentive to collect information, as hypothesized by Kyle (1985), indeed is reflected empirically in the data. Besides theoretical reasons for the found mispricing, one can also mention some empirical and methodological arguments. Ackert and Smith (1993) point out that in many cases dividends are not the only relevant cash flows (e.g. gains from mergers and acquisitions etc.), so that this omission might in fact make the response of prices to pure dividend changes seem excessive. This is especially the case for newer companies which have not started to pay dividends. Growth share would fall into this group. A further characteristic of new, and hence of many Growth shares in the 1990s, for example, was that investors could not rely on past information about their dividend growth rate or the appropriate discount rate. In other words, they had to form an opinion heavily based on current events and shocks. In fact, it could quite possibly be that due to the lack of historic data, they reacted as if they placed a high weight on transitory shocks for their evaluation. But as more and more data became available, the weighting factor ($\theta$) adjusted to
more “normal” levels. An additional explanation would be a world with two different states. In a “normal” state, $\theta$ is quite high and very close to one. In times when many major structural changes are under way in the economy, e.g. the introduction of large scale productivity enhancing equipment in the 1990s, a regime change takes place towards lower levels of $\theta$. While the former is a bit more focused on the 1990s, the latter model of time-varying $\theta$s would additionally be able to explain the slight mispricings during the 1970s, when due to the two oil price shocks economic circumstances were largely uncertain. So overall, while some possible explanations for the found level of inefficiencies exist, based on the above results, one cannot assume a fully efficient market; some degree of systematic mispricing seems to be in the European equity market.
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