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1 Introduction

Dominant economic theories, seminal studies, and authoritative literature reviews often

inform the conventional wisdom. Practical policy recommendation and implementation

require knowledge of the specific values of important economic parameters; for exam-

ple, the employment effects of minimum wage hikes, returns to education, the fiscal

multiplier, the price elasticity of energy demand, or the intertemporal elasticity of sub-

stitution. Such conventional wisdom often defines the scope of public policy discussions

and is used to calibrate economic models with these specific parameter values. However,

conventional wisdom can also lead us astray.

Meta-analysis is the systematic and statistical analysis of all comparable empirical

estimates of a specific parameter. It seeks to summarize, evaluate, and understand what

we know about a given empirical economic question, phenomenon, policy parameter, or

effect. Meta-analyses published in the Journal of Economic Surveys are compelled to

follow guidelines that specify minimum standards for the coding, conducting, analyzing,

and the reporting of quantitative surveys of economics research (Stanley, Doucouliagos,

Giles, et al. 2013; Havránek, Stanley, et al. 2020). Meta-regression analysis (MRA) was

developed specifically to explain and summarize the rich heterogeneity found among

reported empirical economic estimates (Stanley and Jarrell 1989; Stanley 2001). By now,

thousands of MRAs have been conducted on economic topics, with some hundred(s) of

new studies produced each year (Havránek, Stanley, et al. 2020). MRA, with its ability

to accommodate publication selection bias, was considered sufficiently important for

understanding economics research to devote a special issue of the Journal of Economic

Surveys (Roberts and Stanley 2005). Meta-analysis can reveal surprising truths about

economics once publication selection and mis-specification biases have been identified

and accommodated. Thus, a considerable number of meta-analyses in economics have

questioned conventional wisdom in their respective fields.
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This paper is a review of meta-analyses in the spirit of Ioannidis et al. (2017), Doucou-

liagos and Stanley (2013), Doucouliagos, Paldam, et al. (2018), and Gechert (2022). The

purpose of this study is to compare the findings of influential meta-analyses to the ‘con-

ventional wisdom’ about the same economic question or issue. What have we learned

from meta-analyses of economics? How do their results differ from the conventional,

textbook understanding of economics?

We identify ‘influential’ meta-analyses as those with at least 100 citations that were

published in 2000 or later, and those that were recommended by a survey of members of

the Meta-Analysis of Economics Research Network (MAER-Net) (https://www.maer-

net.org/). Out of the full sample of 360 studies, 72 studies cover a general interest topic

in economics and include original empirical estimates for a certain effect size. We narrow

down further to those meta-analyses that provide both a simple mean of the original

effect size and a corrected mean, controlling for publication bias or other biases. This

gives us a final list of 24 studies covering the fields of growth and development, finance,

public finance, education, international, labor, behavioral, gender, environmental, and

regional/urban economics.

We compare the central findings of the meta-analyses to ‘conventional wisdom’ as

classified by: (1) a widely recognized seminal paper or authoritative literature review;

(2) the assessment of an artificial intelligence (AI), the GPT-4 Large Language Model

(LLM); and (3) the simple unweighted average of reported effects included in the meta-

analysis.

For 17 of these 24 studies, the corrected effect size is substantially closer to zero than

commonly thought, or even switches sign. Statistically significant publication bias is

prevalent in 17 of the 24 studies. Overall, we find that 16 of 24 studies show both a clear

reduction in effect size and a statistically significant publication bias. Comparing the

best estimate from the meta-analysis with the conventional wisdom from the reference

study, the GPT-4 estimate, or the simple unweighted average, the relative reduction
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in the effect size is in the range of 45-60% in all three comparison cases. This is close

to “Paldam’s rule of thumb,” according to which publication bias typically inflates the

uncorrected mean of the effect size by a factor of two (Doucouliagos, Paldam, et al. 2018;

Paldam 2022).

The paper is organized as follows: Section 2 reviews the related literature on the

prevalence of publication selection bias. Section 3 describes how we selected the meta-

studies in our final dataset and the information we collected. Section 4 provides a brief

qualitative discussion of the contribution of selected meta-studies. Section 5 then shows

the quantitative results from our survey. The final section concludes.

2 Publication selection bias: a renaissance

For many decades, publication selection bias has been widely recognized as a serious

threat to the validity of empirical science (Sterling 1959; Rosenthal 1979; Lovell 1983;

Hedges and Olkin 1985; DeLong and Lang 1992; Card and Krueger 1995; Ioannidis

2005; Stanley and Jarrell 2005; Stanley 2008; Stanley and Doucouliagos 2012; Stanley

and Doucouliagos 2014, to cite but a few). Publication selection bias is the process

of selecting which research findings to report based on their statistical significance or

their consistency with conventional economic theory. Publication selection bias is the

consequence of any type of preferential reporting of statistically significant findings, in-

cluding the file drawer problem, publication bias, reporting bias, specification searching,

questionable research practices, and p-hacking. As famously exposed by Leamer (1983),

reported economic empirical findings are the consequence of the particular specification

of innumerable combinations of independent variables, models, and methods (Sala-i-

Martin 1997).

Evidence of exaggerated significance and effect size has been widely seen throughout

the economics research literature. For example, a survey of 64,076 estimates from 159

areas of economics research found that reported results are typically exaggerated by a
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factor of two or more (Ioannidis et al. 2017). Two highly powered replication studies

of multiple economics and behavioral experiments corroborate this doubling of effects

size (Camerer, Dreber, Forsell, et al. 2016; Camerer, Dreber, Holzmeister, et al. 2018).

Doucouliagos and Stanley (2013) show in a meta-meta-analysis of 87 empirical economics

literatures that more competition and debate between rival theories (i.e., more pluralism)

reduces publication bias. Methods to detect and correct publication selection bias were

introduced and widely applied to economics in the May 2005 issue of the Journal of

Economics Surveys (Roberts and Stanley 2005). Since then it has been standard to

investigate publication selection bias when conducting meta-analyses in economics.

Recently, there has been a renaissance in documenting the effects of publication selec-

tion bias on reported economics research and in the development of new tools to identify

and correct these biases. Franco et al. (2014) identify a severe under-representation of

null findings, and simulations show how the meta-analysis of many smaller studies can

reduce these biases (Hirschauer et al. 2022). Brodeur, Lé, et al. (2016) document the

presence of p-hacking among 50,000 tests reported by top economics journals. Brodeur,

Cook, et al. (2020) find that top journals are not exceptional in this. Moreover, they

stress that alternative experimental designs differ in the magnitude of publication bias.

Yet, top journals have the power to reduce this threat to the credibility of economics

research. Askarov et al. (2023) uncover evidence from 345 economic meta-analyses that

mandatory data-sharing policies at economics journals can be effective in reducing ex-

aggerated effects and the severity of publication bias. Quite recently, Brodeur, Carrell,

et al. (2023) investigate specific stages in the publication process and find that p-hacking

is present prior to submission, somewhat mitigated by editors’ desk decisions, but again

enforced by reviewers who prefer statistically significant results. Frankel and Kasy (2022)

develop a framework to discuss the trade-off between non-selective publication of find-

ings and policy relevance under scarce journal capacity. An experiment confirms that

a preference for statistically significant results is widely held among economics scholars
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(Chopra et al. 2023). They promote pre-result reviews as a solution, which may be

seen as part of a wider movement for more transparency and routine preregistration

spearheaded by Christensen and Miguel (2018).

This study seeks to contribute to this rapidly growing literature by investigating how

the findings from two dozen meta-analyses of specific economic areas of research compare

to received conventional wisdom.

3 Data collection

To collect the required data and generate our final dataset, we followed several steps.

First, to identify relevant studies, we searched Scopus, Google Scholar, and Web of

Sciences (WoS). Second, we employed an expert list and surveyed MAER-net members

regarding influential meta-analyses.

The database search proceeded as follows:

Scopus: We used the search string “meta AND analysis OR estimat” and selected

several qualifiers: “Economics, Econometrics and Finance,” “Articles in journals,” “En-

glish language”, and limited the keywords to “Meta-analysis” OR “Meta Analysis”. Also,

we employed two further eligibility criteria: published in 2000 or later and studies that

have 100 cites or more. This yielded 164 studies.

WoS: We used the query “SU=Economics AND AK=“meta-analysis” OR AK=“meta”

OR AK=“meta analysis” OR AK=“Meta- analysis” OR AK=“Meta-Analysis” and ap-

plied the criteria on publication date and number of citations, which resulted in 57

studies from that source.1

Google Scholar: We used Harzing’s Publish or Perish, employing the keywords “meta-

analysis” and “economics,” and set the sample period between 2000 and 2023, selecting

500 entries. After clearing for “Economic, econometric and finance published journal

1A summary of the WoS search query can be found at
https://www.webofscience.com/wos/woscc/summary/5216412a-3195-4339-9976-3860847f306d-
6f0209be/relevance/1
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articles” and “English language,” 164 entries remained from that search. Meta-studies

without an abstract and duplicates were dropped, which yielded a total of 333 candidate

studies from the search queries.

In parallel, we conducted a simple voluntary expert survey in February 2023 to the

members of the MAER-net community. We sent the survey to 150 members, asking the

following questions:

• Do you think that there have been meta-studies that have overturned conventional

economic wisdom? [YES/NO]

• Which meta-studies were most influential in terms of overturning conventional

wisdom in economics? It would be especially helpful to us if you could also give

some evidence/reasons for your answer.

Within the scheduled time of two weeks, we received 45 answers (a response rate of 30%).

Of them, 29 (65.9%) answered YES to the first question, the remaining 16 answered NO.

Regarding the second question, the experts suggested 27 additional candidate studies.

Thus, in total our dataset comprises 360 meta-studies covering a broad range of research

fields that have the potential for providing results possibly challenging conventional

wisdom in their respective research field. Based on title and abstract screening, we

coded these studies with the following qualifiers:

• = 1 if the study is closely related to economics; 0 otherwise.

• = 1 if the study topic is of general interest (subjectively chosen); 0.5 for unsure

and 0 for not widely known.

• = 1 if the study empirically synthesizes primary studies; 0 otherwise.

Additionally, we broadly categorized them into “Agricultural/Ecological/Environmental,”

“Behavioral,” “Health,” “Labor,” “Management,” “Meta_Analytical,” “Macro” and

“Policy” to ensure that we captured a wide range of meta-studies.

For the next step, we continued with those studies that qualify in all three respects to

ensure that they entail an important effect size estimate related to a conventional wisdom
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in economics. This procedure left us with 72 meta-analyses that underwent in-depth

full-text screening to sample all information regarding relevant study characteristics and

variables. This comprised the narrative as well as the meta-analytical point of view

about the conventional wisdom.2

From the preliminary list of 72 studies, we excluded those that do not provide enough

information for comparing an unweighted average of the effect sizes included and a

measure of the underlying effect after correcting for publication bias or other biases. We

further discarded all those meta-analyses that only report partial correlation coefficients

(PCC ), as they do not lend themselves to an economic interpretation of effect sizes.

Our final sample consists of 24 meta-analyses, of which about 1/3 originated from the

expert survey and 2/3 were found through database search. We review and analyse these

studies in the following sections in terms of their impact on conventional wisdom in their

respective research area.

4 The growing relevance of meta-analysis in economics

In this section, we review the characteristics of the selected meta-studies and discuss

in more detail some examples of influential meta-studies in specific economic fields.

Figure 1 shows some overarching trends of the relevance of meta-analysis according to

our wider sample of 72 studies. Figure 1a gives multi-year averages of the number of

primary studies and observations included per meta-study according to their publication

year. Figure 1b provides the multi-year averages of the impact factors according to the

SCImago Journal Rank (SJR) and the Resurchify Impact Score (RIS).

Table 1 zooms in on the details of the 24 final studies, including their field and specific

research question, the number of studies and estimates they cover, the number of cita-

2See the supplementary material in the online appendix for information on the full set of studies and
the pre-selection of 72 studies.
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Figure 1: Multi-year averages of characteristics of 72 pre-selected meta-analyses
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Notes: The figure shows trends of the multi-year averages of the characteristics of the 72 pre-selected meta-studies.

1a: multi-year averages (based on publication year of the meta study) of the number of primary studies and

observations included per meta-study. 1b: multi-year averages of the impact factors of journals where meta-

analyses were published, according to the SCImago Journal Rank (SJR) and the Resurchify Impact Score (RIS).

Source: https://www.resurchify.com/ranking

tions they have attracted, as well as recent impact factors and rankings of the respective

journals in which they are published.

The following broad picture emerges: meta-analyses have covered many important

topics in economics, and they provide well-cited benchmark estimates for their respective

fields. While they were less popular in economics about 20 years ago, many of them

have been published in top-tier journals in recent years. With the strong turn towards

empirical evaluation in economics (Angrist and Pischke 2010; Angrist, Azoulay, et al.

2017; Paldam 2021) and the exploding number of available primary empirical studies,

the demand for quantitative summaries has increased. At the same time, the meta-

datasets have grown substantially over the years, pointing to the tremendous workload

required to produce high-quality meta-analyses.

Apart from this broad assessment, what can we learn from single meta-studies in spe-

cific fields? Our set of studies covers important topics like finance, economic growth and

development, public finance, education and inequality, international, labor, behavioral,
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Table 1: Relevance and characteristics of 24 selected meta-studies

Meta-Study Field Research Question Studies Estimates Cited RIS SJR
Abreu et al.
(2005)

growth / de-
velopment

convergence rate 48 619 158 4.8 1.8

Ashenfelter
et al. (1999)

education /
inequality

rate of return to schooling 27 96 825 2.4 1.5

Bandiera
et al. (2021)

gender gender-wise pay-incentive
effects

15 17 15 5.4

Bom and
Ligthart
(2014)

public finance
/ fiscal policy

private output elasticity of
public capital

68 578 186 4.8 1.8

Disdier and
Head (2008)

international elasticity of trade volume to
proximity

103 1467 1594 5.0 8.3

Doucouliagos
and Stanley
(2009)

labor employment elasticity to
minimum wage

64 1424 621 2.9 1.6

Doucouliagos,
Stanley, and
Giles (2012)

health value of a statistical life 37 39 50 3.5 2.1

Feld and
Heckemeyer
(2011)

international semi-elasticity of FDI to tax
changes

45 704 125 4.8 1.8

Fidrmuc and
Korhonen
(2006)

business cy-
cles

business cycle correlation of
CEECs

35 463 151 2.4 1.2

Gechert
(2015)

public finance
/ fiscal policy

fiscal multipliers 104 1069 295 1.2 0.6

Gechert et al.
(2022)

macro capital-labor substitution
elasticities

121 3186 36 1.6 2.5

Havránek
and Irsova
(2011)

international semi-elasticity of domestic
firms’ productivity to for-
eign presence

57 3626 240 3.7 3.6

Havránek
(2015)

behavioral elasticities of intertemporal
substitution in consump-
tion

169 2735 327 4.1 5.5

Havránek,
Irsova, et al.
(2022)

education /
inequality

elasticity of substitution be-
tween skilled and unskilled
labor

77 682 11 5.5 8.4

Imai et al.
(2021)

behavioral present-bias parameter in
hyperbolic discounting

28 220 63 3.5 5.1

Kaiser et al.
(2022)

finance treatment effect financial
education on knowledge
and behavior

68 677 208 7.8 10.4

Koetse et al.
(2008)

macro capital-energy substitution
elasticities

34 317 300 8.8 2.5

Labandeira et
al. (2017)

environment price elasticities of energy
demand

428 1976 434 7.4 2.1

Longhi et al.
(2005)

labor wage elasticity of native
workers to immigration

18 348 146 4.8 1.8

Melo et al.
(2009)

regional / ur-
ban

urban agglomeration elas-
ticities

34 729 260 2.5 1.1

Nijkamp and
Poot (2005)

labor wage elasticity to unem-
ployment

17 208 114 4.8 1.8

Reynaud and
Lanzanova
(2017)

environment value of lake ecosystem ser-
vices

133 699 112 6.0 1.8

Rose and
Stanley
(2005)

international effect of currency union on
trade

34 754 168 4.8 1.8

Vooren et al.
(2019)

labor ALMP effect on labor mar-
ket outcomes

57 645 118 4.8 1.8

Notes: The table presents characteristics of the final list of 24 meta-studies. Studies and Estimates give
the number of primary studies and single estimates collected in the meta analysis. Cited: number of
times the meta study was cited according to Google Scholar as of March 2023. SJR = SCImago Journal
Rank, RIS = Resurchify Impact Score as of the year 2021. Source: https://www.resurchify.com/ranking
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gender, environmental and regional/urban economics. In the following, we will briefly

summarize one example per field.

We start with labor economics, one of the most intensely researched fields in meta-

analysis. At least four of the 24 studies in our selection are related to labor markets.

Here, we focus on the effects of minimum wages. The elasticity of employment to changes

in minimum wages is a classic example where meta-analysis has contributed to overturn-

ing conventional wisdom. It is also the topic that first raised awareness about publication

bias in economics. Minimum wages were conventionally thought to reduce employment

of low-wage workers according to the neoclassical theory of the labour market and the

findings of influential empirical studies (e.g. Brown 1999). Card and Krueger (1994)

shook this consensus with a quasi-experimental study that found either no adverse em-

ployment effects from raising the minimum wages in one of two adjoining US states,

or even a positive employment effect. Card and Krueger (1995) also conducted a mod-

est meta-analysis of 19 effects and attributed the exaggerated minimum wage effect to

publication bias. Their work laid the basis for a dramatic overhaul of labor market the-

ories and policy prescriptions. Another well-cited meta-analysis in this field, much more

comprehensive and rigorous, is carried out by Doucouliagos and Stanley (2009). Both

studies agree that there is severe publication bias in the literature, strongly overstat-

ing the negative employment effects of minimum wage hikes. Doucouliagos and Stanley

(2009) also show that, after correction, no adverse employment effect remains. Since

these meta-analyses, policy makers have become less skeptical about raising minimum

wages.

Related to labor economics is the question of gender differences in the workplace.

Bandiera et al. (2021) provide an excellent example of a very recent meta-analysis,

published in the new and policy-oriented outlet American Economic Review: Insights.

Bandiera et al. (2021) ask whether women indeed respond less to performance pay than

men, a common assumption informed by studies on gender-specific risk aversion and
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self-confidence. Bandiera et al. (2021) hypothesize this effect is largely driven by self-

selection of women (men) into less (more) competitive environments. Thus, they narrow

their choice of primary studies to lab and field experiments that rule out or control for

self-selection and provide at least two distinct treatments, one of which provides clearly

higher-powered incentives. Their dataset contains 17 such high-quality experiments. In

line with the methods proposed by Stanley, Doucouliagos, and Ioannidis (2017) and Fu-

rukawa (2019), selecting only high-quality studies can be another promising approach

to correct for publication bias. Indeed, Bandiera et al. (2021) do not apply established

econometric techniques of detecting publication bias and an underlying effect. Never-

theless, in their study set, they find on average that women perform better than men

(even though the effect is not statistically significant) in performance-pay settings when

self-selection is ruled out. This clearly contradicts the conventional wisdom of earlier

studies, nuances the results, and establishes new standards to identify gender-specific

treatment effects.

Studying responses to performance pay is also related to behavioral economics, another

field where meta-analysts have made important contributions that have challenged styl-

ized facts. A recent and excellent example is Imai et al. (2021), who consider 28 published

articles with 220 estimates about present bias. Present bias means that peoples’ implicit

discount factors are larger for near-term comparisons than for decisions farther in the

future (Laibson 1997). A typical effect of this psychological phenomenon would be pro-

crastination in financial decisions. Present bias is allegedly often detected in experiments

and has become a standard assumption in behavioral economics. Imai et al. (2021) show

that the simple average from their primary studies indeed points to present bias, with

an average of the parameter β = 0.96, statistically-significantly different from β = 1, the

null hypothesis of no present bias. Note that the setting differs from typical hypothesis

testing against a zero effect. When the null hypothesis is β = 1 and the expected alter-

native is β < 1, publication selection that discards statistically insignificant results and
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those with β > 1 would likely lead to a downward-biased average estimate of β. Indeed,

this is what Imai et al. (2021) detect in their dataset. Considering various tests, they

report a moderate publication bias and find the corrected mean, averaged over various

tests in their full sample, to be actually 0.99, which is not statistically-significantly dif-

ferent from 1. Thus, present bias may be an overrated phenomenon, less prevalent than

previously thought.

As pointed out, present bias has strong implications for finance, a field for which

there is another recent representative meta-analysis, the one by Kaiser et al. (2022).

This meta-study looks at the impact of financial education on financial knowledge and

downstream behaviors. Kaiser et al. (2022) take into account 68 primary studies, which

provide almost 700 observations on the impact of financial education. For the sake of

homogeneity, we focus here on their findings about the impact on financial knowledge, as

typically measured by standardized improvements in test scores. For this subset, Kaiser

et al. (2022) establish that the publication probability of statistically insignificant results

is low, pointing to inflationary publication bias. The simple average of treatment effects

from financial education is 0.19 in their sample of primary studies, a bit lower than the

well-known study by Bruhn et al. (2016) reports. Correcting for publication bias further

reduces the underlying effect to 0.13. Thus, one might conclude from the evidence in

Kaiser et al. (2022) that the effects of financial education may have been overstated in

the past.

Ever since environmental issues and climate change have become mega topics, they

have attracted a tremendous amount of empirical work. Meta-analysis can provide wel-

come summaries about important relations in ecological and environmental economics

to experts and policy makers alike. A classic question in this field is the price elasticity

of energy demand, which is central to the steering effects of energy taxes and emission

certificates. Labandeira et al. (2017) accumulates the evidence of more than 400 studies

that provide nearly 2,000 estimates of energy price changes in transport, heating, and
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electricity use. We focus here on the long-term elasticity, which provides a more compre-

hensive measure of steering effects. An early and influential survey by Dahl and Sterner

(1991), finds an average long-term elasticity of -0.8 for gasoline demand. In contrast,

the systematic meta-dataset in Labandeira et al. (2017) calculates a simple average of

-0.52. Unfortunately, Labandeira et al. (2017) do not study the impact of publication

bias or employ any other correction methods to arrive at a best practice estimate.

We now turn to international economics, another widely covered field in meta-analysis.

Four out of the 24 studies in our final selection contribute to this field, including the

most-cited meta-analysis in our selection (Disdier and Head 2008). This study addresses

the question of how geographical distance affects bilateral trade flows. Their aim is to

identify a “typical distance effect” and factors of heterogeneity. They do so by collecting

almost 1,500 estimates from more than 100 primary studies. The distance effect is usually

estimated as θ, “the negative of the elasticity of bilateral trade with respect to distance”

(Disdier and Head 2008, p.39), in a gravity equation. The simple average estimate

from their study, about 0.9, is on the lower end of the range of estimates according to

conventional literature surveys. However, it still confirms the typical “puzzle” in the

literature that distance is much more influential on trade flows than would be expected

from mere transport costs alone. Disdier and Head (2008) also address publication bias,

using a simple OLS regression of θ estimates on their standard errors. They only find a

weakly positive correlation, where publication bias is actually statistically insignificant.

The bias-corrected estimate is therefore close to the simple average, around 0.8. That

is, the puzzling distance effects on trade are slightly weakened, though still existent,

according to this meta-analysis. Disdier and Head (2008) surmise that the impact of

publication bias might be weaker in this literature since distance is often not the main

variable of interest but a mere control variable in gravity models. It is also not a direct

policy concern as, for example, the effects of minimum wages on employment.
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The effect of distance on trade is somewhat related to agglomeration effects, a central

topic in regional and urban economics. The study by Melo et al. (2009) asks whether the

literature on agglomeration finds a genuine effect on productivity and which factors may

explain differences in outcomes. They exploit more than 700 elasticity estimates from 34

primary studies and find that the effects vary a lot with country-specifics and industrial

coverage, among other factors. The simple average of all elasticity estimates is around

0.06, similar to the central finding of the seminal study by Ciccone and Hall (1996).

However, Melo et al. (2009) detect asymmetric publication bias in favor of more positive

effects. The bias-corrected estimate falls to around 0.04, not overthrowing but clearly

reducing the productivity benefits of dense agglomerations from a suspected strong effect

to a more moderate effect.

Agglomeration effects may be supported or hampered by public infrastructure and

other public capital. There are also several meta-analyses in the realm of public finances

and fiscal policies. The most cited one in our selection, by Bom and Ligthart (2014),

focuses on the productivity of public capital. It collects 68 studies with almost 600

estimates of the output elasticity of public capital. The simple mean of the elasticity

according to the meta-analysis is about 0.19, only about half of the large estimates found

in the seminal article by Aschauer (1989). Moreover, Bom and Ligthart (2014) detect

positive publication bias in the literature, and arrive at a best publication bias corrected

estimate of 0.11. Nevertheless, this is a sizeable and statistically significant average effect

of public capital on output, which leads the authors to conclude that public capital is in

short supply in OECD countries and could be extended to the benefit of societal welfare.

Public capital and institutions may be one of the driving forces of economic growth

and development of countries. The study by Abreu et al. (2005) provides an excellent

example of an early meta-analysis in economics that covers a highly relevant topic,

the “legendary” measure of β = 2% rate of conditional convergence between income

levels of poor and rich countries. This value of 2%, which was established for several
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conditions and samples by, among others, Sala-i-Martin (1996), has been a major stylized

fact in the growth literature for many years. It posed a puzzling case to the baseline

neoclassical growth model of Solow, Swan and Ramsey, which would predict a much

faster catching-up of poor countries through capital accumulation. Abreu et al. (2005)

collect about 600 estimates from the empirical literature on β-convergence. They show

that the dispersion of estimates is indeed wide, questioning the confidence in a single

measure of 2% as a “natural constant.” Moreover, Abreu et al. (2005) find a systematic

relation to unobserved heterogeneity in technology levels that, if taken into account,

raises the value of β. At the same time, they detect statistically significant publication

bias that inflates the average of reported estimates. They conclude with a corrected

average convergence rate of 2.9%, which is, however, subject to strong heterogeneity.

This finding points to the necessity to take into account country-specific or region-

specific circumstances and institutions that cannot be captured by a universal growth

model.

A more fundamental parameter that is related to growth and development, as well

as other topics in macroeconomics in general, is the elasticity of substitution between

capital and labor (σ) in production functions, which has been studied by Gechert et al.

(2022). The size of the elasticity has important implications for growth and business cy-

cle models, the effectiveness of monetary and tax policies, or the functional distribution

of incomes. In many macroeconomic models, the elasticity is conveniently assumed to be

equal to σ = 1 (the Cobb-Douglas case). More flexible CES approaches tend to assume

a value of 0.5. Gechert et al. (2022) collect more than 3,000 estimates from 121 studies.

They show that indeed a simple mean of all estimates is close to the Cobb-Douglas case

with σ̂ = 0.9. However, publication bias is prevalent in this literature, where negative

values are implausible and an attractor for large positive estimates exists. Correcting for

this bias and following some best practices from the literature leads to a consensus esti-

mate of σ = 0.3, strongly rejecting the conventional Cobb-Douglas assumption. Under
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these conditions, labor and capital are gross complements. Thus, wage rises in relation

to the costs of capital may not lead to a strong replacement of labor by capital. Con-

sequently, alternative explanations have to be found for the secular decline in the labor

share. If the elasticity of substitution is far below one, the fall in the labor share cannot

easily be explained by capital deepening in a neoclassical growth model, as in Piketty

and Zucman (2014). Directed technical change or an increase in market concentration

are alternative explanations that do not hinge on high values of σ.

If capital-labor substitution is a fundamental parameter in macroeconomics, so is the

elasticity of substitution between skilled and unskilled labor, a key concept not only in

macroeconomics but also in education and inequality economics. The recently published

meta-analysis by Havránek, Irsova, et al. (2022) considers this relation, which is often

assumed to be 1.5 in model parameterization. This would imply that skilled and unskilled

workers are gross substitutes, though not too strongly. For reasons of identification, most

primary studies actually estimate the negative inverse of the elasticity, which, under

the conventional assumptions, would amount to -2/3. As an important new feature,

Havránek, Irsova, et al. (2022) take into account both publication bias, which would

typically lead to inflated estimates of the inverse elasticity (i.e., a downward biased

elasticity), and attenuation bias, which would draw the inverse elasticity towards zero

(i.e., an upward biased elasticity). Their central finding is that publication bias trumps

attenuation bias, and that an unbiased average estimate of the negative inverse should

rather be around -1/4, i.e., a strong substitution elasticity of close to 4. This implies

that skill-biased technical change has a strong effect on the relative demand for skilled

labor and the skill premium, stronger than was previously held.

5 Quantifying relative research revision by meta-analysis

Many of the aforementioned examples, even though they consider very different research

questions, seem to share a common pattern: the parameter of interest, after a thorough
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and comprehensive collection of empirical evidence, and after accounting for publication

selection bias as well as influential control variables, is often smaller in absolute terms

than the common wisdom as derived from an influential primary study, a classic literature

review, mere conventions, or when considering simply the unweighted average from the

meta-sample. Such a pattern has already been documented in the meta-meta-analyses

of Ioannidis et al. (2017) and Doucouliagos, Paldam, et al. (2018), who show that effect

sizes systematically appear inflated in several literatures if publication bias is prevalent.

We assess this pattern more systematically for our selection of 24 meta-studies. Table 2

compares the corrected mean from the meta-analysis with (i) a narrative reference study,

(ii) the answer from an artificial intelligence (AI), and (iii) the unweighted simple mean

from the meta-analysis.

(i) For each of the meta-studies, we searched for a conventional wisdom point estimate

from a narrative reference study. This seminal paper can be a recent conventional

literature survey or a highly cited and well-published primary study that set the tone

for follow-up primary studies in the respective literature. Importantly, the narrative

study needs to provide a preferred estimate of the parameter of interest. The reference

study is cited in column (2), and its qualitative as well as quantitative assessment are

given in columns (3) and (4) of Table Table 2.

(ii) Alternatively, we also asked an AI, specifically the large language model (LLM)

GPT-43, for a best possible point estimate of the parameters of interest in our 24 meta-

studies. The generic question to the AI for each of the 24 fields reads as follows:

Please provide an estimate of the effect of [research question of the meta-

analysis] based on all relevant literature up to year [publication date of the

meta-analysis]. That is, the estimate should reflect the state of knowledge

prior to the publication of the meta-analysis [title of the meta-analysis] on
3GPT-4 has the advantage that it is well-established and has access to an up-to-date database. While it

is not open-access, it proved more powerful in providing a quantitative assessment than open-access
alternatives like ChatGPT or the Bing LLM.
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Table 2: Conventional wisdom and results from the 24 selected meta-analyses

Seminal Study Conventional Wisdom (CW) GPT4 Meta-Finding
Meta-Study (1) Reference (2) Qualitative (3)

Quant
(4) AI
CW

(5) Sim-
ple Mean

(6) Cor-
rect. Mean

(7) Pub
Bias

Abreu et al.
(2005)

Sala-i-Martin
(1996)

+: poor countries catch
up

2.00 2.00 4.30 0.30 yes

Ashenfelter et
al. (1999)

Psacharopoulos
(1994)

+: school years increase
earnings

0.09 0.09 0.07 0.07 yes

Bandiera et al.
(2021)

Gneezy et al.
(2003)

−: women respond less to
performance pay

-0.28 [n/a] 0.08 0.07 [n/a]

Bom and
Ligthart
(2014)

Aschauer
(1989)

+: public capital en-
hances productivity

0.39 0.18 0.19 0.11 yes

Disdier and
Head (2008)

Anderson and
Newell (2003)

+: bilateral trade in-
creases with proximity

1.30 0.95 0.91 0.80 no

Doucouliagos
and Stanley
(2009)

Brown (1999) −: higher minimum wage
reduces employment

-0.08 -0.10 -0.19 0.04 yes

Doucouliagos,
Stanley, and
Giles (2012)

OECD (2012) +: large benefits from
improving health/safety

3.90 6.00 9.50 1.66 yes

Feld and Heck-
emeyer (2011)

Bénassy-Quéré
et al. (2005)

−: higher tax rates re-
duce FDI

4.79 2.50 3.35 1.74 yes

Fidrmuc and
Korhonen
(2006)

Artis and
Zhang (1997)

+: synchronous busi-
ness cycles of CEECs and
Euro Area

0.60 0.60 0.15 0.16 no

Gechert (2015) Ramey (2019) +: tax cuts strongly in-
crease GDP

2.50 0.65 0.54 0.61 no

Gechert et al.
(2022)

Knoblach and
Stöckl (2020)

+: close to unity (Cobb-
Douglas)

0.75 0.95 0.90 0.30 yes

Havránek and
Irsova (2011)

Javorcik
(2004)

+: spillovers from foreign
affiliates to local firms

0.38 0.75 0.88 0.18 yes

Havránek
(2015)

Hall (1988) +: higher r shifts con-
sumption to future

0.50 0.35 0.50 0.07 yes

Havránek,
Irsova, et al.
(2022)

Cantore et al.
(2017)

− (inverse): |ε|<1
(skilled and unskilled
labor gross substitutes)

-0.67 -0.57 -0.56 -0.27 yes

Imai et al.
(2021)

Augenblick et
al. (2015)

1-β>0: people are
present-biased

0.07 0.20 0.04 0.01 yes

Kaiser et al.
(2022)

Bruhn et al.
(2016)

+: benefits of greater fi-
nancial knowledge

0.23 0.20 0.19 0.13 yes

Koetse et al.
(2008)

Berndt and
Wood (1979)

+/−: C-E complements
or substitutes

0.43 0.50 0.47 0.46 [n/a]

Labandeira et
al. (2017)

Dahl and
Sterner (1991)

−, |ε|<1: gasoline nor-
mal inelastic good, sub-
stantial long-run ε

-0.80 -0.70 -0.53 -0.53 [n/a]

Longhi et al.
(2005)

Card (2001) −: higher labor supply
reduces wages

-0.15 -0.15 -0.12 -0.04 no

Melo et al.
(2009)

Ciccone and
Hall (1996)

+: agglomeration en-
hances productivity

0.06 0.04 0.06 0.04 yes

Nijkamp and
Poot (2005)

Blanchflower
and Oswald
(2003)

−: wage curve
downward-sloping

-0.10 -0.10 -0.12 -0.08 yes

Reynaud and
Lanzanova
(2017)

Egan et al.
(2009)

+: ecosystem services in-
crease valuation of lakes

153 [n/a] 315 153 yes

Rose and Stan-
ley (2005)

Rose (2000) +: currency unions in-
crease trade

1.20 1.15 0.86 0.39 yes

Vooren et al.
(2019)

Heckman et al.
(1999)

+: ALMP improve labor
market outcomes (long
run)

0.03 0.10 0.02 0.004 yes

Notes: The table compares the findings of the 24 selected meta-analyses with those from a reference
study in the respective field and the conventional wisdom estimate from GPT-4.



the same topic. The estimate should take into account all available scientific

studies, not just one prominent study. At the same time, the estimate should

rigorously summarize the conventional wisdom in the literature in year [pub-

lication date of the meta-analysis]. Answer like an economist and expert in

this field. Provide the best possible point estimate of the effect together with

the corresponding 95% confidence intervals.

The answer regarding the point estimate given by the AI is documented in column

(5). Note that the AI sometimes only provides a range of estimates, of which we take

the simple average. In two cases, the AI did not respond with a quantitative assessment.

Nevertheless, in most cases, the AI gave an informative and deliberative answer, includ-

ing a point estimate and a confidence interval. The full answers are provided in the

supplementary material. On average, the AI’s point estimate is quite close to the results

from our own selection of seminal conventional studies (which was done beforehand on

a different laptop).

(iii) Our third comparison (in column 6) is the simple unweighted mean of estimates

included in the meta-analysis, which is usually given in the descriptive statistics of the

meta-study. Such an unweighted average of a broad set of primary studies does not

account for any corrections for publication bias or best practices. One might expect

this measure to differ substantially from the estimate of the narrative reference study.

While this is partly the case for individual research questions, on average, the figures do

not differ too much. This might point to the performative power of seminal studies in

setting an established reference value for the parameter of interest.

The three reference values can be compared to the corrected mean from the meta-

study as documented in column (7). Usually, this corrected mean refers to an estimate

from the meta-study after correcting for publication bias and/or defining a best practice

estimate. Meta-analyses have applied various approaches to such corrections in the

past, and only recently, has the field converged to established guidelines and standard
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test procedures (Stanley, Doucouliagos, Giles, et al. 2013; Havránek, Stanley, et al. 2020;

Irsova et al. 2023). Thus, there is no single coherent way for extracting the corrected

mean from the respective meta-analysis. Primarily, we referred to a preferred estimate

from the meta-study and we document our choice in the supplementary material if more

than one such candidate estimate is available in the meta-study.

It turns out that quite often the corrected mean from the meta-analysis is substantially

closer to zero (or to the null hypothesis) than all of the three comparison measures. Very

often, this lower value is driven by some sort of publication bias: 17 of the 24 studies

detect a statistically significant publication bias (column 8).

In order to compare and quantify this pattern across studies, we set up Relative

Research Revision (R3) indices for our three comparison metrics. The R3 is calculated

as follows:

R3j
i = MCMi − CW j

i

CW j
i

(1)

where MCMi is the meta corrected mean from field i, and CW j
i is the conventional

wisdom according to comparison metric j (from the narrative study, the AI, or the

simple mean of the meta-study). The R3 index has the following useful properties: it

gives the percentage change of the absolute value of the conventional wisdom effect size

due to the meta-analysis. The percentage change is positive in cases when MCMi and

CW j
i have the same sign and MCMi exceeds the CW j

i in absolute value (an upward

revision). It is negative and between 0% and -100%, when MCMi is closer to zero

than CW j
i (a downward revision). It exceeds -100% in cases of a sign reversal of the

conventional wisdom.4

4Note that the R3 index can be transformed into the research inflation (RI) index of Ioannidis et al.
(2017), which is defined as RI = CW

MCM
− 1 and thus corresponds to RI = −R3

1+R3 . The R3 index is
more useful in our case as it signals downward revisions towards zero and reversals with the same
negative sign and monotonously increasing magnitude, while upward revisions receive a positive sign.
For the RI index, upward revisions and reversals would have the same sign, which would render the
average of the index ambiguous.
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Table 3: Relative Research Revision (R3) indices
Meta-Study R3 Seminal R3 AI R3 Meta
Abreu et al. (2005) -85% -85% -93%
Ashenfelter et al. (1999) -24% -24% -7%
Bandiera et al. (2021) -124% [n/a] -18%
Bom and Ligthart (2014) -73% -39% -44%
Disdier and Head (2008) -38% -16% -12%
Doucouliagos and Stanley (2009) -155% -141% -122%
Doucouliagos, Stanley, and Giles (2012) -57% -72% -83%
Feld and Heckemeyer (2011) -64% -31% -48%
Fidrmuc and Korhonen (2006) -73% -73% 6%
Gechert (2015) -75% -6% 13%
Gechert et al. (2022) -60% -68% -67%
Havránek and Irsova (2011) -53% -76% -80%
Havránek (2015) -85% -79% -85%
Havránek, Irsova, et al. (2022) -60% -53% -51%
Imai et al. (2021) -83% -94% -72%
Kaiser et al. (2022) -43% -36% -32%
Koetse et al. (2008) 7% -8% -2%
Labandeira et al. (2017) -34% -25% 0%
Longhi et al. (2005) -72% -72% -64%
Melo et al. (2009) -35% 11% -33%
Nijkamp and Poot (2005) -23% -23% -35%
Reynaud and Lanzanova (2017) 0% [n/a] -51%
Rose and Stanley (2005) -68% -67% -55%
Vooren et al. (2019) -87% -96% -80%
Median -62% -60% -50%
Mean -61% -53% -46%
Notes: The table presents the calculations of the three relative research
revision (R3) indices for the 24 final meta-analyses according to the in-
formation in Table 2.
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The results for the R3 indices are given in Table 3. For 11 of the 24 studies, the

downward revision is -50% or more extreme, consistently among all three R3 indices. In

17 cases, at least one of the R3 measures indicates such a strong downward revision. In

two instances, the corrected effect size even switches sign. While the three R3 indices

differ for each single case, considering their means and medians shows that they are

astonishingly similar, falling within a close range from about -45 to -60%. Note that this

pattern does not differ much between studies that entered through the expert survey

and those from the database search. That is, the average corrected mean from a meta-

study in our sample reduces the conventional-wisdom effect size by about half. This

is a confirmation of Paldam’s rule of thumb that the various incentives for publication

selection inflate the average estimate typically by a factor of 2 (Ioannidis et al. 2017;

Paldam 2022). It also resonates with Camerer, Dreber, Holzmeister, et al. (2018) who

show that highly-powered replication studies of experiments in social sciences report, on

average, only half of the effect size of the original study.

6 Conclusion

In a survey of meta-analyses in the spirit of Ioannidis et al. (2017), Doucouliagos and

Stanley (2013), Doucouliagos, Paldam, et al. (2018), and Gechert (2022), we have found

that many meta-analyses overturned conventional wisdom in their specific fields by ex-

ploiting comprehensive datasets of empirical estimates and by detecting publication bias.

On average, estimates shrink by about half in absolute terms when comparing the un-

weighted average and the mean beyond publication bias, confirming “Paldam’s rule”

(Ioannidis et al. 2017; Paldam 2022). This finding also resonates with Camerer, Dreber,

Holzmeister, et al. (2018), who show that highly-powered replication studies of experi-

ments in social sciences report, on average, only half the effect size of the original study.

Our analysis lends support to the potential of meta-analysis to bring forward improve-

ments regarding a more robust calibration of model-parameters, as well as the economic
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effect sizes of policy interventions. This could lead both to more accurate policy recom-

mendations and to rethinking theoretical channels of impact.

Future research might decompose the contributions of different motives of publication

bias, stemming from theory conformism, or a search/preference for statistically signifi-

cant results. Moreover, the use of AI in meta-analysis surely has more potential to be

exploited in the future. As more data points become available, it might also be inter-

esting to evaluate whether the results of meta-analyses influence the range of empirical

estimates that are published afterwards, and as such have a transforming impact on

the prevalence of publication bias. Finally, meta-analysts themselves might establish

pre-analysis standards in order to make the process of meta-data collection and analysis

more transparent and replicable.
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