~ A Service of
’. b Leibniz-Informationszentrum

.j B I l I Wirtschaft
) o o o Leibniz Information Centre
Make Your PUbllCCltlonS VZSlble. h for Economics ' '

Lehmann, Timo; HuBmann, Jakob

Article
Travel time model for multi-deep automated storage and
retrieval system with a homogeneous allocation structure

Logistics Research

Provided in Cooperation with:
Bundesvereinigung Logistik (BVL) e.V., Bremen

Suggested Citation: Lehmann, Timo; HuBmann, Jakob (2021) : Travel time model for multi-deep
automated storage and retrieval system with a homogeneous allocation structure, Logistics
Research, ISSN 1865-0368, Bundesvereinigung Logistik (BVL), Bremen, Vol. 14, Iss. 1, pp. 1-15,
https://doi.org/10.23773/2021_5

This Version is available at:
https://hdl.handle.net/10419/297191

Standard-Nutzungsbedingungen: Terms of use:

Die Dokumente auf EconStor durfen zu eigenen wissenschaftlichen Documents in EconStor may be saved and copied for your personal
Zwecken und zum Privatgebrauch gespeichert und kopiert werden. and scholarly purposes.

Sie durfen die Dokumente nicht fiir 6ffentliche oder kommerzielle You are not to copy documents for public or commercial purposes, to
Zwecke vervielféltigen, 6ffentlich ausstellen, 6ffentlich zugénglich exhibit the documents publicly, to make them publicly available on the
machen, vertreiben oder anderweitig nutzen. internet, or to distribute or otherwise use the documents in public.
Sofern die Verfasser die Dokumente unter Open-Content-Lizenzen If the documents have been made available under an Open Content
(insbesondere CC-Lizenzen) zur Verfiigung gestellt haben sollten, Licence (especially Creative Commons Licences), you may exercise
gelten abweichend von diesen Nutzungsbedingungen die in der dort further usage rights as specified in the indicated licence.

genannten Lizenz gewahrten Nutzungsrechte.

.: BY https://creativecommons.org/licenses/by/4.0/
Mitglied der
WWW.ECOMSTOR.EU K@M 3
. J . Leibniz-Gemeinschaft


https://www.econstor.eu/
https://www.zbw.eu/
http://www.zbw.eu/
https://doi.org/10.23773/2021_5%0A
https://hdl.handle.net/10419/297191
https://creativecommons.org/licenses/by/4.0/
https://www.econstor.eu/
https://www.leibniz-gemeinschaft.de/

Logistics Research (2021) 14:5
DOI 10.23773/2021 5

BVL'

Travel time model for multi-deep automated storage
and retrieval system with a homogeneous allocation structure

Timo Lehmann - Jakob HuBmann

Received: 5 December 2020 / Accepted: 29 September 2021 / Published online: 15 October 2021
© The Author(s) 2021 This article is published with Open Access at www.bvl.de/lore

ABSTRACT

This paper presents a travel time model for multi-deep
AS/RS, which determines the average travel times
during a single command storage or retrieval and
a dual command cycle. The model can determine
the relocation probability, the number of expected
relocations and the travel times in storage channels
itself exactly dependingon the stock filling level. The
travel time model assumes random storage policies.
Travel time determination is trivial for single-deep
AS/RS, because no relocation necessity applies and
it gets more complicated with an increasing depth of
the storage racks. The deeper goods can be stored,
the more goods can potentially be stored in front
of each other in one storage channel. This leads to
relocation operations of blocking goods and causes
higher total travel times. The higher the stock filling
level, the higher is the relocation probability and the
number of necessary relocations. The calculation of
relocation probabilities in this work is based on a
homogeneousstorage good allocation structure which
leads to a symmetric allocation of storage goods and
enables an easy modelling of travel times. This paper
presents a travel time model with a continuousstorage
rack approximation of a multi-deep AS/RS in closed-
form expression. Furthermore, the storage channel
allocation probabilities are mathematically proven.
The relocation probability for storage operations and
retrieval operations are the same. Finally, the derived
travel time models and relocation probabilities are
verified by simulation.

KEYWORDS: travel time models - multi-deep -
n-deep - k-deep - automatic storage and retrieval
systems - analytic modelling - automated warehouses
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1. INTRODUCTION

Automatic storage and retrieval systems (AS/RS)
are state of the art since the 1960s and are further
developed ever since. To determine the performance
of storage and retrieval systems of all sorts, it is
necessary to determine travel times of single and dual
command cycles. Starting with Gudehus [1], travel
time models for AS/RS were introduced and further
developed regarding the number of aisles, the number
of storage and retrieval (S/R) machines, different I/O-
points, dwell points and double-deep racks.

Double-deep AS/RS have the advantage, that more
storage goods can be stored in the same area compared
to a single-deep AS/RS. This advantage was used
in the last years by AS/RS manufacturers, which
developed systems that are triple- or even quadruple-
deep. The improved usage of space causes the need of
relocations when a storage good is blocked by other
storage goods, which leads to higher travel times. In
triple- or quadruple-deep AS/RS, relocations of up to
two or three blocking storage goods may be necessary.
In the future AS/RS with even larger depth seem to
be realistic. Currently, the academic research of travel
time models lags behind these innovations of AS/RS
manufacturers and does not fully cover the relevance
of relocations.

In recent years, several variations of such multi-deep
AS/RS were introduced, such as the vehicle AS/RS [2],
flow-rack AS/RS [3] or compact AS/RS with powered
or gravity conveyors inside the rack itself [4]. These
variations have a different functionality compared to
the most basic version of an AS/RS, which has one
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S/R machine in each aisle, which cannot leave this
aisle and which can transport only one storage unit at
a time [2]; therefore also the travel times are different.
Nevertheless, some aspects can be compared such as
the storage good allocation structure and the relocation
probabilities.

The academic research of travel time models for
multi-deep AS/RS can be improved in three aspects:
Firstly, many travel time models avoid the necessity of
relocations through either a limitation to batches [5], a
nonregarding of relocations [6] or automatic relocation
in the racks itself [7]. Secondly, it is assumed, that the
AS/RS operates always with a very high stock filling
level, so that in a case of relocation, the maximal
number of relocations has to be performed [8][9].
Thirdly, random storage and relocation strategies
are assumed but not consistently implemented. For
example, empty storage channels are excluded at high
stock filling levels [3], although it has been shown
that these exist even at high stock filling levels, when
random storage and relocation strategies are applied
[10].

This paper introduces a new storage channel
allocation — inspired by Lippolt [10] — which enables
the calculation of travel times in multi-deep AS/
RS depending on the rack depth, the stock filling
level and a possibility of exact determination of
relocations probabilities with a continuous storage
rack approximation. All storage operations choose
a random storage location and retrieval operations
choose randomly from all stored goods. Possible
relocations are executed in a way which preserves
the current AS/RS allocation structure except for
the affected storage location. This is achieved using
predetermined relocation operations and ensures the
homoge neous storage channel allocation, which
allows an exact calculation of relocation probabilities.
It is called homogeneous by Lippolt [10], since every
storage location in the AS/RS has the same probability
of being occupied or free. The pure moving times
of S/R-machines to the storage location or during
relocations are already known [11], therefore this
paper focuses on relocation probabilities, number of
expected relocations and movement times within the
storage channels.

This paper is structured as follows. In chapter 2,
a short literature review points out the necessity of
further academic research in the topic of travel time
models for multi-deep AS/RS and presents related
work. Chapter 3 shows the basics of travel time
calculations and explains the underlying assumptions
and strategies on which this paper is based. Chapter 4
covers the work done by Lippolt [10] for double-deep
AS/RS, revisiting and extending it to all necessary
components for the travel time model presented in
this paper. The travel time model for multi-deep AS/
RS is introduced in chapter 5. This is followed by a
discussion in chapter 6 about the developed model and
strategies compared with state of the art models and

strategies for double- and multi-deep AS/RS. Finally,
the proposed travel time model is compared with a
simulation for verification in chapter 7.

2. LITERATURE REVIEW

This paper focuses on the exact determination
of expected travel times and therefore relocation
probabilities and expected number of relocations
during storage or retrieval operations. This is done via
mathematical and analytical models. An alternative
approach is to estimate travel times using simulations,
which has been evaluated in the past for double-deep
and multi-deep AS/RS [12] [13]. Fan et al. state that
“multi-deep AS/RS has numerous variables as well
as complex causations” and therefore the, “simulation
method should be the preferred method” [13]. However,
simulation models have to be performed for all possible
AS/RS layout options. In practice, a simulation has
to be implemented for every new AS/RS; therefore,
analytical models are more universally applicable.
This literature review focuses on different AS/RS
variations such as vehicle AS/RS, flow-rack AS/RS,
push-back AS/RS or conveyor based AS/RS [14]. All
of these consider mutli-deep storage and, depending on
the AS/RS design, the necessity of relocations. Hence,
the methods to calculate relocation probabilities for
one type of AS/RS may then be transferred to other
AS/RS types.

The basis of analytical travel time models was laid
by Gudehus [1] and later Bozer and White [11][15],
who outlined the travel times for single-deep AS/RS
serving one rack and a random storage and retrieval
strategy. They use a continuous pick face to determine
the expected average travel time for a storage or
retrieval operation in closed-form expressions (see
Chapter 3). The next step was the extension of this
basic model to double-deep AS/RS by Lippolt [10], who
provided an exact relocation probability depending on
the stock filling level z, assuming the same strategies.
This means, that the relocation probability is only
depending on the number of stored goods compared
to the total capacity of the AS/RS, which is possible
since the random storage and retrieval operations lead
to a dynamically stable storage channel allocation with
empty, half full and full channels. Lerher et al. [16]
deviate from the random storage strategy and introduce
a travel time model for double-deep AS/RS assuming,
that the first storage lane is filled completely before the
second storage lane gets used at all. The same principle
is applied to the travel time calculation of double-deep
shuttle-based AS/RS [17]. This assumption leads to
mild deviations between simulations and analytical
models, because there can be situations in which the
second storage lane is occupied and other storage
channels are empty.

For multi-deep AS/RS, there are two categories of
related literature available. The first category deals
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with relatively simple assumptions, which eliminate
the relocation necessity or ensure a constant number
of necessary relocations independently from the stock
filling level. The most basic works available do not
regard relocations [6][18], or assume that these are not
necessary at all due to batching of storage goods [5].
Furthermore, several authors assume an AS/RS, which
is completely filled and therefore, whenever a storage
good is blocked the maximal number of relocations
is required. This way, the calculation of the number
of relocations only depends on the location of the
affected storage good in the storage channel[8][9].
Starting with de Koster et al. [4], a new type of AS/
RS was introduced which completes the necessary
relocations within the rack itself. Therefore, this
approach needs different methods to calculate the
relocation probabilities, which are not useful for this
paper. However, this assumption is widely used as in
e.g. [7][19][20].

All papers mentioned in the first category calculate
the travel times independently from the stock filling
level z, in contrast to the papers of the second category
which include the dependency from z. Sari et al. [3]
introduce an AS/RS where one S/R machine fills
the racks and another S/R machine retrieves storage
goods from the other side of the rack. Relocations are
realized via a separate conveyor belt. Based on the
stock filling level, Sari et al. determine the relocation
probability, however Sari et al. [3] also assume a
minimal variance of storage channel fillings, which
leads to a different relocation probability for double-
deep AS/RS compared to the analytically derived
results of Lippolt et al. [10]. Comparing simulations
with analytical models, the same deviations appear as
described for [16] and [17]. However, this approach
has been used in the last decade by several authors,
for example Ghomri et al. [21]. Eder [22] determines
the relocation probability depending on the stock
filling level and tries to determine the relocation
probability based on an equally distributed storage
channel allocation, as used in this paper. This means,
that every storage location has the same probability
to be occupied. However, this assumption is contrary
to the random storage and retrieval strategy used by
Eder [22][23], which is shown in [10] for a double-deep
AS/RS. The different assumptions and consistencies
in application of assumptions lead to different models
for the calculation of relocations as shown in chapter
6. This paper presents a storage and retrieval strategy,
with which the equally distributed storage channel
allocation is achievable.

The academic research in the second category
has in common, that the relocation probabilities are
determined relative to the stock filling level. So far, the
assumptions made in these papers are not consequently
implemented, which leaves logical inconsistencies,
thus differences between simulation and analytical
model. This paper resolves the problem by deriving
a travel time model relative to the stock filling

level, using the equally distributed storage channel
allocation consequently, also used by Eder [22][23].
Additionally, a random strategy is applied for storage
and retrieval operations, but relocation operations
follow a predefined algorithm.

To sum up, the available academic research for travel
times models of multi-deep AS/RS with relocations,
dependent on the stock filling level, is based on Bozer
and White [15] and tries to transfer the basics for
single-deep AS/RS to multi-deep AS/RS. It is ignored,
that the random assignment of storage locations to new
storage goods leads to very heterogeneous storage
channel allocations. Even with a high stock filling
level, there are empty storage channels, which might
not be desirable in practice, however a random storage
assignment strategy should regard this, which is the
purpose of this work. Furthermore, it is shown how a
equally distributed storage channel allocation can be
realized with the help of a special relocation algorithm.

Further information on existing travel time models
for AS/RS can be found in a review paper from Azadeh
et al. [14].

3. TRAVEL TIME BASICS FOR AS/RS

The travel time model presented in this paper is
based on the most basic version of an AS/RS: one
S/R machine serves each aisle, which cannot leave this
aisle and which can transport only one storage unit
at a time [2]. To simplify the travel time model, only
one aisle and one rack, parallel to the rails of the
S/R machine is covered. This rack has an extension
of X storage channelshorizontally, Y storage channels
vertically and a channel depth of n. Every rack has
XY storage channelsand X - Y - n storage locations.
Furthermore, the following assumptions apply in this
paper and for the basics of travel time calculation:

» Storage racks are ’considered to be a continuous
rectangular pick face’ where the input and output
point (I/O point) is located in the ’lower left-hand
corner’ of the rack [16]

* The S/R machine is equipped with a telescopic
arm, which allows to reach not only the first
storage position in a storage channel but also
deeper storage positions. This channel drive has
the same velocity in both directions

* The S/R machine can perform the vertical and
horizontal move simultaneously and with such
speed, that the full length and height / and 4 gets
reached at the same time. Bozer and White call
this characteristic ’square in time’ [11]

e The acceleration of the S/R machine is not
regarded in this paper and therefore, the speed of
the S/R machine is constant

* The dwell point for all new command cycles is the
1/0 point
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* There is no batching regarded in this work, all
storage goods are assumed to be unique

* Random storage assignment and retrieval
strategies are used

» The probability for a storage operation and for a
retrieval operation are the same

In general storage and retrieval operations can
be integrated in single command cycles and dual
command cycles. During a single command cycle, only
one storage or one retrieval operations is carried out
and a dual command cycle combines both one storage
and one retrieval operation. Hence, the S/R machine
does not have to move to the I/O-point between the
operations, which saves time. For all operations and
calculations a unified notation is needed, which is
presented in Table 1.

Ixy Movementtime of the S/R machine to move
the entire horizontal and vertical distance of
the AS/RS

Vs Vy Velocity of the S/R machine horizontally/
vertically

X, Y Number of storage channels horizontally/
vertically

z Stock filling level

on Number of steps the S/R machine has to

move into a channel during a storage or

retrieval operation in a n-deep AS/RS

Number of steps the S/R machine has to

move into a channel during a relocation

operationin a n-deep AS/RS

b Expected number of relocations during a
storage or retrieval operation in a n-deep
AS/RS.

ORelo,n

C; Storage channel state i

Cij Storage locationj in a storage channel C;

k number of storage goods in a storage
channel

n Depth of channels

P (Relo,) Probability of a relocationduringa storage

or retrieval operationin a n-deep AS/RS

Storage or retrieval operation

t4 Average movement time of the S/R machine
from the I/O-point to the storage/retrieval
channel and vice versa

tCn Channel time, the telescopic arm of the

S/R machine needs to perform during a

storage or retrieval operation in a n-deep

AS/RS

Movement time, the telescopic arm of the

S/R machine needs to move into a channel

during a relocation operation in a n-deep

AS/RS

tq Dead time — e.g. reaction time or sensor

response time — which is constant for all

command cycles [24]

Average travel time of a dual command

cycle in a n-deep AS/RS

tg Average movementtime of the S/R machine
from the storage/retrieval channel to the
relocation channel

tr Average movementtime of the S/R machine
from one storage/retrieval channel to
another storage/retrieval channel

th Handling time of the S/R machine for the
picking process of a storage good

tReloS,n;

tReloR,n

IC Relo,n

tDC,n

Average relocation time during a storage or
retrieval operationin a n-deep AS/RS.
tsn; tr.n Average travel time of a single command

storage/retrieval cycle in a n-deep AS/RS
Lstep Movement time the telescopic arm of the
S/R machine needs to move one depth step
into a channel

Table 1: Notation for the travel time calculation.

A single command storage cycle for a single-deep
AS/RS consists of the pick up time for the storage good
at the [/O-point, the movement to the storage point, the
channel time the telescopic arm of the S/R machine
needs to reach the final storage location, putting down
the storage good, the channel time retracting the
telescopic arm and the movement time back to the 1/0-
point. The dead time is added on top of the described
operation. The travel time for a single command
retrieval cycle can be calculated similarly.

tS,l:tR,l:2'th+2'tA+2'tC,l+td (1)

t, and ¢, are constant and solely depending on the
mechanics of the S/R machine. For a single-deep
AS/RS, tc1 = a1 tyepis constant and only depending
on the mechanics of the telescopic arm with a; = 1
due to the single depth of the AS/RS. The movement
times ¢4 and ¢ do also depend on the location of the
storage channel, which is randomly distributed over
all free storage channels. Bozer and White developed
the baseline travel time model for the movement
of the S/R machine, which is able to determine the
average expected movement time to a randomly
chosen storage channel in the rack [11]. This methods
enables the travel time calculation based on one single
representative storage channel. The movement times
for this representative storage channel are:

2
ta =5 txy 2

3

The trivial travel time presented in (1) is only valid
for single-deep AS/RS. When AS/RS with greater
depths are introduced, relocations can be necessary
due to blocking storage goods. These relocation times
tRelos.n and fgeior » have to be added to (1). tgeior.n 1S
composed of the pick up time for the blocking
storage good, the channel times for the telescopic
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arm at the retrieval channel, the movement time to the
relocation channel, the channel times at the relocation
channel, the put down time at the relocation location
and the movement time back to the retrieval channel.
This procedure has to be done for every relocation.
Chapter 5.5 shows that the channel times during a
relocation are the same for storage and retrieval and
also the same in the storage or retrieval and relocation
channel.

tRelos,n has basically the same structure as fgeiorn»
but an additional term has to be considered. During
a relocation, the S/R machine performs an empty
run from the I/O point to the storage channel #4. This
is due to the fact that a single command cycle starts
at the I/O point and the S/R machine can only do a
relocation if it is empty. The relocation itself occurs
in the same manner as during a retrieval operation.
Afterwards, the S/R machine returns to the I/O
point /3 to pick up the storage good, which has to
be stored. Due to the fact, that the S/R machine
moves to the I/O point after the last relocation, the last
movement between relocation channel and storage
channel does not take place. This correction term
is only necessary if a relocation occurs, with the
relocation probability P (Relo,).

tReloS,n = (ch + 4tCRelo,n + 2tE) ' Bn
+ (tB + tA - tE) . P(Relon) (3)
tReloR,n - (2th + 4tCRelo,n + 2tE) : /Bn (4)

tCRelom» e, P(Relo,) and f, are still undetermined.
While # has already been determined by Bozer and
White [11], finding ?crer.n, P(Relo,) and S, is part
of this paper. Again we assume, that the relocation
location is randomly chosen from all storage channels
of a predetermined state as described in chapter 5.2.
Therefore, the movement time between two random
storage channels is needed:

_ 7
15

Combining (1) to (5), the total travel times for single
command storage and retrieval cycles are:

tp “Ixy. ®)

4 14
trn =2ty + thY + (2ty, + 4tcreion + thy) - Bn
+2topn + ta (6)

tsn =trn + P(Reloy,) - % “txy 7

A dual command cycle combines the two different
single command cycles and reduces the movements
from the I/O point to the storage channeland inversely.
Additionally the S/R machine has to perform one
movement from the storage to the retrieval channel,
which is a movement between two random channels
withtp = tg = 1—75th. The travel time of a dual

command cycle is:

9 28
tpon =4ty + thY + (4tp, + 8tcRrelon + BtXY)Bn

13
+4to, +tq+ P(RelOn)thy ®)

4. TRAVEL TIME MODEL FOR DOUBLE-
DEEP AS/RS

The parameters tc ,, {creio,n and S, in (8) are not known
and are derived in this chapter for a double-deep
AS/RS. The determination of these parameters is
influenced by several further strategies:

» Storage strategy — At which empty storage
locations can a new storage good be stored?

* Retrieval strategy — Which storage good is
chosen to be retrieved?

* Storage channelstates — Where can storage goods
be stored inside a storage channel depending on
other storage goods inside this storage channel?

* Relocation strategy — At which empty storage
location can a blocking storage good be
relocated?

These four characteristics are explained based on a
double-deep AS/RS and can be applied to any depth
afterwards. The storage strategy is random in this
paper, as mentioned in chapter 3. This means, that
the storage location is chosen randomly under all free
storage locations. The retrieval strategy is random as
well, which means that all stored goods have the same
probability to be retrieved. All valid storage channel
states in a double-deep AS/RS are presented in Figure
1.

Ci C C3 (4

FLD‘DDD
s L)\

| S/R machine |

Figure 1: All possible storage channel states
in a double deep AS/RS with a
homogeneous allocation structure.
Occupied storage locations shaded in grey.

Based on Lippolt [10], two different storage
allocation strategies are possible:

* homogeneous allocation structure — All channels
shown in Figure 1 are valid channel options

e stack allocation structure — Channel C; is not
allowed, because this storage channel causes
relocations during the storage operation, when
the empty storage location at the wall is chosen
for storage operation
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In this paper, the homogeneous allocation structure
is chosen, since in combination with special relocation
strategies travel times can be modelled conveniently
in closed form expressions. For low stock filling
levels, the homogeneous allocation structure has the
advantage over the stack allocation structure, that the
S/R machine does not have to execute the maximal
number of channel drives, but can put the storage
good at the storage location closest to the aisle. On
the opposite, for high stock filling levels, the stack
allocation structure has the advantage, that during
storage operations no relocations are necessary.

Before the relocationstrategy can be explained, all
storage and retrieval operations must be described.
This will be based on Figure 2.

rn_ima v _v v Vi Vil

111 1 ] (4
st XX X[ X

| S/R machine |

Figure 2: Example of a double-deep AS/RS.
FL = First Lane; SL = Second Lane.

Figure 2 shows a double-deep AS/RS with eight
storage channels/ to V' /11, which are from storage
channel type C,, C;, Csand C4. In total, eight
different storage (S) and retrieval (R) operations are
possible in a double-deep AS/RS:

* Si: The storage good is stored into channel / at
the first lane — from Cjto C,

* S»: The storage good is stored into channel 7 at
the second lane — from Cjto C;

* S3: The storage good is stored into channel /7 at
the second lane — from C,to Cy

* S4: The storage good is stored into channel /V
at the first lane. Therefore, the storage good in
the second lane has to be relocated into channel
Il or V— from Csto C4

e R;: The storage good is retrieved from channel
I from the first lane — from Cpto Cj

* Ry The storage good is retrieved from channel
1V from the second lane — from Czto C}

* Rj3: The storage good is retrieved from channel
111 from the second lane — from Csto Cp

* R4 The storage good is retrieved from channel
111 from the first lane. Therefore, the storage
good in the second lane has to be relocated into
channel /or VI — from Csto Cs

With the predetermined relocation channels,
only one channel changes its state during a storage
or retrieval operation. Lippolt concludes, that
the homogeneous allocation structure leads to a

stable system where every storage location has the
probability z that it is occupied and 1 — z that the
storage location is free [10]. z is the stock filling level
and can be calculated by:

. Number of storage goods in the AS/RS

X-Y-n

This results in the following probabilities, that a
random storage channel is of type C;, C,, C5or Cy
[10].

P(C,)=(1-2)? P(C)=(1-2)"z,

P(C.) = (1—-2)-2z, P(Cy) = 2>

The probabilities for the eight storage and retrieval
operations are:

P(S1) = P(Ry) = 152, P(S:) = P(Ry) = 15%,

P(S;3) = P(R3) = 3,

With this the number of relocations and the
relocation probability can be determined to

B2 = P(Relos) )

oz

=3

4.1. Total Travel Times of Single and Dual
Command Cycles

Following (6) to (8) and (9), only the determination

of tc,, and fcpes,, remains undefined to determine the

single and dual command cycle times.

Figure 2 shows that during S} the S/R machine has
to move to the second lane and afterwards to the
first lane. This means it performs two steps inside the
storage channel towards the wall and backwards. For
S> and S5 the S/R machine only has to move to the
second lane, which counts as one step. Excluding the
relocation operation during Sy — which is discussed in
the following — the S/R machine executes two steps
during S;. The channel travel time during a storage
operation fc, is the sum of the probabilities of all
steps of all storage operations divided by the sum
all storage operations and tc,=tc,:

2P(S)) + P(Ss) + P(S5) + 2P(Sy) 3
1 step — 7tstep-
> im1 P(Si) 2

too =

For a double-deep AS/RS, #crei2 is the same for
Syand Ry . As shown in Figure 2, during a relocation
the S/R machine has to execute only one step in a
storage channel and therefore #crero2 = tssep-

Even tough relocation operations presuppose that
the relocation channel is not randomly chosen from
all channels, the average travel time to a random
channel of the predetermined type of channels is
equal to (5). This is valid, because all channels of the
same type are equally distributed over the AS/RS. In
total #55, fz> and tpcoin a double-deep AS/RS are:
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7

4 27 1

tgo = 2ty + gL + (2th + dtstep + BL)gz + Btstep + ta
4 14 1

tro =2ty + gL + (2th + dtstep + BL)§z + Blstep + ta
9 41 1

tpce = 4ty + gL + (4th + 8step + EL)iz + 6tstep + ta

5. TRAVEL TIME MODEL FOR MULTI-
DEEP AS/RS

As presented for double-deep AS/RS in chapter 4,
the storage and retrieval strategy is random. For the
calculation of the single and dual command cycle
travel times presented in 6, 7 and 8, the relocation
probability, number of relocations and channel times
have to be defined fora multi-deep AS/RS. Therefore,
chapter 5.1 determines the different channel states
depending of the depth of the AS/RS and their
probabilities. Based on these probabilities, storage
and retrieval operations are determined in chapter
5.2. Chapter 5.3 proves, that the derived probabilities
are correct and lead to a stable system state with
a homogeneous allocation structure. Afterwards,
the relocation probabilities, number of relocations,
channel times and total travel times are derived.

5.1. Storage channel state probabilities for
multi-deep AS/RS

The set of all channel states is given by the n-ary
Cartesian product of {0, 1}, where 1 indicates that
the storage location is occupied and 0 indicates that
the storage location is free. The number of different
channel configurations is 2”.

The 2" xn matrix C is used to describe the possible
channel states, where each row C; corresponds to a
unique channel state. Every Cjcan be interpreted as
a storage location, which is either occupied (C;;= 1)
or empty (Cj;= 0). This means, that C;;=1 can also be
interpreted as the storage good at this location. For
example for n = 3, the corresponding matrix reads
as the following and can also be found in Figure 3,
where every C;is represented by its roman number:

— O = = O O = O
= = O = O = O O
=== O = O O O

Following the homogeneous allocation structure,
the probability for each channel state C; and the
aggregate probability of obtaining a channel with &

storage goods can be described with the following
expressions.

P(Ci) =] —2) "% 2% (10)
j=1
n _ .
P(k) = (k>(1 — )Rk (11)

Summing up all probabilities P (C;) trivially results
in 1.
5.2. Storage and Retrieval Operations in a
multi-deep AS/RS
Both storage and retrieval operations can be
understood as a transition between two channel
states C;and C;. A storage operation S and a retrieval
operation R can be defined as:

S Ci—> Ci’, R : C,"—> C,'

Retrieval operations can be understood as an
inversion of a storage operation. For each storage
operation, there exists exactly one retrieval operation
that does the opposite, by just reverting the channel
state transition. In order to achieve the homogeneous
allocation structure, a storage or retrieval operation
needs to satisfy two principles:

1. Only one storage location Cj;in the channel C;is
allowed to change

2. This change must be either from C;=0to C;; =1
at a storage operation or from C;=1 to Ci; =0
at a retrieval operation

In total, there are > (V) - (n—k) =2""1.n
different storage operations and the same number
of retrieval operations. For further considerations, it
is important to know the probability, that a storage
or retrieval operation affects a certain channel state.
The conditional probability of a storage or retrieval
operation taking place in a channelstate C;is

P

PLGIS) =S =1y Py
e

PONR) =S 1 By

Not all operations S and R for any Cj can
be executed directly, due to blocking storage
goods. Relocation operations are necessary if
>i_1Cijra>1. The necessary number of
relocations is then the numbers of goods stored in
front of Cj;.

The basic idea of relocations is, that the blocking
storage goods are not reallocated randomly, but to
a storage channel in a predetermined channel state.
The relocation operation is exemplary shown by the
Figures 3, 4 and 5. When the storage good i has
to be retrieved, the ii and iii storage goods must be
relocated.
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A storage channel C; for the relocation of a blocking
storage good has to be found which fulfills the
following conditions:

1. During a retrieval operation, the lane of the
storage good to be retrieved must be empty. In
a storage operation it must be occupied

2. All other storage locations Cjin channel C;with
a lower lane than the relevant storage or retrieval
location (storage good i in Figure 3) mustbe the
same as in the original channel

3. All storage locations Cj; in channel C; with the
same or a higher lane than the relevant storage
or retrieval location must be empty

n v _v v vi Vil

|||
o ||
||

|

| S/R machine

Figure 3: Triple-deep AS/RS. Storage good i shall be
retrieved out of channel 111 .

Only one storage channel type fulfills these
conditions, which is channel 7II for the first relocation.
After the first relocation the AS/RS looks as shown in
Figure 4. The second relocation follows the same three
rules and the result is shown in Figure 5. After this
relocation, the storage good i can be retrieved. It is
also noticeable, that the S/R machine has to perform
the same number of steps inside the original and the
relocation channel for every relocation.

v v vIE VI VI

e[ )
s N f
el ) e DX

|

| S/R machine

Figure 4: Triple-deep AS/RS after the first relocation.
/ mnm v _v v Vi Vi

e[ )
[
el ) ] D

| S/R machine |

Figure 5: Triple-deep AS/RS after the second
relocation.

It should be emphasized that the described procedure
for a relocation aims at keeping the number of channels
from every type stable, except from the original
channel. In total only one channel changed its state
and this state transition is illustrated 6.

« [l |
st K| —> (X
™ X X

| S/R machine |

Figure 6: Channel state transition Triple-deep
AS/RS after the second relocation.

5.3. Stable System State Proof

The hypothesis is, that the storage channel
probabilities presented in (10) and (11) and the
storage, retrieval and relocation operations explained
in chapter 5.2 build a stable system of a multi-deep
AS/RS.

This stable system requires, that every C;can be
transformed into any other C; with one more or one
less storage good by only one storage or retrieval
operation. Furthermore it is necessary that every
storage or retrieval operation is directly reversible.
This means, that for every storage operation C;— Cj,
there is exactly one retrieval operation which reverses
the storage operation C;— C;. Such a stable system
can be described with a Markov chain.

Therefore, a finite state space as well as transition
probabilities between these states must be defined.
These states can be interpreted as the 2" possible
channel states. The transition probabilities are the
conditional probabilities P(S|C;) and P(R|C;), that a
storage or retrieval operation is performed regarding
a channel C;. This Markov chain can be described
with a 2" x 2" transition matrix P. The entries in this
matrix are the following:

* With every row of P and therefore every channel
state, (n — k) storage and k retrieval operations
can be performed. These are expressed with the
conditional probabilities P(S|C;) and P(R|C;).
These are distributed to specfic Cj at j, where
storage or retrieval operations are possible as
explained in chapter 5.2

* The entries of the main diagonal is then
L—k-P(RIC;) — (n— k) - P(S|C:)

 All remaining entries are C;;=0

This transition matrix can be resolved to:

-
P(Ch) P(Ch)
— ] .P

P(Can) P(Can)
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It can now be shown that every equation of the
equation system above is valid, by proving, that:

n+1
P(Cy) = P(Ch)- (1= n-P(S|C1)) + ) P(Cy) - P(R|Cy)

i/ =2

This can be resolved into n equations:

P(Ch) - P(S|Cy) =P(C3) - P(R|Cy),

P(Cy) - P(S|Ch) ;P(Cn+1) - P(R|Ch41).

Or more generally it has to be shown, that:
P(C;) - P(S|C;) = P(Cy) - P(R|Cy). (12)

If this is achievable with the so far derived
channel state probabilities and storage and retrieval
probabilities, these probabilities make up a stable
multi-deep AS/RS together. In the following the
hypothesis will be proven for all storage operations.
The prove for retrieval operations is then trivial.

P(Cy) = (1 —z)" k. 2F (13)
P(Cy) = (1—z)" 77t (14)
_ P(CilS) - P(S) __P(S)
P(S|C;) = PG =09 (15)
P(Cy|R)-P(R P(R
P(R|Cy) = ( P(C)'i/) (B) _ z( n) (16)
Filling (13) to (16) into (12) results in:
nek ok _PE) b1 w1 P(A)
(1—2) k'Zk'm—(l—z) k=1 ktl —
and
(1 o Z)nfkfl . Zk . P(E) _ (1 . Z)nfkfl 'Zk . P(A)
n n

Following the assumption, that P (E) = P (4), it is
shown that (12) is true and the Hypothesis can be
confirmed.

5.4. Relocation Probabilities and Number of
Relocations

The relocation probability can be determined by
calculating the average number of blocking storage
goods for storage lane C;. This is identical to the
number of occupied storage locations k' in the
n — j storage locations in front of the storage lane
C;. Since the probability that a new storage good is
stored in any of the j columns is the same, due to the
homogeneous allocation structure, the outer sum is
divided by n. This procedure is the same for storage
and retrieval operations and therefore P(Relo,) is the

same for storage and retrieval operations.
n n—j

P(Relo,) = %Z > <nk_3> K (= ik

J=1k"=1

For an easier calculation, the counter probability —
1 — P (no blocking good in front of the regarded Cj)

—can be determined as well.
n

P(Relo,) =1— % . Z(l _ Z)nf.i

j=1
(I—2)"+2n—-1 (17)
n

For all AS/RS with n > 2 it holds P(Relo,) # .
fn can be determined similar to P(Relo,) and the
multiplication with k. The homogeneous allocation
structure enables that f§, is the same for storage and
retrieval operations:

1 n n—j , n—j , . ,
ﬁn = = Z k- ( . ) Zk (1 Z)TL—J—k
=y} K

5.5.  Channel Travel Times

The deeper the racks of an AS/RS are designed, the
longer the telescopic arm of a S/R machine needs
to reach to the storage locations. This means, that
the channel times rise relative to the total travel time
with the depth of the AS/RS. #¢ can be determined
relatively easy:

tC,n = Qp - tstep = HTTL : tstep (19)

This means, that the storage and retrieval machine
has to move halfway into the storage channel during
a storage or retrieval operation. Once again, the
homogeneous allocation structure allows this simple
definition. It also enables that #cgeso,, 1S the same for
storage and retrieval operations. It applies: ¢creso,n =
GRelon * tsiep- HOWEVET, Ogeron can be determined by
analysing every C;all storage locations in front of
C;and calculating the number of steps to be taken
for every of these C;. This sum divided by g, is the
amount of average steps during a relocation:

n n—j . .
= a - . 2% —Z —J
vlz tg J n;] a.(q n—j—a
j=la=1
O Relon = B
n+1 (20)
= Ttstep

5.6. Total Travel Times of Single and Dual
Command Cycles

With (6) to (8) and (17) to (20) it is possible to

determine the single and dual command cycles

solely depending on the S/R machine and AS/RS

characteristics (, t4, txy , tuep, 1), and the stock

filling level z.

tsm = 2tn + 3txy + (2t + 25 b0, + 1atxy) Bt 2
+(1+ n)tstep + ta + fotxy - (172)2%71

tR’n = Zth + %tXY + (2th + 47137+4tstep + %tXY)%Z

+(1 + n)tstep + ta
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tpon =4t + —txy +2(n+ Dtgep + ta

5
8n + 8 28 n—1
4t ——tste —1
+ (4th + 3 tp+15 XY) D) Z
+1—3t (I—=2)"+2z2n-1 .
15 Xy n @

6. COMPARISON WITH STATE OF THE
ART STRATEGIES

The homogeneous allocation structure leads to
relocations during storage operations. This is different
from state of the art strategies as presented by Eder
[23] and Lippolt [10] and makes a comparison of the
key aspects necessary. Eder presents a strategy where
relocations only occur during retrieval operations,
with the assumptions, that every storage location
is filled with probability z and the stack allocation
structure is applied. Lippolt on the other hand
deduces the channel probabilities for double-
deep AS/RS with a Markov chain, which results in
different storage channel probabilities compared to
Eder’s assumption. We do assume the same channel
probabilities as Eder, but show that random storage
and retrieval strategies are not purposeful to achieve
a consistent strategy.

To sum up, the model developed by Lippolt
applies the most realistic strategy and adheres to the
assumptions.

So far, it is not possible to transfer this approach
to multi-deep AS/RS. Eder and this paper make
different assumptions regarding strategy and
modelling to achieve a model for multi-deep AS/RS.
In a first step, these two models are compared with
Lippolt for double-deep AS/RS and in a second step,
the comparison between Eder and this paper for multi-
deep AS/RS follows. The number of relocations — S
— can be specified for a storage (S) and relocation
operation (R):

0 S
— ) n—2n—-1-1 ) .
5Eder — Z Zl niz (T;) L yn—i (1 _ Z)’L R
: J:
0 S
BLippolt = { .
pp e R

(n—1)-z IS
ﬁthis paper — { (n721 .z
2) R

Figure 7 shows, that Eder’s model underestimates
the relocation effort during a retrieval operation in a
double-deep AS/RS by Brippolt — BEder = 22257;2
compared to the model of Lippolt. The model
developed in this paper underestimates the relocation
effort durlng a retrieval operation as well but only
by 5=

2+2

presented in this paper underestimates the relocation
effort less by =5~ > Ofor0 < z <1.

v
o —— Lippolt T~
- - Eder -,
< | -+ this paper R
o © :
c
i)
g @
o o
()
Q
oo
[0
3 o
[S
>
c
-
o
o
<)

Figure 7: Comparison of three different models
for the number of relocations p during a retrieval
operation for double-deep AS/RS; Lippolt [10],
Eder [23] and this paper.

For triple- and five-deep AS/RS, Figure 8 shows
that Eder’s model results in lower relocation
efforts than our model during retrieval operations.
Combining Figures 7 and 8, it is likely, that both
models underestimate the relocation effort.

o
ol —— Edern=3 Kd
- - this paper n=3 R
-++- Edern=5 o
@ ] -=- this paper n=5 SO

number of relocations
1.0

0.5

0.0

Figure 8: Comparison of two different models
for the number of relocations p during a retrieval
operation for multi-deep AS/RS (n =3 and n =5);

Eder [23] and this paper.

Note that the relocation effort during a dual
command cycle is double the effort presented in
Figures 7 and 8 for the model presented in this paper,
which overestimates the relocation effort compared
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to Lippolt. To sum up, common strategies for multi-
deep AS/RS — such as Eder [23] — underestimate the
relocation effort during retrieval operationsand could
be improved. A combination between the common
models without relocations during storage operations
and our model with higher relocations during
retrieval operations could lead to a more accurate
model.

7. SIMULATION

Via simulation it is shown, that the derived closed-
form expression for dual command cycles is valid. The
focus of the simulation is thereby on the verification
of formula (21) and its components — especially the
relocation probability and the number of relocations.
It is not necessary to to show the homogenecous
allocation, since this has been proven in chapter 5.3.
A Python based program simulates the procedure of
a dual command cycle in an AS/RS, which follows the
assumptions introduced in chapter 3 and the following:

1. The AS/RS follows the homogeneous allocation
structure, which means that every storage location
is occupied with the probability z or free with
the probability 1 — z

2. The position of storage channels of different
channel states in the rack is uniformly distributed.
This means, that every storage channel has the
same probability to be in a certain channel state

A single run of the simulation reproduces one dual
command cycle. The S/R machine selects a random
storage location, executes relocations if necessary,
picks the storage good at the I/O point and moves to
the related storage channel and completes the storage
operation. Afterwards, a storage good is chosen to
be retrieved, the S/R machine moves to the retrieval
channel, executes relocations if necessary, picks
the storage good and moves to the I/O point. The
number of relocations is determined by a sequence
of Bernoulli experiments, this means a random
experiment for each storage position in front of the
determined storage or retrieval position is conducted,
where either the storage position is occupied with a
probability of z, or is not occupied with a probability
of (1 — z).

In total, the simulation analysis four different AS/
RS, which are presented in Table 2. The first two AS/
RS represent an practice-oriented AS/RS and the last
two AS/RS especially show the behaviour in a large
AS/RS. For all simulations, z was increased in 5%
intervals from 5% to 95%. For each value of z for
every AS/RS, one million dual command cycles were
simulated, which results in 18 million total simulation
runs.

For small rack sizes the movement time expressions
(2) and (5) used so far, induce a significant error,
since those assume a continuous rack, although it is
discrete in reality. While the effect is negligible for
large racks, as shown in the simulation, we need to
adjust the movementtimes for the small rack case. The
exact, non-continuous movement time expressions are:

> Yma {2 1)

rzeX yey

1 lz—2'| |ly—y|
tE:|X|.|Y|x;X Zeymax{ i }
s Y,y (23)

1
th = ————
A XY @

In the figures 9 and 10, the simulation results and
especially the relocation probabilities, number of
relocations, travel time and the respective relative
error are presented. The relative error is the difference
between the simulation and the closed-form result
divided by the closed-form result. The key findings of
the simulations are:

e For low z, the relative errors for the relocation
probability and the number of relocations is
higher than for high z. This results out of the
calculation method for relative errors, where
small numbers are divided. In total the relative
errors are < 1% and < 0.25% for practice-oriented
z>0.5.

e For a large rack the relative error of the travel
time is less than 0.15%. This confirms the
analytically derived travel time model of chapter
5.6.

* For a small rack the relative error of the travel
time is less than 0.15%, when using the discrete
movement time expression.

1.LAS/RS 2.AS/RS 3.AS/RS 4.AS/RS

X 100 100 10,000 10,000

Y 10 10 2,000 2,000
3 5 3 5

t, 10 10 10 10

ty 5 5 5 5

txy 10 10 100 100

Lstep 1 1 1 1

Table 2: Characteristics of the four example AS/RS.
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Figure 9: Simulation results for the 1. and 2. AS/RS of table 2.
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8. CONCLUSION

The homogeneous storage allocation offers an
approach to determine the relocation probability,
number of relocations and single and dual command
cycle times for multi-deep AS/RS. In this paper, it is
accomplished to derive the mentioned characteristics
analytically for the first time while strictly following
the random storage assignment and retrieval strategy.
The homogeneous storage allocation is proved in this
paper and the other components of the travel time
model are verified via simulation. In this simulation,
the relative error of the dual command cycle travel
time for large AS/RS is below 0.1% and for practice-
oriented AS/RS below 0.1%.

The focus of this paper is the determination of
relocation probabilities and number of relocations as
well as the travel times in the storage channels itself
during storage, retrieval and relocation operations.
The already existing knowledge about acceleration
of the S/R machine or different storage and retrieval
strategies, such as shortest paths, are not part of this
work to not unnecessarily over complicate the travel
time models and focus on the key aspects; moreover,
the mentioned aspects do not have any impact on the
relocation probability and number of relocations. The
key findings can be adapted to other existing travel
time models such as flow-rack AS/RS [3] or shuttle-
based AS/RS [5]. Especially the relocation probability,
number of relocations and thus the relocation time can
be updated in the existing models, which could result
in lower error rates comparingthe analytical models
with simulations in the existing related academic
research.

Since this work is based on the assumption of
a homogeneous allocation structure, relocations
during a storage operation may be necessary. This is
not desirable, but shows how an equally distributed
storage channel allocation can be achieved. Neither
this paper nor the state of the art literature give
a satisfying model with a combination of true
random storage and retrieval strategies and a real
storage channel probability distribution. However,
the model presented in this work underestimates
the real relocation effort less than comparable state
of the art models, which advances the travel time
research. Furthermore, the findings in this work can
be considered as a possible upper limit for the travel
times for stock filling levels in a practice-oriented
range in AS/RS with a stack allocation structures.

Future research on this topic should include an
analytical model for stack allocation structures
including the relocation probability, number of
relocations and channel travel times. Furthermore it
is worth investigating different storage assignment
strategies for stack allocation structures. Also the
travel times of the homogeneous allocation structure
could be reduced by regarding topics like ABC-
zoning or batching of storage goods.
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