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Abstract: By introducing the concept of high-reach AI, this paper focuses on AI systems whose 
widespread use may generate significant risks for both individuals and societies. While some of 
those risks have been recognised under the AI Act, we analyse the rules laid down by the Digital 
Services Act (DSA) for recommender systems used by dominant social media platforms as a 
prominent example of high-reach AI. Specifically, we examine transparency provisions aimed at 
addressing adverse effects of these AI technologies employed by social media very large online 
platforms (VLOPs). Drawing from AI transparency literature, we analyse DSA transparency measures 
through the conceptual lens of horizontal and vertical transparency. Our analysis indicates that 
while the DSA incorporates transparency provisions in both dimensions, the most progressive 
amendments emerge within the vertical transparency, for instance, by the introduction of the 
systemic risk assessment mechanism. However, we argue that the true impact of the new 
transparency provisions extends beyond their mere existence, emphasising the critical role of 
oversight entities in implementation and application of the DSA. Overall, this study highlights the 
paramount importance of vertical transparency in providing a comprehensive understanding of the 
aggregated risks associated with high-reach AI technologies, exemplified by social media 
recommender systems. 
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1. Introduction: Transparency of high-reach AI systems 

In recent decades, transparency has become a key concept in shaping discussions 
across a wide range of disciplines, including public governance (Ball, 2009), eco-
nomic-political debate (Forssbæck & Oxelheim, 2014), as well as digital technolo-
gy development (Felzmann et al., 2020; Pasquale, 2015) — and its popularity 
seems to be constantly on the rise (Koivisto, 2022). The prominent role of trans-
parency has also been evident in ethical approaches to artificial intelligence (AI) 
governance (Jobin et al., 2019), as a crucial element in fostering human-centric 
and trustworthy AI (High-level Expert Group On Artificial Intelligence, 2019; Euro-
pean Commission, 2020). Increasingly, transparency has been incorporated as a 
legislative tool in European regulations concerning AI technologies (cf. Larsson, 
2021), such as the General Data Protection Regulation (GDPR), the Digital Services 
Act (DSA), and most recently the AI Act (AIA). 

In this article, the aim is to deepen the understanding of transparency measures in 
the DSA specifically, which have been designed to address potential risks arising 
from what we refer to as high-reach AI. As will be elaborated upon below, high-
reach AI systems constitute one of the most pervasive and influential technologies 
in contemporary societies. While such technologies are employed in a variety of 
contexts, our attention centres on recommendation systems used by dominant so-
cial media platforms, which fall within the scope of the DSA. 

The scientific literature highlights the potential of recommender systems to inflict 
various harms, including online nudging that undermines privacy and human au-
tonomy (Yeung, 2017), unintended spread of disinformation (Celliers & Hattingh, 
2020), and radicalisation tendencies (Hong & Kim, 2016; Ribeiro et al., 2020). 
While the extent of the impact of recommendations has also been contested (Bar-
berá, 2020; Jungherr & Schroeder, 2021), there is a consensus in the pressing need 
for further empirical research to better understand their aggregated effects. 

However, the deliberate operational opacity maintained by social media platforms 
(Rieder & Hofmann, 2020) makes it difficult to evaluate the societal impact of rec-
ommender systems. While the activities of social media platforms have been regu-
lated by an umbrella of EU laws, most notably consumer and personal data protec-
tion laws, the E-Commerce Directive, and the voluntary Code of Practice on Disin-
formation (European Commission, 2022a), until recently, their large-scale impact 
has largely eluded public and regulatory scrutiny. The attempts to conduct inde-
pendent research concerning the risks associated with social media have been 
hampered by the strict rules dictated by the platforms’ terms and conditions of ser-
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vice (e.g. Leerssen, 2021). 

As a legislative response to such challenges, the EU regulatory framework for digi-
tal services was updated by the Digital Services Act (DSA) (Regulation 2022/2065) 
in November 2022, replacing the E-Commerce Directive (Directive 2000/31/EC). 
Among the DSA’s many objectives, it aims to mitigate specifically the risks stem-
ming from the large-scale online services by introducing a number of transparency 
provisions. Although the DSA applies to all intermediary services, the most strin-
gent transparency rules are imposed on very large online platforms (VLOPs) and 
very large online search engines (VLOSEs), with at least 45 million average EU 
users per month. The online providers which have been captured by the scope of 
the social media VLOPs include such platforms as Facebook, Instagram, LinkedIn, 
Pinterest, Snapchat, TikTok, X (formerly Twitter), and YouTube (European Commis-
sion, 2023). Although the implementation of the DSA is still pending at the nation-
al level, most of the transparency provisions pertinent to VLOPs are already in ef-
fect. 

The widespread societal adoption of such AI technologies as social media recom-
mender systems can be seen as the defining feature of high-reach AI. These broad-
ly used data-driven AI systems have been shown to carry the potential to pose 
substantial risks for individual users over time, as well as in aggregation in a way 
that can exert urgent threats on societies. Examples of high-reach AI include any 
AI technology used on a large scale, such as music and film suggestions, person-
alised ads, search engine rankings, and other popular AI technologies like genera-
tive AI (ACM, 2023; Lorenz et al., 2023) — that is, AI-models capable of generating 
texts, images and sounds based on mere prompts by human users. 

The emergence of these high-reach AI phenomena clearly links to the digital or-
ganisation following from platformisation (van Dijck et al., 2018; Poell et al., 2019), 
often embedded in a particular type of commercial logic (Srnicek, 2017), with not 
only privacy implications but also antitrust in terms of a few’s control over the 
many (Larsson et al., 2021). In practical terms, high-reach AI is directed towards in-
dividuals in their roles as consumers, data subjects, end-users, or recipients of digi-
tal services depending on context or regulatory field. We argue that addressing the 
risks associated with high-reach AI requires the establishment of robust gover-
nance frameworks, involving entities granted access to relevant data and equipped 
with the capacity to assess the large-scale impact of such systems on individuals 
and societies. 

Notably, while the AI Act (European Parliament, 2024) establishes strict gover-
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nance rules for AI systems classified as posing high risk to fundamental rights and 
safety of individuals, the European Parliament’s proposal to include social media 
VLOPs using recommender systems within the scope of high-risk AI systems did 
not find its way into the final version of the AI Act (European Parliament, 2023, 
Amendment 740). This category of high-reach AI has, therefore, not been covered 
by the scope of the AI Act. At the same time, the last changes to the AI Act have in-
troduced a separate compliance regime for the so-called general purpose AI (GPAI) 
with systemic risks at the Union level, which would encompass the broadly used 
generative high-reach AI technologies mentioned above (see Recital 99 AIA, Euro-
pean Parliament, 2024). It is worth noting that the AI Act points explicitly to the 
GPAI’s “significant impact on the internal market due to its reach” (European Parlia-
ment, 2024, Recital 111 AIA; emphasis added). Thus, it appears that the EU law-
makers are increasingly turning their attention to the large-scale impact of the 
high-reach AI. 

Moreover, the rules governing social media recommender systems may be further 
updated by the EU consumer laws, which are currently under review with regards 
to such concerns as personalisation practices and addictive use of digital products 
(European Commission, 2022b). 

While acknowledging that social media recommender systems are also subject to 
other EU legal frameworks, and may fall under the scope of forthcoming regula-
tions, this article focuses on the rules established by the DSA. Our analysis is fur-
ther limited to the transparency provisions relevant for recommender systems em-
ployed by social media VLOPs. 

In examining the new transparency rules introduced by the DSA, we draw on the 
conceptual framework proposed by Heald (2006), which delineates the horizontal 
and vertical directions of transparency. This theoretical framework serves as our 
guide in mapping the variety of transparency provisions introduced by the DSA 
and is helpful in demonstrating that effective legal frameworks governing high-
reach AI technologies need to incorporate robust vertical transparency mecha-
nisms. 

The article is structured as follows. In the subsequent section, we focus on two 
types of harms attributed to social media VLOPs as identified in the literature, con-
cerning i) the risk for negative impact on the human end-users’ rights to privacy 
and autonomy, and ii) the risk for amplification of the spread of harmful content 
online. In Section 3, building on Heald’s (2006; 2022) conceptual framework on 
transparency directions, we establish the theoretical foundation for our analysis 
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and align the transparency provisions introduced by the DSA accordingly. Moving 
to Section 4, we discuss the impact of the DSA in mitigating the above risks and 
what challenges may be expected in this regard. We conclude in Section 5, high-
lighting the importance of utilisation of the transparency provisions within the 
vertical direction to foster better understanding of the impact of high-reach rec-
ommender systems on both individual and societal levels. 

2. The risks posed by social media recommender 
systems 

Recommender systems within social media stand out as one of the most promi-
nent and widespread manifestations of high-reach AI. These systems have become 
integral to the internet experience (Burke, 2002; Engström & Strimling, 2020; 
Kozyreva et al., 2021; Xie et al., 2021). All the largest social media services employ 
recommender systems that are propelled by some form of machine learning tech-
nology (i.e., AI) (Engström & Strimling, 2020). They undergird platforms with user 
bases that often number in the billions, so they are likely to constitute one of the 
first forms of AI that people encounter in their everyday lives. 

In the European regulatory context, the DSA defines a recommender system as: 

a fully or partially automated system used by an online platform to suggest in 
its online interface specific information to recipients of the service, including as 
a result of a search initiated by the recipient or otherwise determining the 
relative order or prominence of information displayed. (Regulation 2022/2065, 
Art. 2) 

This definition encompasses a wide range of recommender activities. Such systems 
tend to go beyond simple ranking by leveraging user data to adapt and personalise 
suggestions over time (Milano et al., 2020), which can lead to dynamic changes in 
their function and behavioural impact. Thus, improved understanding of the role 
that recommender technologies play in today’s societies is crucial. Modern democ-
racies rely on well-informed voters with access to relevant and truthful informa-
tion (Hart et al., 2009). 

Recommendations can influence the ability of individuals to access information 
(Helberger et al., 2021) and as such they may have a large effect on user behav-
iour. For example, Plummer (2017) reported that 80 percent of what people watch 
on Netflix is driven by algorithmic recommendations. Given their role in shaping 
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information flows in the online environment, social media platforms therefore 
wield significant power as they manage the algorithms that steer recommendation 
technologies. This motivates well-considered and evidence-based regulations; as 
the DSA constitutes the most current example of such a policy, we are interested 
to explore the impacts that this law may have on concerns that have been voiced 
by the research community. 

An important property of personalisation technologies is that they have generally 
been designed to optimise an aggregate, system-wide measure of performance, 
such as revenue or accuracy regarding the algorithm’s ability to recommend items 
that are subsequently chosen by the user (Ekstrand & Kluver, 2021). While this can 
be beneficial for the users in terms of providing more relevant content and miti-
gating information overload, it can also lead to unintended personal and social 
outcomes that could emerge over time. There is a risk that individuals are steered 
towards content that is not beneficial to themselves or to society at large in the 
long run. Notably, suppliers of recommender technologies have many different in-
terests to consider, including short-term obligations to shareholders. In an inter-
view study focusing on news recommendations in China, Xie et al. (2021) found 
that the decision to use personalisation technology was motivated by increased 
traffic, engagement, and advertising revenue, which highlights that other goals 
than the users’ benefits can underlie the design and adoption of recommender 
technologies. 

This suggests that seemingly insignificant decisions about online content can have 
substantial aggregated impacts, which can be social, environmental, or political in 
nature. Importantly, such large-scale effects are not observable from the level of 
individual users, particularly since the systems are often driven by opaque ma-
chine learning algorithms. Below, we outline some of them as they have been 
identified by the research community. While the related empirical evidence is 
mixed, we argue that the knowledge gap in terms of the social impact of these 
technologies motivates the need for further research to facilitate evidence-based 
consensus. 

2.1 Impact on privacy and autonomy 

The first type of concern we focus on is the negative impact of social media recom-
mender systems on the closely intertwined issues of users' privacy and autonomy. 
The right to privacy regards the right to keep personal matters secret, free from 
unwanted access, observation, or intrusion. Altman (1975) defined privacy as ”se-
lective control of access to the self or to one's group” (p. 18). Information privacy is 
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specifically concerned with the control of information about oneself: “the claim of 
individuals, groups, or institutions to determine for themselves when, how, and to 
what extent information about them is communicated to others” (Westin, 1967, p. 
7). Gavison (1980) specified privacy as a concern for limited accessibility, some-
thing that regards control over access to the self and protection from unwanted 
access. 

The strong link between privacy and autonomy was further articulated by Zuboff 
(2019). She argued that external access to personal information undermines the 
users’ autonomy, as the data is used to control their behaviour. She theorised 
around a system she denoted surveillance capitalism, an economic order in which a 
few internet companies wield extensive powers over online users by managing 
their data (Zuboff, 2019). This system operates on the premise that access to large 
amounts of behavioural data coupled with sophisticated inference algorithms em-
powers corporations to predict and influence user behaviour, which allows for the 
understanding of how the users’ attention can be steered (Zuboff, 2019). For exam-
ple, this can be based on understanding when, where, and in what form a particu-
lar message or advertisement has the largest effect on an individual, or by control-
ling users in physical space, she argued. 

While Zuboff’s (2019) theories have been contested (Morozov, 2019), it is unam-
biguous that social media platforms act in an attention economy when they shape 
the flow of information online (cf. Wu et al., 2017). Also, they clearly have an eco-
nomic interest to design recommender systems that promote retention and user 
engagement. This suggests that they have an incentive to collect and store and in-
fer as much personal details as possible. The quality of the collected information 
improves the more varied, detailed, and recent it is (Friedman et al., 2015). Data 
can be used to direct the user’s attention towards content that is beneficial for the 
platform, such as advertisements or new features. Also, behavioural data on sites 
can be cross-linked with other types of information, such as geolocation, purchas-
ing data, browsing history, and search queries, which might then reveal personality 
features that the user has not (intentionally) consented to sharing (Friedman et al., 
2015). 

The implication is that the long-term goals of the VLOPs may not always align 
with their users’ interests. It has been argued, for instance, that algorithms which 
have been designed to increase user engagement can have harmful effects on an 
individual in the form of internet overuse and social isolation, as well as mental 
health issues such as depression and anxiety. As reported by Gayle (2021), a Face-
book research team found that Instagram aggravates body issues as well as anxi-
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ety and depression among adolescent girls. Keles et al. (2020) reviewed evidence 
on the association between social media use and depression, anxiety, and psycho-
logical distress among adolescents (13-18 years). They concluded that there was a 
general correlation between usage and mental health issues, although the findings 
were not fully consistent. The most widely reported effect concerned depression. 
However, Keles et al. (2020) also reasoned that specific behaviours, such as social 
comparison, might have a larger effect on mental health than usage per se. Al-
though the link between digital technologies and mental health among young 
people is a debated topic (Bell et al., 2015), other reviews have found a general as-
sociation between social media use and mental health (Karim et al., 2020). Views 
among adolescents corroborate this idea (O’Reilly et al., 2018). 

While empirical research continues to examine the influence of high-reach tech-
nologies online, the negative effects that algorithms have on autonomy has been 
discussed fervently by normative researchers (Eskens, 2020; Sætra, 2019; Susser et 
al., 2019; Yeung, 2017). In essence, the right to privacy can be connected to other 
fundamental rights around the control of information and communication flows, as 
well as the freedom of expression, opinion and thought. These studies point at the 
urgency of privacy protection on social media VLOPs. 

What emerges from the above empirical and theoretical discourses is that privacy 
is getting harder to preserve as advanced algorithms are added to recommend fea-
tures in popular social media platforms (Engström & Strimling, 2020). For the user, 
there is a compromise to be struck between personalisation and privacy — a phe-
nomenon that has been denoted the privacy-personalization trade-off in the litera-
ture (Chellappa & Sin, 2005; Friedman et al., 2015). It is clear that the impact of 
social media recommendations on individuals’ rights warrants closer scrutiny and 
better understanding. 

2.2 The dissemination of harmful content 

Research on recommender systems raises concerns about their potential to amplify 
the dissemination of harmful content. Prior studies have demonstrated faster diffu-
sion for affective content (Brady et al., 2017) and false news (Vosoughi et al., 
2018), for example. In this context, harmful content is broadly defined, encompass-
ing information that both can cause negative impact immediately or over time in 
the form of aggregate effects. This includes the spread of misinformation (false in-
formation regardless of intent), and disinformation (false information with the in-
tent to deceive) (Cambridge Dictionary, 2021), as well as content that may con-
tribute to radicalisation (Ribeiro et al., 2020). 
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As argued by Celliers & Hattingh (2020), (fake) news creators have an incentive to 
come up with sensational headlines, which tend to draw a lot of traffic and hence 
boost ad revenue, because the main business model on the internet is advertising. 
Correspondingly, Vosoughi et al. (2018) showed that false news items tend to 
spread more easily than true ones on Twitter (now X); the former could reach audi-
ences that were more than 100 times larger than the latter, which illustrates the 
high-reach aspect of social media recommender features. There are also concerns 
that generative AI is adding to this spread of mis- and disinformation (Lorenz et al.,
2023). 

Bak-Coleman et al. (2021) reasoned that our limited understanding of how social 
media changes our social systems challenges democracy, scientific progress, and 
our ability to address urgent global problems such as pandemics. Lührmann et al. 
(2020) identified three threats linked to the proliferation of illiberalism and au-
thoritarianism online: the spread of disinformation, filter bubbles, and hate speech. 
Filter bubbles refers to the notion that online users by algorithmic mediation tend 
to be exposed to views and information that confirm their prior understanding 
(Pariser, 2012). In early work on this topic, Van Alstyne & Brynjolfsson (1996) 
warned that information technologies could lead to cyberbalkanisation, the gather-
ing of individuals in clusters of politically like-minded others. 

It has been argued that personalised information consumption online has been a 
key contributor to the fragmented political discourse and increased social polarisa-
tion that we have seen in recent years. Facebook’s recommender engine spurred 
some users towards extreme media content, as shown in the company’s internal 
reports (Zadrozny, 2021). The platform’s recommender algorithms had provoked 
64% of extremist group joins (Horwitz & Seetharaman, 2020). Ribeiro et al. (2020) 
analysed YouTube data and found that users migrated towards more extreme 
channels over time. Similarly, a former YouTube engineer has claimed that the 
platform’s recommendation algorithm promotes conspiracy theories (Turton, 2018). 
This has been corroborated by other studies; for example, in a meta-analysis on 
the YouTube recommender system, Yesilada and Lewandowsky (2022) reported 
that 14 out of 23 studies found empirical evidence supporting the notion that the 
system could lead users towards problematic content (seven found mixed results, 
and two did not find evidence of such content pathways). 

In a literature review, Barberá (2020) examined the association between social me-
dia and political polarisation, identifying emerging consensus and open questions. 
Barberá reported that evidence suggested that social media usage increased the 
diversity of views that individuals were exposed to, although findings around the 

9 Söderlund et al.



implications of this were mixed. For example, Boxell et al. (2017) found that the 
increase in political polarisation in the US was the lowest among those who were 
most likely to use social media, which suggested that usage did not have a sub-
stantial effect on polarisation. On the other hand, Bail and colleagues (2018) re-
ported that individuals who were exposed to views that opposed their own on 
Twitter became more polarised; specifically, Republicans became more conserva-
tive after receiving updates from a liberal Twitter bot. A study by Allcott et al. 
(2020) found that Facebook deactivation decreased polarisation of views around 
policy issues, implying that usage had a dividing effect. 

In conclusion, while the societal effects of social media recommendation systems 
have been disputed, we argue that there is ample reason to be concerned about 
the algorithms that drive such technologies. This motivates the need for much 
more independent and evidence-based research on high-reach AI. Notably, Yesila-
da and Lewandowsky (2022) highlighted that their analysis was incomplete due to 
their limited access to the YouTube recommender system. Barberá (2020) and 
Leerssen (2021) problematised that researchers have been unable to access rank-
ing algorithms in social media, and that the most extensive studies in the field 
tend to be conducted by the platforms themselves. These are clearly not indepen-
dent and this brings their trustworthiness into question (Urman & Makhortykh, 
2023). 

Many of the transparency provisions introduced by the DSA are intended to ad-
dress these challenges. Below, we present the analysis of the DSA provisions by 
using Heald's (2006) analytics of transparency as a guiding framework to explore 
how the different directions of information flow can contribute to addressing these 
issues. 

3. The transparency directions in the DSA 

Despite the extensive discussions on transparency across various domains (Koivis-
to, 2022), it remains a vaguely defined and multifaceted concept (Larsson & 
Heintz, 2020). As Alloa (2022) observes, the ubiquity of transparency rhetoric in 
contemporary discussions spanning media, politics, industry, finance, and technolo-
gy markedly contrasts with its inherent lack of systemic clarity. Meijer (2014) 
claims that transparency is an ‘ideograph’, a concept that is seemingly universally 
desirable yet inherently hollow, allowing it to be framed in various ways depend-
ing on the context. 

In light of this conceptual ambiguity, various nuanced approaches to transparency 
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discussions have been proposed, emphasising the need for more effective and con-
textually appropriate transparency strategies. For instance, Meijer (2014) identifies 
‘three basic perspectives’ on transparency: as (1) a virtue, (2) a relation, and (3) a 
system. When defined as a virtue, transparency signifies being open about one's 
behaviour, intentions, and considerations, without specifying the audience to 
whom this transparency is directed. When defined as an institutional relation, 
transparency is an exchange of information between ‘an actor and a forum’. When 
understood as a system, transparency is a network of relations, each transparent 
on their own level, contributing to the transparency of the whole (Meijer, 2014). 

Another insightful perspective on transparency has been proposed by Heald 
(2006). In his examination of anatomy of transparency, Heald emphasises the need 
to consider factors such as the direction of information flow, different varieties of 
transparency (event transparency versus process transparency, transparency in ret-
rospect versus transparency in real time, etc.), and the specific habitats (contexts) 
in which transparency operates. 

In this study, we focus on Heald’s conceptualisation of transparency directions, 
which offers a helpful theoretical scaffold in dissecting the transparency measures 
provided by the DSA. The framework distinguishes between (1) upward, and (2) 
downward transparency — which together form vertical transparency, (3) inward, 
and (4) outward direction — which together form horizontal transparency. In the 
horizontal direction, inward transparency allows those outside a system to view in, 
and outward transparency allows those inside the system to view their outside en-
vironment. In the vertical direction, upward transparency pertains to transparency 
directed towards a hierarchically superior body, and downward transparency al-
lows the hierarchically inferior to monitor the governor by virtue of their position 
as the observed or governed. When all transparency directions are equally present, 
it is referred to as fully symmetric transparency, whereas the absence of all trans-
parency directions results in fully symmetric non-transparency. Moreover, some 
transparency directions may be asymmetrical or completely absent (Heald, 2006). 
In the upcoming subsections we employ this framework by situating it within the 
context of digital services and allocate the transparency measures provided by the 
DSA accordingly. 

3.1 Horizontal transparency 

In line with Heald’s approach, the interaction between actors in the horizontal 
transparency directions occurs without the involvement of a hierarchically superior 
(regulatory) body. Figure 1 illustrates the model of horizontal transparency be-
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tween the platforms and end-users: 

FIGURE 1: The model of horizontal transparency. 

3.1.1. Inward transparency 

In general, inward transparency can be understood as the capacity to be observed 
or monitored by entities considered as equal from a legal standpoint. This charac-
terises the relationship between platforms and end-users, established in most cas-
es through a contractual agreement. Inward transparency can thus be seen as 
available means for users or the general public to examine the platforms' internal 
workings and practices. 

In the DSA, inward transparency measures aimed at allowing end-users to view in 
may include general information that providers publicly disclose about their ser-
vices, as well as information that must be provided to end-users in a specified 
manner mandated by relevant laws. The providers typically fulfil this obligation 
through their terms and conditions of service and privacy policies. Although the 
rules concerning provision of information about the digital services can be found 
in EU consumer and data protection laws, and certain specific information was also 
required by the E-Commerce Directive, the DSA further expands the information 
provision list. For instance, users must now be informed about content moderation 
practices and usage restrictions, including the prohibition of certain types of con-
tent (Regulation 2022/2065, Art. 14). 

Another novel inward transparency provision states that VLOPs are obliged to dis-
close the main parameters used in their recommender systems and explain why the 
specific information is suggested to the user. Following Article 27, this includes the 
“criteria which are most significant” in determining the presented content, and 
“reasons for the relative importance of those parameters” (Regulation 2022/2065). 
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Additionally, the DSA creates new avenues for user-provider interactions, such as 
in the involvement of end-users in the mechanism of tackling illegal content. 
Users may flag what they consider as illegal in the so-called notice-and-action
mechanism. The platforms are obliged to consider each notification, and their de-
cisions in this respect may range from the restrictions in visibility of content by its 
removal, disabling access or demotion, to suspension or termination of the user’s 
account. Importantly, following Article 17 of the DSA, the users affected by the 
platform’s action should be provided with a statement of reasons (grounds for such 
decisions). Moreover, the online platform should provide the users, both the ones 
notifying the illegal content and the ones negatively affected by the platform’s de-
cision, with the possibility of access to an internal complaint handling and out-of-
court dispute settlement (Regulation 2022/2065, Art. 20 and 21 respectively). 

3.1.2. Outward transparency 

On the flip side, outward transparency in the digital services domain can be inter-
preted as the provider’s activity of observing any relevant phenomena in its envi-
ronment, including the (planned) actions of the regulators, competitors, and mar-
ket trends. Crucially, it also involves closely monitoring the users of the digital ser-
vices. 

The role of regulations in outward transparency is mostly focused on curbing the 
practice of monitoring end-users by extensive collection of personal data, which, 
as pointed out earlier, may amount to the intrusion on users’ privacy. While the 
GDPR and consumer law already forbid certain practices, the DSA adds more tar-
geted provisions in this regard, such as by obliging the VLOPs to enable an option 
to use recommender systems without being profiled (Regulation 2022/2065, Art. 
38). 

Moreover, as regards advertising, it seems that the DSA reiterates an already estab-
lished rule under the GDPR, by prohibiting advertising based on the use of sensi-
tive data in the meaning of the GDPR, such as revealing racial or ethnic origin, po-
litical opinions, data concerning health or sexual orientation (Regulation 2022/
2065, Art. 26(3)). 

Nevertheless, as elaborated upon in Section 2, the extent of the engagement in 
outward transparency activities by high-reach platforms raises significant con-
cerns. As will be further discussed in Section 4, while end-users have certain trans-
parency tools at their disposal, these fall significantly short of the level of monitor-
ing which end-users are subjected to themselves. Using Heald’s terminology, the 
horizontal transparency is thus highly asymmetric and imbalanced, which necessi-
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tates the regulatory intervention in form of the vertical dimension of transparency. 

3.2 Vertical transparency 

In turn, following Heald’s framework, the vertical transparency model involves hi-
erarchical relationships commonly used in economic modelling or public gover-
nance (Heald, 2006). In the context of digital services governance this relationship 
can be illustrated as follows (Figure 2): 

FIGURE 2: The model of vertical transparency. 

Upward transparency direction refers to the observability of a subordinate to a hi-
erarchical superior Heald (2006). In state governance, upward transparency is pre-
sent to varying degrees in all functioning states (Heald, 2022). In the realm of digi-
tal services, this activity could be exercised by public authorities with vested re-
sponsibility to monitor the activities of online providers. 

3.2.1 Upward transparency 

Prior to the adoption of the DSA, oversight activities concerning high-reach social 
media platforms were primarily conducted by national competent bodies within 
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the regulatory frameworks encompassing digital services, data protection, and con-
sumer protection laws. 

However, the DSA has shifted the oversight responsibility over VLOPs to the Euro-
pean Commission, entrusting it with the authority to act in cases of suspected 
breaches of the DSA (Regulation 2022/2065, Art. 65(2)). On the national level, the 
Digital Service Coordinators (further referred to as DSCs), whose establishment is 
currently underway, will be the national authorities tasked with overseeing and 
enforcing the DSA domestically (Regulation 2022/2065, Art. 49(1)). Moreover, the 
DSA establishes the European Board for Digital Services, an independent body 
composed of Digital Service Coordinators which primarily serves in a supportive, 
coordinating, and advisory capacity (Regulation 2022/2065, Art. 61-63). 

Crucially, in the context of upward transparency, the DSA introduces several new 
upward transparency tools for the above oversight authorities and the most note-
worthy provisions will be outlined below. 

Assessment of systemic risks 

One of such important upward transparency measures requires the VLOPs to con-
duct what is termed systemic risk assessments. The outcomes of such assessments 
should be provided “upwards” to the Commission and the respective DSCs. The 
systemic risk assessment mechanism can be outlined as follows: 

1. At least once per year, the VLOPs are obliged to identify “any significant 
systemic risks stemming from their algorithms”, such as dissemination of 
illegal content, any risks for the EU fundamental rights (including risks to 
privacy, non-discrimination, consumer protection), any serious effects on 
users' physical or mental well-being, as well as their impact on civil 
discourse, electoral processes, public security and public health 
(Regulation 2022/2065, Art. 34). 

2. Next, the VLOPs are required to implement “reasonable, proportionate and 
effective mitigation measures” corresponding to the identified risks, for 
example by adapting the design of their services, improving content 
moderation processes, testing and adapting their algorithmic systems 
(Regulation 2022/2065, Art. 35). 

3. Both the assessment and mitigation measures are then subject to 
independent auditing, with the VLOPs providing necessary access, 
cooperation, and assistance to auditors (Regulation 2022/2065, Art. 37). 

4. An audit report is produced, along with the auditor's opinion as to whether 
the audit is 'positive,' 'positive with comments,' or 'negative'. In the latter 
two cases, the auditor provides operational recommendations that the VLOP 
must address within a specified period. The VLOP must then submit an 
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audit implementation report within one month. 
5. Finally, the VLOPs publish the transparency report containing results of the 

systemic risk assessment, implemented mitigation measures, audit report, 
and audit implementation report. In case certain confidential or sensitive 
information has not been included in the publicly available version, the 
full report should be shared with the Commission and the DSCs. 

However, as will be shown in Section 4, it should be noted that the effectiveness of 
this transparency mechanism largely depends on the way the Commission imple-
ments it through delegated acts, specifying the rules for the performance of the 
audits (Regulation 2022/2065, Art. 37(7)). 

Access to data 

Another noteworthy upward transparency measure in the DSA is that the DSCs or 
the Commission may request VLOPs to provide them with access to data that are 
necessary to monitor and assess compliance with the DSA (Regulation 2022/2065, 
Article 40). The providers may also be requested by the same institutions to ex-
plain the design, logic of the functioning and the testing of their algorithmic sys-
tems, including their recommender systems. 

Importantly, the DSCs may also enable the data access for vetted researchers 
(recognised on the basis of the criteria specified in the DSA) to conduct the re-
search that “contributes to the detection, identification and understanding of sys-
temic risks in the Union, … and to the assessment of the adequacy, efficiency and 
impacts of the risk mitigation measures” which have been applied by the provider 
(Regulation 2022/2065, Article 40). This is arguably the first legislative initiative 
providing the research community with access to platform data by their involve-
ment within the DSA governance framework (Leerssen, 2021). It could, notably, be 
seen as serving the dual purpose of inward and upward transparency, since on the 
basis of this provision such independent research would benefit not only the gen-
eral public but also the auditors (Regulation 2022/2065, Rec. 97) and the oversight 
authorities (Regulation 2022/2065, Rec. 137). 

Nevertheless, this measure is subject to significant caveats. First, the VLOPs may 
refuse to provide data access to vetted researchers under the claim that they do 
not have access to such data themselves, or that giving access might lead to “sig-
nificant vulnerabilities for the protection of confidential information, in particular 
trade secrets” (Regulation 2022/2065, Art. 40 (5)). In such cases, the platforms are 
required to ask the DSCs to amend the request, and propose an alternative means, 
which would be appropriate and “sufficient for the purpose of the request”. Second, 
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the Commission is expected to adopt delegated acts supplementing these rules, by 
specifying the procedural and technical conditions under which the VLOPs are to 
share the data in compliance with the GDPR, including the purposes for which the 
data may be used (Regulation 2022/2065, Art. 40 (13)). Thus, as in the case of sys-
temic risk assessments, the effectiveness of this provision is dependent on its in-
terpretation by the platforms, the DSCs, and the Commission. 

Investigation powers of the Commission 

As the utmost form of upward transparency, the DSA has granted the Commission 
extensive investigation powers in relation to VLOPs, as outlined in Chapter IV of 
the DSA. This authority enables the Commission to perform various actions when 
necessary, such as the power to: 

1. Require information from VLOPs, auditors, and individuals or entities who 
may possess relevant information regarding suspected infringements. 

2. Initiate proceedings in case of a suspicion of violation of the DSA. 
3. Conduct unannounced inspections of any premises of the above entities or 

persons, allowing them to examine records and books, make copies, and 
seal any premises. 

4. Require explanations regarding the organisation, functioning, IT system, 
algorithms, data-handling, and business practices. 

The investigations conducted by the Commission can ultimately lead to enforce-
ment actions, ranging from ordering interim measures, imposing fines or periodic 
penalty payments, to initiating the procedure of restricting access to the service, 
when all other efforts to stop the infringement of the DSA will have been exhaust-
ed. 

3.2.2 Downward transparency 

Lastly, the downward transparency direction characterises the relationships be-
tween the state and various actors (especially citizens) within democratic societies 
(Heald, 2006). It is often associated with accountability and is a prominent feature 
of democratic theory and practice, distinguishing it from totalitarian regimes 
(Heald, 2022). This transparency direction entails that end-users and the general 
public may ”watch the watchers” by holding regulatory authorities accountable in 
their responsibility of oversight. 

The DSA provides several tools which can be interpreted as downward transparen-
cy measures. For instance, the European Board for Digital Services, in cooperation 
with the Commission, has the responsibility to produce comprehensive yearly re-
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ports compiling transparency reports submitted by the digital service providers, in-
cluding the systemic risk assessments. These reports may also draw from other 
sources, such as the analyses of the data accessed by the DSCs or vetted re-
searchers (Regulation 2022/2065, Art. 35). Moreover, when the Commission exer-
cises its investigative powers, decisions concerning non-compliance of providers, 
interim measures, or imposed fines will also be publicly available (Regulation 
2022/2065, Art. 80). Furthermore, certain downward transparency measures are al-
so relevant for vetted researchers, who by their involvement in the DSA framework 
bear the responsibility towards the public for their work. In this regard, the re-
search results are expected to be publicly available and free of charge (Regulation 
2022/2065, Art. 40). 

In sum, a well-balanced and symmetric vertical transparency entails that govern-
ing bodies may hold the providers-platforms accountable for their actions. On the 
other hand, citizens, as end-users, may hold the governing bodies accountable, pri-
marily the DSCs and the Commission, for their oversight tasks. This reciprocal ac-
countability mechanism aims to establish a system of checks and balances in the 
online platform governance (Djeffal et al., 2021), preventing abuses of power and 
ensuring that both platforms and oversight bodies are held responsible for their 
actions. 

4. Addressing the risks posed by high-reach AI through 
transparency directions 

Applying Heald's anatomy of transparency to the context of digital services show-
cases the highly asymmetric and imbalanced information flows across the horizon-
tal transparency directions. Outward transparency, manifested through the exten-
sive engagement of social media platforms in collecting and analysing personal 
data on a massive scale raises significant concerns as regards the users’ privacy, 
autonomy, and the proliferation of harmful content across societies. In contrast, 
the inward transparency measures available to end-users, allowing them to under-
stand and exert control over social media recommender systems, are considerably 
limited. 

However, in what appears to be a shared characteristic of high-reach AI systems, 
relying on the horizontal transparency measures alone is insufficient to rebalance 
this information asymmetry. To address the large-scale risks posed by social media 
recommender systems it is necessary to establish the vertical transparency gover-
nance dimension for several reasons. Firstly, the technical complexity and legal 
protection surrounding the high-reach recommender systems make it difficult for 
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average end-users to determine their trustworthiness (Burrell, 2016). Secondly, 
even if end-users had more transparency tools at their disposal they would not 
have the ability to check that the information provided is true, considering the 
past instances where platforms such as Facebook have made false claims about 
privacy policies (Pasquale, 2015). Thirdly, given the users’ disconnection from pow-
er, the corrupt practices may continue even if made known to the users (Ananny & 
Crawford, 2018). Fourthly, as argued in this paper, some risks may only become ap-
parent on an aggregated level, impacting groups or society as a whole, rather than 
individual end-users (cf. Knowles & Richards, 2021). Thus, the reliance on the hori-
zontal transparency alone might lead to transparency fallacy or transparency illusion 
(Edwards & Veale, 2017; Heald, 2006). Consequently, a stronger emphasis on verti-
cal transparency directions appears necessary to calibrate the asymmetry of infor-
mation power in the digital services domain. 

The adoption of the DSA holds the potential for certain improvements in this re-
gard. The analysis of the provisions introduced by the DSA reveals that the trans-
parency measures aimed at addressing concerns related to privacy, autonomy, and 
the dissemination of harmful content are present in all transparency directions. 
However, the extent to which these requirements are incorporated varies across 
the different transparency directions and arguably may differ in their expected im-
pact on the overall governance of the social media recommender systems. 

4.1 DSA and the right to privacy and autonomy 

As has been shown, the issue of privacy protection highlighted in Section 2.1 di-
rectly conflicts with business models of VLOPs that are based on the collection and 
analysis of extensive user data, allowing the platforms to create detailed user pro-
files and increasingly accurate recommendations. The related issue of limited user 
autonomy is also concerning, as empirical studies have indicated that accurate 
user profiles can make individuals susceptible to nudging and manipulation. It 
seems that the risks associated with recommender systems go beyond specific 
groups. As Helberger et al. (2022) observe, the exerted influence of high-reach so-
cial media can make users, to varying degrees, vulnerable to such systems. 

Following Heald’s transparency framework, the DSA provision requiring the disclo-
sure of the main parameters used in VLOP’s recommender systems can be interpret-
ed as an inward transparency tool. However, its practical impact remains to be 
seen, considering that most users do not read terms and conditions of services 
(Larsson et al., 2021). In addition, the definition of the “main parameters” is un-
clear. For this reason, the European Data Protection Supervisor (EDPS) called for 
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specifying what parameters would need to be disclosed at a minimum to consti-
tute “meaningful information” in this context (EDPS, para 76). 

To some extent, the notice-and-action mechanism will enhance inward transparen-
cy by providing users with the specific grounds for the platform’s content modera-
tion decisions. However, in order to avoid accusations of censorship or bias, plat-
forms often resort to more subtle demotion techniques (Gillespie, 2022). As the 
notice-and-action procedure will generate an increased workload for platform 
moderation (e.g. due to the internal complaint handling), this may potentially lead 
the platforms to use demotion techniques that are more difficult to detect, thus 
providing an incentive to foster an environment where content moderation plays 
out through dynamic ranking systems (cf. Leerssen, 2023). 

Moreover, the DSA stipulates that end-users may be given the possibility to modify 
the main parameters apart from the mandatory, non-profiling option. Although this 
could arguably enhance the level of user autonomy it is currently not compulsory 
for the platforms. While many users would appreciate the possibility to customise 
their algorithmic preferences, it is yet to be seen whether the dominant platforms 
will make such options available and how this would work in practice. Indeed, Hel-
berger et al. (2021) observe that the VLOPs currently do not have incentives to 
provide such alternative options for users. It is noteworthy that the proposed inter-
operability options, which would facilitate the use of recommender systems priori-
tising individual preferences, were not included in the final text of the DSA. Also in 
this context, the EDPS advocated for introducing minimum interoperability re-
quirements for VLOPs, as this would increase the potential for the development of 
a “more open, pluralistic environment, as well as create new opportunities for the 
development of innovative digital services” (EDPS, 2021, para. 84). As Helberger 
and colleagues (2021) argue, such provision would constitute a true step towards 
curbing the dominant power of “Very Large Online Goliaths” in the digital services 
domain. 

In turn, within the outward transparency direction, the DSA introduces two note-
worthy privacy-enhancing amendments. First, it makes it mandatory for VLOPs to 
create a usage option which is not based on collecting user data, and notably, as 
emphasised by EDPS (2021), this should be a default setting following the GDPR 
privacy by default principle (Regulation 2016/679, Art. 25(2)). Arguably, the purpose 
of this provision is to clarify that the creation of detailed user profiles is not essen-
tial for providing the service itself (Regulation 2016/679, Art. 25(2)). Although on-
line services primarily generate revenue through advertising, there are potentially 
less privacy-intrusive alternatives such as context-based advertising. However, the 
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extent to which users will choose this alternative remains uncertain given the 
“sticky design” of algorithmic feeds (Haugen & Committee on Internal Market and 
Consumer Protection, 2022) and the fact that privacy-conscious individuals can al-
ready utilise many platform services without logging in. Furthermore, the DSA 
seems to reiterate the prohibition of advertising based on the use of sensitive per-
sonal data, as defined by the GDPR (cf. Regulation 2022/2065, Art. 26(3) and Regu-
lation 2016/679, Art. 9), since advertising does not fulfil any of the legal bases al-
lowing the processing of such sensitive data categories. Nevertheless, both these 
clarifications have presumably been added due to the apparent proliferation of 
such practices. 

Finally, the DSA transparency provisions aiming to enhance the users’ protection of 
right to privacy and autonomy have been identified within the upwards trans-
parency direction as well. Most notably, the negative impact of social media rec-
ommender systems on the EU fundamental rights, such as risks the right to priva-
cy, non-discrimination, and consumer protection are included in the systemic risk 
assessment reports. Moreover, on the basis of Article 40 of the DSA, the research 
community may also have the possibility to conduct research in this respect. As 
has been signalled above however, the actual impact of these transparency mecha-
nisms is dependent on their interpretation and implementation by the oversight 
bodies. 

4.2 DSA and the dissemination of harmful content 

As presented in Section 2.2, high-reach recommender systems that have been de-
signed to optimise user engagement may contribute to the amplification of the 
spread of harmful content online including false news and conspiracy theories. 
Moreover, personalised information consumption that has been facilitated by such 
algorithms may add to the fragmentation of the political discourse in democracies. 
Thus, due to the limited ability of individuals to shape the large-scale effects of 
social media, the measures aimed at mitigating such aggregated risks can only be 
effectively addressed by establishing a governance framework with entities capa-
ble of exercising effective oversight. 

Indeed, the analysis of the DSA provisions concerning the negative societal effects 
of social media platforms suggests that the most significant changes have been in-
troduced within the upward transparency direction. The systemic risks assessment, 
including mitigation measures, independent audits and reporting, have the poten-
tial to offer valuable insights to both the Commission, DSCs, and the general pub-
lic. As Rieder and Hofmann (2020) observe, holding platforms to account requires 
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‘institution-building’, which necessitates the development of skills and competence 
“in a form that transposes local experiments into more robust practices able to 
guarantee continuity and accumulation” (p. 23). Recognising this need, the Com-
mission has established the European Centre for Algorithmic Transparency (ECAT) 
(European Commission, n.d.), which is tasked to collaborate with industry represen-
tatives, academia, and civil society organisations to, among other objectives, eval-
uate risks and recommend transparency approaches. 

However, only the future holds the answer to the question of the actual effective-
ness of the risk assessment mechanism as it largely depends on the way these 
rules will be implemented in practice. The Commission’s delegated acts seem es-
sential in this regard as they will specify the rules for the performance of the au-
dits (Regulation 2022/2065, Art. 37(7)). Since transparency reports produced by 
platforms do not provide meaningful transparency (Urman & Makhortykh, 2023), 
the establishment of detailed procedures for audits is critical for the efficacy of the 
framework. Moreover, the need for detailed industry standards serving as bench-
marks against which to audit the algorithms have been voiced by some of the au-
diting corporations themselves. Without such standards, the auditors would essen-
tially find themselves in the position of “DSA judges” determining what qualifies as 
DSA compliance (Bertuzzi, 2023). 

Likewise, the inclusion of vetted researchers within the institutional framework 
potentially creates the possibility for the research community to actively partici-
pate in the monitoring tasks of VLOPs by offering independent expertise to the 
governing bodies, as well as the general public. While this provision, theoretically, 
holds great potential, it also contains significant limitations, as mentioned in Sec-
tion 3.2. VLOPs may refuse data access requests by claiming they do not possess 
the data, or where access would pose “significant vulnerabilities” to security or 
“protection of confidential information, in particular trade secrets”. As Leerssen 
(2021) notes, platforms such as Facebook have already abused privacy regulations 
as a justification for denying researchers access to data, thus similar strategies are 
likely to be applied with regards to the use of security and trade secrets considera-
tions. Moreover, a practical constraint of this provision could also be the need for 
vetted researchers to have sufficient technical resources and infrastructure at their 
disposal to analyse the vast volumes of data involved (Rieder & Hofmann, 2020). 
Furthermore, just as seen in the instance of the systemic risk assessment mecha-
nism, the success or failure of this ambitious transparency provision hinges upon 
the Commission’s delegated acts in specifying the rules and procedures for the da-
ta sharing. 
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Finally, the Commission's extensive investigation powers serve as a “last resort” 
measure of upward transparency. Drawing a parallel to EU competition law, state 
aid, and environmental law, the Commission may initiate proceedings against 
VLOPs, request information, conduct inspections, and ultimately enforce measures 
such as imposing fines and/or periodic penalty payments. It could be argued that 
the direct oversight of the Commission over the VLOPs could be a lesson learned 
from the shortcomings within the data protection enforcement, where a few au-
thorities are responsible for the majority of EU supervision (Holznagel, 2021). Nev-
ertheless, the effectiveness of the Commission's broad array of investigative pow-
ers primarily depends on its proactive use of these enforcement tools. 

In sum, while prior to the introduction of the DSA the transparency asymmetry was 
profound, the question remains to what degree this regulatory intervention can re-
calibrate the information and power imbalance between end-users and VLOPs. 

As has been argued, the horizontal transparency measures alone are not likely to 
effectively address the aggregated impact of high-reach AI, which has been 
demonstrated in the example of the social media recommender systems. This ca-
pability could be vested in entities with access to comprehensive datasets, pos-
sessing the adequate expertise and enforcement tools. Although vetted re-
searchers are now involved in a more formalised manner within the DSA frame-
work, effective oversight of the high-reach recommender systems would require 
regulatory powers substantial enough to shape the actions of the dominant VLOPs. 
Nevertheless, the caveats surrounding the upward transparency measures within 
the DSA indicate that the actual impact of the DSA remains uncertain as it largely 
depends on the interplay of the power dynamics between the regulators and the 
platforms. 

5. Conclusions 

High-reach AI systems are increasingly becoming an integral part of modern soci-
eties, presenting challenges on both individual and societal levels. As AI technolo-
gies are still rapidly evolving, new high-reach AI applications are expected to 
emerge. 

While recommender systems used by social media, as one of the examples of such 
high-reach AI technologies, offer various benefits for users, they have also been 
shown to come with inherent risks. These algorithmic systems are primarily opti-
mised for the advertising-driven business models of online platforms, and the lack 
of effective regulation and enforcement allowed the platforms to flourish without 
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adequately addressing the risks and harms that they generate. The adoption of the 
DSA represents a significant and long-awaited step towards addressing these is-
sues by introducing new transparency tools and providing the possibility for more 
comprehensive oversight and, when necessary, enforcement. 

The analysis in this article has focused on the transparency provisions provided by 
the DSA and has examined them through the lens of the horizontal and vertical 
transparency framework (Heald, 2006). Our findings indicate that along the hori-
zontal transparency axis end-users can expect to be provided with additional in-
formation, such as on content moderation and the main parameters used in recom-
mendations. The most notable amendment in this respect appears to be in the for-
malising of the notice-and-action procedure, which requires the provision of explic-
it grounds of the decisions that directly affect individual users. However, the pro-
posal for the introduction of interoperability measures, which would provide the 
users with meaningful choice in their recommendation preferences, have not been 
included in the scope of the DSA. 

Within the vertical dimension, the DSA holds a potential to strengthen the upward 
transparency, especially with regards to addressing the risks of large-scale harms 
caused by the social media recommender systems. The EU Commission has been 
granted extensive investigation powers in this regard, similar to its role in the EU 
competition, state aid, and environmental law. Nevertheless, among the most in-
novative transparency tools in addressing the risks posed by social media VLOPs 
are the provisions concerning the systemic risk assessments and data access for re-
searchers. Yet the latter is subject to significant limitations, primarily grounded in 
issues of confidentiality and trade secrecy, which may potentially undermine the 
main objectives of this transparency mechanism. Crucially, both mechanisms, the 
risk assessment and the data access for vetted researchers, are highly dependent 
on their implementation through the Commission’s delegated acts which are cen-
tral to the effectiveness of these provisions. 

Addressing the risks posed by high-reach social media by the introduction of the 
DSA serves as an example of the challenges inherent in regulating high-reach AI 
systems. As has been argued, the monitoring of the broad-scale effects of such AI 
systems necessitates the establishment of effective governance frameworks, in 
which vertical transparency plays a pivotal role, offering the means for a holistic 
overview and regulatory tools to intervene in cases it is needed. Without the oper-
ative vertical transparency dimension the aggregate impacts of high-reach AI may 
go unnoticed. While the DSA holds great promise in recalibrating of the trans-
parency asymmetry in the digital services domain, the actual impact of this new 
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regulatory framework largely depends on the way the rules are implemented and 
utilised by the oversight bodies. 
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