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Cost Allocation in Vehicle Routing Problems with Time Windows

Federico Arroyo

Technical University of Munich

Abstract

The estimation of costs allocated to each customer when serving them in a collaborative logistic operation is a complex problem
whose solution is computationally very expensive. In this work the case of central horizontal collaboration for vehicle routing
problems with time windows and a central depot is studied. An approximation to the Shapley value method via structured
random sampling is used to calculate the cost associated with customers in Solomon instances. Such costs are regressed to
a linear model with a set of defined features. The results show that cost can be predicted with considerable accuracy with
few features. Moreover, the extent to which vehicles’ capacity, customers’ demand and distance, the degree of customer
clustering and time window horizons affect cost and potential savings from carriers in collaboration is assessed. Additionally,
individual regression models of different set of instances show how various pricing strategies for customers can be fitted to
their classification when grouping them.

Keywords: collaborative vehicle routing; cost allocation; Shapley value method; structured random sampling; time windows

1. Introduction

1.1. Context and motivation
With the world’s population continuing to grow and an

ever-expanding international commerce, logistics networks
become increasingly complex. The supply chain, as a means
of delivering products from manufacturers to customers,
comprises the interactions between enterprises involving a
multi-organizational network adding value to the flow of
information, logistics and capital (Leng et al., 2018; Tang
et al., 2022). It is within this operation that any potential for
improvement brings substantial value.

I would like to express my gratitude to Prof. Dr. Stefan Minner for afford-
ing me the invaluable opportunity to compose my master thesis under his
supervision and mentorship. His continuous provision of insightful sug-
gestions, innovative ideas to enhance my thesis, and unwavering support
during the writing process have been truly instrumental. Furthermore,
my appreciation extends to the esteemed Chair of Logistics and Supply
Chain Management of the Technical University of Munich where I was
given full assistance and support along my studies and in preparation
for my thesis. Lastly, I extend my thanks to family and friends, whose
steadfast encouragement and caring have been a driving force behind
my endeavors, fostering both my personal and professional growth.

Further, the mass adoption of the internet, in conjunc-
tion with the development of new technologies, has made
online shopping a very comfortable means for consumers to
acquire their products, favoring it in many cases over brick-
and-mortar shops. This change of behavior towards order-
ing products online has meant rapid growth for e-commerce
which has been further exacerbated by the COVID-19 pan-
demic, feeding the need for more retailers online and the
growth in deliveries (Alfonso et al., 2021; Jílková & Králová,
2021). The final leg of the logistics problem, known as the
last mile, is where retailers and logistic carriers mostly find
their costs increasing due to the inefficiencies of the industry
(Iannaccone et al., 2021). This operation of delivering a par-
cel from the last hub to the customer accounts for 28 % of the
total logistic cost (Ranieri et al., 2018). Moreover, the effect
of increased urban parcel demands in the context of urban-
ization can be very harmful to cities. With 70 % of the world’s
population expected to live in cities by 2050, the impact on
the environment, safety and health from pollution and con-
gestion becomes even more important (Bretzke, 2013). Con-
sequently, public institutions and governments are beginning
to regulate carriers’ operation more intensely, pushing for in-
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creased sustainability and efficiency in their operations (Hu
et al., 2019). With regards to the timing of deliveries, first-
time delivery failures have been reported up to 60 %, result-
ing in a significant cost for carriers (Song et al., 2009). Ad-
ditionally, same-day deliveries and the expectations coming
from customers of receiving their parcels fitting their sched-
ules compel agents to work with tight time horizons.

Within this context, companies are either forced or need
to collaborate with each other to remain competitive and
streamline their costs. Horizontal collaboration appears as
an effective solution for carriers to increase their operational
efficiency (Gansterer & Hartl, 2018b). For this reason, it is in-
creasingly important for public agents in the last years (Crui-
jssen & Cruijssen, 2020). In a sharing economy, where com-
panies are using common resources and capacities in urban
areas to provide new services, new business models emerge
and traditional ones need to innovate in order to continue
doing business (Dahle et al., 2019).

1.2. Problem statement
In recent years, the area of collaborative vehicle routing

has gained great popularity in transportation and logistics
research (Gansterer & Hartl, 2020). Shared transportation
resources define the base concept where different partners
join in a common operation. In the realm of collaborative
vehicle routing, we focus on those problems with capacity
and time constraints, later explained in Section 3.1. To cope
with the growth of deliveries and the ever-tightening con-
straints of time and capacity, collaborative environments al-
low for a great level of optimization within logistic operations
(Karaenke et al., 2019; Vanovermeire et al., 2014). In this re-
gard, there is a strong incentive for carriers to participate in
a joint coalition given the cost reductions they can achieve
(Muñoz-Villamizar et al., 2015).

Moreover, through the optimized use of resources, com-
panies can benefit from providing better service, due to their
increased flexibility and better times of delivery (Cruijssen,
Dullaert, & Fleuren, 2007). Additionally, there is a need for
them to decrease their environmental impact. In the USA, for
example, it has been found that logistics vehicles can travel
totally empty in up to 15% to 20% of the distance they cover
(Ferrell et al., 2020). Companies, therefore have the motiva-
tion to increase their sustainability and their reputation.

Within the paradigm of companies cooperating and shar-
ing resources, we focus on horizontal collaboration where
carriers belong to the same level of the supply chain. Verti-
cal collaboration, on the other hand, involves other levels in
it. A common understanding, represented through a central
system or platform, is needed for agents to interact and plan
together horizontally, with some cities already introducing
such systems (Schmelzer et al., 2016). The way collabora-
tion structures are defined is crucial to allow for horizontal
collaborations to prosper due to competitors being reticent to
share their information and resources for lack of trust (Brat-
ton et al., 2000). Transparency and confidentiality are key
for competitors not to fear their strategic advantage is threat-
ened. Consequently, having a fair distribution of costs arisen

and profits obtained is of greater importance for the stake-
holders involved (Cruijssen, Cools, & Dullaert, 2007). In this
regard, our work is centered in cost allocation in collabora-
tive vehicle routing problems, where the total cost of a global
operation needs to be divided between the individual carri-
ers. The objective is to assign costs to each of the customers
that each partner brings into the coalition in a simple but fair
way. The cost allocation method must assure that no partner
perceives their allocated cost as being too large, for they risk
the stability of the cooperation. We explore this in Section
3.2. The numerical complexity of the problem calls for the
search for simpler mechanisms which is at the center of our
work.

1.3. Research question and thesis outline
Given the scope presented, we aim at answering the fol-

lowing question:

Can cost allocation mechanisms in vehicle rout-
ing problems with time windows be approximated
through simple methods?

With this, we determine the accuracy of a simple cost-
allocating linear model where certain features are used to
address the variables of the problem. Additionally, by using
different instances with different degrees of clustering and
time window horizons, we analyze the impact these dimen-
sions have on the cost-allocating process and derive conclu-
sions for different pricing strategies. Concerning the allo-
cation mechanism itself, we determine the degree to which
the allocating results are advantageous for all carriers and
whether or not all customers yield savings when shared with
others.

This work begins by reviewing the available literature on
the subject and summarizing basic definitions in Section 2.
The methodology to tackle the problem in question is de-
fined in Section 3 where the modelling and solving of ve-
hicle routing problems, cost-allocating mechanisms and re-
gression methods are presented. Later, in Section 4, the an-
alyzed instances and cost function features are introduced.
Subsequently, the results obtained are analyzed in Section
5. This comprises an overview of the costs allocated to each
customer for the different instances, followed by the model
fit and feature selection and the study of collaborative gains.
To finalize, conclusions and recommendations for future re-
search directions are pointed out in Section 6.

2. Literature review

In the context of our investigation, we begin our work by
thoroughly reviewing the current state of academic research
concerning cost allocation in collaborative multi-carrier ve-
hicle routing problems with time windows. To better digest
the subject, we focus on the two main bodies of research that
our study focuses on. On the one hand, we start by evaluat-
ing the vehicle routing problem and its variations; focusing
on horizontal collaboration. Further, we describe the related
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work in the area of cost allocation methods for collaborating
logistics. We aim to present the known sources on which we
base our work, finding potential unexplored areas in research
that we intend to develop.

2.1. The vehicle routing problem
The Vehicle Routing Problem (VRP), introduced by

Dantzig and Ramser (1959) and Clarke and Wright (1964),
still remains one of the most widely studied problems in op-
erations research (Kritikos & Ioannou, 2010). It consists of a
family of problems in which a set of customers with known
demands and geographical location have to be served by a
fleet of vehicles based at one (or many) depot(s) through a
network of paths between them. The task is to determine
the optimal set of routes for the vehicles which achieve the
objective and satisfy the constraints imposed on the problem
(Irnich et al., 2014).

Multiple variations and extensions to the VRP have been
introduced which are mainly classified based on their objec-
tives and constraints (Laporte, 2009). Most commonly, a ca-
pacity restriction is imposed on the vehicles, with each lo-
cation having a specified demand quantity. This problem,
known as the Capacitated VRP (CVRP), imposes that each
customer needs to be served only once and the capacity of
vehicles is not surpassed by the total amount of customer de-
mands served by the vehicle in its route (Goel & Gruhn, 2008;
Prins, 2004). Additionally, the CVRP with Time Windows
(CVRPTW) introduces the time dimension and the constraint
of customers being served in a time interval, also known
as Time Window (Kallehauge et al., 2005). The addition
of several depots with multiple pickup and delivery points
(Berbeglia et al., 2007) as the discrimination between full
truckload and less than truckload (Gansterer & Hartl, 2018b)
are also well-known alternatives that we will not explore in
our work.

When several carriers are present, each of them having to
solve a VRPs by their own, potential benefits have been found
when collaborating in a joint logistic operation, originally re-
viewed in (Cruijssen, Dullaert, & Fleuren, 2007; Krajewska
& Kopfer, 2006).

In their survey, Gansterer and Hartl (2018b) show that
problems in vehicle routing in a collaborative scenario can
be addressed from a central or decentral planning perspec-
tive. Central plans require the intervention of one decision-
maker who is fully informed. The information provided for
each carrier can consist of cost structures, capacities and in-
formation on existing customers (Gansterer & Hartl, 2018b).
An example of this in digitalized times would be an online
platform/database where carriers’ requests are shared and
solved in a logistics problem. In this situation, the problem
is reduced to a holistic standard optimization problem where
all resources are bundled and the collaborative aspect is over-
taken by the full disclosure of information.

In decentralized collaborations, carriers are able to share
their capacities to a certain extent by revealing a limited
amount of information. In said setting partners may deal in-
dividually with each other or channel their requests through

a central authority. Studies on this area are presented by
(Berger & Bierwirth, 2010; Dai & Chen, 2011; Gansterer &
Hartl, 2018a; Gansterer et al., 2019; Krajewska & Kopfer,
2006; Özener et al., 2011), covering non-auction and
auction-based mechanisms for the selection and exchange
of requests. As reviewed by Gansterer and Hartl (2018b),
when it comes to real-world cases the potential collaboration
gains have been calculated up to 20%-30% (Chinh et al.,
2016; Cruijssen, Bräysy, et al., 2007; Ergun et al., 2007;
Muñoz-Villamizar et al., 2015). In the case of each customer
requiring service by two or more carriers Fernández et al.
(2018) obtained cost savings of 6% − 25%. Next to the
economical aspect, the nature of collaboration between car-
riers signifies a reduced negative impact on the environment.
These aspects are found in the research by Ballot and Fontane
(2010), Muñoz-Villamizar et al. (2015), Pérez-Bernabeu et
al. (2015), and Schulte et al. (2017) which study the re-
duction of routes and vehicles leading to a decrease in CO2
emissions and congestion in cities.

From the numerical solving perspective, collaborative
VRPs encompass a great complexity which requires the use
of heuristic and metaheuristic approaches. With regard to
the VRP, the solving mechanisms are found in Cordeau et al.
(1997, 2007), Laporte (1992), and Tarantilis (2005). Col-
laborative VRPs solving algorithms are discussed by Defryn,
Sörensen, and Cornelissens (2016), Pérez-Bernabeu et al.
(2015), and Sanchez et al. (2016).

2.2. Cost allocation methods
In the scenario of collaboration, the profits gained by the

coalition and the costs assumed have to be shared among
the participants. A transparent and fair mechanism to split
these values is necessary in order to assure the collaborative
relationships between the partners and their long-term par-
ticipation (Defryn, Sörensen, & Cornelissens, 2016).

In the context of the VRP and its variations, the cost al-
location problem consists of splitting the cost of the route/s
between the customers served. This was first addressed by
Göthe-Lundgren et al. (1996). Some other practical appli-
cations were developed by Engevall et al. (2004), Krajew-
ska and Kopfer (2006), and Krajewska et al. (2008). For
CVRPTW, cost allocation was first studied by Cruijssen et al.
(2010) and later analyzed by Dahl and Derigs (2011) in a
dynamic setting.

In their survey, Guajardo and Rönnqvist (2016) show that
in most cases in literature cooperative game theory is applied
for the sharing of costs or profits. The authors categorize
more than 40 methods either as traditional or ad-hoc. The
first one refers to methods arising from previous work on co-
operative game theory whereas ad-hoc are methods which re-
sult out of the particular conditions of the problem. Nonethe-
less, they conclude that a big majority of the methods found
in literature fall into the following:

• the Shapley value (Shapley, 1953), generally the most
applied method which we explain later;
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• proportional methods, where the cost is divided pro-
portionally to a variable to each carrier (e.g. carrier j
is allocated cost α j ). The share of cost assigned to each
player can follow different criteria (e.g. shared equally
among players, according to their demand quantities
or standalone costs);

• the nucleolus method (Schmeidler, 1969), which looks
for an individually rational distribution in which the
maximum dissatisfaction is minimized.

Table 1 extracted from the literature survey by Guajardo
and Rönnqvist (2016) summarizes the methods that are of
most relevance for our work. From the traditional methods,
the Shapley value is the one we focus on given its broad use.
The methods consolidated under the category "ad-hoc" re-
spond to those following definitions which concern the par-
ticular context where the research has been motivated, in-
cluding modifications of traditional methods.

In their work Shi et al. (2020) analyse the problem of
sharing profits in collaborative vehicle routing problems
with multiple depots. A similar approach is what we apply
for splitting costs in problems with rather one depot and
the added constraint of time-windows. Akkerman and Mes
(2022) analyze how customer selection in vehicle routing
problems could be approximated by the distance. We ex-
pand this area of study by addressing which other features,
and to which extent, could be used to approximate cost being
allocated to customers. To our best knowledge, there is no
academic work where the cost allocation for collaborative
environments of CVRPTW is addressed through approxima-
tion methods using linear regression. This is what we wish
to explore with our work.

3. Methodology

As the focus of this work is to analyze the applicability
of direct rules and approximate a formula for the cost allo-
cation of clients in a collaborative vehicle routing problem,
we will develop our work by evaluating different CVRPTW
Solomon data instances (Solomon, 1987) and assessing how
the measures designed fit the outcome obtained. Firstly, we
model the logistics problem as a vehicle routing problem with
the added constraints of vehicle capacity and time windows
and build our optimization model. In order to streamline the
computation of our results, a metaheuristic solver is intro-
duced. Further, we assess different methods for the alloca-
tion of costs in collaborative games. In particular, the full
calculation of the Shapley value is initially adopted and later
replaced with a structured random sample-based method. Fi-
nally, our model is applied to existing problem instances so
as to derive the results which are later analyzed.

3.1. Modelling and solving of vehicle routing problems
3.1.1. Capacitated Vehicle Routing Problem (CVRP)

For the modelling of our problem, we start with a simpler
case in the CVRP. In this regard, the two-index flow formu-
lation by Toth and Vigo (2014) is used. The CVRP aims at

finding the set of routes that allow all customers’ demands in
a network to be serviced by a fleet of vehicles starting from a
depot with the minimum cost. Further, customers’ demands
and geographical locations are deterministic with the latter
deriving in the network of possible arcs available between
nodes. Vehicles have a limit to the capacity that they can
carry. In this regard, the notation is defined in the following.

Let V = 0, . . . , n be the vertex set, where vertices
i = 1, . . . , n correspond to the customers and vertex 0 corre-
sponds to the depot. A is then the arc set which completes
the graph G = (V, A), with each arc having a cost ci j asso-
ciated with it: (i, j) ∈ A. Furthermore, each customer has
a demand di to be fulfilled by a set of K available vehicles
(K being not smaller than the minimum amount of vehicles
needed to serve all customers), which are indistinguishable
with the same capacity C measured in the same units as
the demand. For a given circuit, the cumulative demand of
all the customers served by it must not exceed the vehicle
capacity. Finally, given a subset S ⊆ V\{0}, we denote by
r(S) the minimum number of vehicles needed to serve all
customers in S.

In all the instances we use throughout our work, vertices
are defined by points with specific coordinates. Further, the
cost ci j linked to each arc (i, j) ∈ A, is calculated as the Eu-
clidean distance between the two points corresponding to the
vertices i and j. This results in a cost matrix which is sym-
metric and satisfies the triangle inequality:

cik + ck j ≥ ci j ∀i, j, k ∈ V

which signifies that any deviation from the direct link be-
tween two vertices results in a bigger distance, therefore big-
ger cost. In the remaining of this work, distance will be used
as a measure of cost and vice-versa.

The model uses binary variables x i j which take the value
of 1 if the arc (i, j) is traversed in the solution and 0 other-
wise. With the notation described, the problem formulation
is as follows:

min
∑

i∈V

∑

j∈V

ci j x i j (1a)

s.t.:
∑

i∈V

x i j = 1 ∀ j ∈ V\{0}, (1b)

∑

j∈V

x i j = 1 ∀i ∈ V\{0}, (1c)

∑

i∈V

x i0 = K , (1d)

∑

j∈V

x0 j = K , (1e)

∑

i /∈S

∑

j∈S

x i j ≥ r(S) ∀S ⊆ V\{0}, S ̸= ;, (1f)

x i j ∈ {0,1} ∀i, j ∈ V. (1g)

The objective function in equation 1a aims at minimizing
the sum of costs deriving from traversing the routes. Con-
straints 1b and 1c ensure that each customer is visited only
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Table 1: Cost allocation methods in a collaborative environment found in academic literature (Guajardo & Rönnqvist, 2016).

Method
No. of
articles References

Ad hoc 31 (Agarwal & Ergun, 2010; Anily & Haviv, 2007; Audy et al., 2011, 2012; Caprara & Letch-
ford, 2010; Cheng et al., 2013; Dahl & Derigs, 2011; Dai & Chen, 2012, 2015; Derks &
Kuipers, 1997; Engevall et al., 1998, 2004; Estévez-Fernández et al., 2009; Faigle et al.,
1998; Fiestras-Janeiro et al., 2013; Fiestras-Janeiro et al., 2012; Flisberg et al., 2015;
Frisk et al., 2010; Guajardo & Rönnqvist, 2015; Hamers et al., 1999; Hezarkhani et al.,
2016; Liu et al., 2010; Özener, 2014; Özener & Ergun, 2008; Özener et al., 2013; Potters
et al., 1992; Sun et al., 2015; Toriello & Uhan, 2013; Vanovermeire & Sörensen, 2014b;
Yang et al., 2016; Yilmaz & Savasaneril, 2012)

Shapley 23 (Agarwal & Ergun, 2010; Cheng et al., 2013; Cruijssen et al., 2010; Dror, 1990; Engevall
et al., 1998, 2004; Fang & Cho, 2014; Fiestras-Janeiro et al., 2012; Frisk et al., 2010;
Guajardo et al., 2016; Hezarkhani et al., 2016; Krajewska et al., 2008; Liu et al., 2010;
Lozano et al., 2013; Massol & Tchung-Ming, 2010; Özener et al., 2013; Sun et al., 2015;
Vanovermeire & Sörensen, 2014a; Vanovermeire et al., 2014; Wang et al., 2015; Wong
et al., 2007; Yengin, 2012; Zakharov & Shchegryaev, 2015)

Proportional 18 (Audy et al., 2012; Berger & Bierwirth, 2010; Dror, 1990; Engevall et al., 2004; Fishburn
& Pollak, 1983; Flisberg et al., 2015; Frisk et al., 2010; Hezarkhani et al., 2016; Krajewska
& Kopfer, 2006; Lehoux et al., 2011; Liu et al., 2010; Massol & Tchung-Ming, 2010;
Nguyen et al., 2014; Özener, 2014; Özener & Ergun, 2008; Özener et al., 2013; Sun et
al., 2015; Wong et al., 2007)

once allowing for exactly one arc to enter and leave each ver-
tex associated with them. Consequently, constraints 1d and
1e impose analog requirements to the depot. Note that with
this notation the CVRP aims at finding a collection of exactly
K circuits to serve all customers, where each circuit starts and
ends at the depot. Constraints 1f ensure connectivity of the
paths in the solution while also imposing the vehicle capac-
ity requirements. The constraints remain valid also if r(S) is
replaced by a trivial lower bound defined by ⌈d(S)/C⌉ (Cor-
nuejols & Harche, 1993) with d(S) =

∑

i∈S di denoting the
total demand of the set S ⊆ V . Lastly, constraint 1g repre-
sents the binary constraint.

The family of constraints 1f has a cardinality which grows
exponentially with n (Toth & Vigo, 2014). A family of equiv-
alent constraints with polynomial cardinality can be used by
utilizing the sub-tour elimination constraint of the Travelling
Salesman Problem (TSP) applied to the CVRP (Christofides,
1979; Desrochers & Laporte, 1991; Miller et al., 1960):

ui − u j + C x i j ≤ C − d j ∀i, j ∈ V\{0}, i ̸= j (2a)

such that di + d j ≤ C ,

di ≤ ui ≤ C∀i ∈ V\{0}, (2b)

where the variable ui , i ∈ V\{0} is added to the model, ac-
counting for the load of the vehicle after visiting customer
i. With this definition, when x i j = 0, constraint 2a is not
binding, while when x i j = 1 then u j ≥ ui + d j imposing the
capacity and connectivity requirements and eliminating iso-
lated sub-tours in the process (Toth & Vigo, 2014).

3.1.2. CVRP with Time Windows (CVRPTW)
The CVRP with Time Windows extends the CVRP further

restricting the problem by adding a time dimension. Each

customer is associated with a time interval in which it needs
to be served, called a time window. Further, the travel time,
t i j , for each arc (i, j) ∈ A is known and normally taken as
the same as the distance or cost of the arc ci j . Additionally,
service times si are given for each customer i and the time
instant in which the vehicles leave the depot is also known
and normally assumed to be at 0. As a result, the service at
each customer i has to be initiated during their time window
and it lasts the service time associated with it si . Further-
more, whenever a vehicle arrives earlier than the start of a
customer’s time window, it is allowed to wait until it begins
and then commence service.

For the purpose of this work and to summarize it’s main
characteristics, the classical CVRPTW consists of defining ex-
actly one circuit per vehicle (of the total K vehicles available)
minimizing the cost with:

• each vehicle starting and finishing at the depot,

• customers being serviced exactly once,

• the capacity of the vehicles C not exceeding the sum of
the demands of the customers serviced by it,

• service starting within the time window [ai , bi] of each
customer and the vehicle remaining a time equal to si
at location i.

The model used in our work for the CVRPTW follows
the formulation by Toth and Vigo (2014), which is here de-
scribed. It is based on the three-index vehicle flow model
which allows for the modelling of more constrained versions
of the vehicle routing problem, due to being more flexible in
integrating additional dimensions.
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Firstly, a network G = (V, A) is defined by the set of ver-
tices of customers and the depot, which in this case is repre-
sented by the two nodes 0 and n+1. The set of customers N
is then defined as all vertices but vertices 0 and n+1, namely
N = V\{0, n + 1}. Further, for a route to be feasible then
it must start from node 0 and end at node n+ 1. Addition-
ally, a time window [ai , bi] is associated with each customer
i. Nodes 0 and n + 1 are assigned E and L as their earliest
possible departure and the latest possible arrival at the depot
respectively; that is, [a0, b0] = [an+1, bn+1] = [E, L]. More-
over, and in accordance with the problem description, zero
demands and service times are defined for these two nodes,
namely d0 = dn+1 = s0 = sn+1 = 0.

Let ∆+(i) denote the set of vertices j that are connected
to the vertex i directly, such that arc (i, j) ∈ A. In the same
manner, ∆−(i) denote the vertices from which i is directly
reached, e.g. the set of vertices j such that arc ( j, i) ∈ A.

For each arc (i, j) ∈ A and vehicle k ∈ K , a variable x i jk
is introduced which takes the value of 1 if arc (i, j) is used
by vehicle k and 0 otherwise. Further, a time variable wik is
added for all nodes i ∈ V and vehicles k ∈ K which designates
the time of the start of service at node i by vehicle k.

With the described notation, the formulation as of Toth
and Vigo (2014) is as follows:

min
∑

k∈K

∑

(i, j)∈A

ci j x i jk (3a)

s.t.:
∑

k∈K

∑

j∈∆+(i)

x i jk = 1 ∀i ∈ N , (3b)

∑

j∈∆+(0)

x0 jk = 1 ∀k ∈ K , (3c)

∑

i∈∆−( j)

x i jk −
∑

i∈∆+( j)

x jik = 0 ∀k ∈ K , j ∈ N , (3d)

∑

i∈∆−(n+1)

x i,n+1,k = 1 ∀k ∈ K , (3e)

x i jk

�

wik + si + t i j −w jk

�

≤ 0 ∀k ∈ K , (i, j) ∈ A,
(3f)

ai

∑

j∈∆+(i)

x i jk ≤ wik ≤ bi

∑

j∈∆+(i)

x i jk ∀k ∈ K , i ∈ N ,

(3g)

E ≤ wik ≤ L ∀k ∈ K , i ∈ {0, n+ 1}, (3h)
∑

i∈N

di

∑

j∈∆+(i)

x i jk ≤ C ∀k ∈ K , (3i)

x i jk ∈ {0, 1} ∀k ∈ K , (i, j) ∈ A. (3j)

The objective function calculates the total cost incurred
which we aim to minimize. Constraints 3b ensure that each
customer is assigned to exactly one route. Further, con-
straints 3c to 3e designate the flow on the path to be fol-
lowed by vehicle k. After, constraints 3f to 3h ensure the
time schedule is feasible while 3i guarantees the capacity
constraint. Finally, constraints 3j ensure the binary condi-
tions of the variables x i jk.

3.1.3. Metaheuristic solver
The CVRP, as described in Section 3.1.1, is a generaliza-

tion of the TSP (this being a CVRP with one vehicle visiting
all vertices in a cost-minimizing circuit with C ≥ d(V ) and
K = 1). This problem and its extensions with Time Win-
dows (CVRPTW) is known to be strongly NP-hard (Toth &
Vigo, 2014). For this reason, it would be very expensive
computationally to solve each problem to optimality. As a
consequence, a solver algorithm using metaheuristics is im-
plemented.

VROOM is an open-source optimization engine specifi-
cally tailored for VRPs which provides very good solutions in
little time (VROOM Project, 2022). As an example of it per-
formance, Table 2 shows the results obtained when solving
Solomon 56 instances of 100 customers which are used for
benchmarking. By comparing the cumulated traveled time,
it is observed that the maximum gap difference with the best-
known solution is 3.89%, all with an average computing time
of 359 milliseconds.

The mentioned algorithm utilizes different heuristics de-
pending on the problem to find an initial solution. In the case
of the CVRPTW, it uses modified versions of Solomon inser-
tion heuristics. To improve the solution, a local search pro-
cedure consisting of 14 different operators is then performed
to check for better feasible neighboring solutions (Bräysy &
Gendreau, 2005). In their work comparing tools for solving
CVRPTW, Puka et al. (2019) find that VROOM in comparison
with other open-source solvers is one of the most balanced
in terms of solution quality and execution time. For all the
aforementioned reasons, it is used in our research.

3.2. Cost allocation in VRPs in a collaborative environment
In this section, the vehicle routing problems previously

defined are introduced in a collaborative environment in
which several companies, each with a set of customers to
serve, form a coalition that aims at satisfying the demand of
all customers in a joint operation. In this setup, all customers
and their demands are joined into a holistic logistic problem
that is indifferent to the source of each customer. Operating
as a joint venture, it has been shown that a total reduced cost
is achieved while serving all customers. This is produced by
the increased efficiency in the joint logistic operation due
to customers with similar locations or service time windows
being visited by the same vehicle. The cost that companies
pay for such an optimization coalition is having to share
their customer information which may be of high value for
their business. We will consider a set of partners which form
a grand coalition sharing their resources (vehicles) and de-
mands. An example of such a collaborative CVRP is displayed
in Figure 1 where 3 partners join in a coalition to serve all
of their customers resulting in a completely different total
logistic operation.

When working as a coalition of two or more partners,
the problem arises of distributing the costs (or the profits)
of serving the customers as a whole. In this regard, a mech-
anism is needed to allow for each customer that is brought
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Table 2: Comparison to best known solutions (BKS) targeting cumulated travel time (CTT). Cumulated number of vehicles (CNV) is only
reported for the record. (VROOM Project, 2022)

Class C1 C2 R1 R2 RC1 RC2 Total
BKS CNV 10.0 3.0 13.25 5.36 12.88 6.25 485
BKS CTT 828.38 589.86 1175.75 878.41 1340.02 1004.21 54699

VROOM CNV 10.0 3.0 13.25 4.27 13.25 5.25 468
VROOM CTT 828.38 589.86 1191.99 912.60 1356.76 1030.75 55,616

CTT gap +0.00% +0.00% +1.38% +3.89% +1.25% +2.64% +1.68

Figure 1: Example of a collaborative VRP where 3 partners (top green, cyan, blue) work jointly on a logistic operation.

in the coalition by a partner to be correctly accounted for the
marginal cost it produced to the total operation. Despite no
method being considered as a global best practice, Defryn,
Vanovermeire, and Sörensen (2016) argue that a cost alloca-
tion method based on the incentives of each partner should
be selected by the coalition. This results in the group behav-
ing in the best interest of the whole, e.g.: a cost allocation
based on volume will derive in benefit for those who trans-
port the highest volumes therefore steering the coalition into
increasing the total volume displaced. Nonetheless, there is
a general consensus on the fact that incentive criteria results
in a fair distribution of costs in all cases (Defryn, Sörensen,
& Cornelissens, 2016). We follow with the introduction of

the concepts behind cooperative game theory and an axiom-
based cost allocation method: the Shapley value.

3.2.1. Cooperative game theory: Core
In game theory when evaluating a game, one is interested

in knowing the value each player adds to a coalition when
a group of players cooperates and obtains a certain overall
gain from that cooperation. Some players’ contributions may
be larger or they may have a bigger bargaining power, even
so to the extent of threatening to destroy the entire surplus.
Therefore, the goal of this assessment would be to determine
how important is each participant to the overall coalition,
and what would therefore be their expected fair payoff. An
analogous formulation applies to the case of determining the
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cost of each customer added to a collaborative logistic prob-
lem as the only adjustment is that in the VRP each added
player (customer) to the coalition will add a cost for the total
operation instead of a surplus.

Let us introduce some cooperative game theory concepts
as described by Guajardo and Rönnqvist (2015). For a co-
operative game in which the "grand coalition" of all play-
ers in the set N = {1, . . . , n} participate, there is a charac-
teristic function v which assigns a total cost for each coali-
tion S ∈ P with P comprising the set of all possible sub-
sets of N . In our case, this cost is calculated by solving the
corresponding optimization problem of the CVRPTW for the
coalition S of customers (players). A cost allocation vector
z =
�

z1, . . . , z j , . . . , zn

�

is such that allocates a cost for each
player j ∈ N such that:
∑

j∈N

z j = v(N).

The equation above represents the "efficiency" condition
in which the total cost of the grand coalition is split among
its members according to z. Moreover, the "rationality" con-
dition states that the sum of the allocated costs to each player
of a coalition should be no bigger than the total cost of the
coalition; e.g. no subset S of players can be formed where
the cost resulting from a coalition with all of them is smaller
than the total cost allocated to them according to z, namely:
∑

j∈S

z j ≤ v(S) ∀S ∈ P.

In the context of a CVRPTW, a rational cost allocation vec-
tor would be one that allocates the cost to each customer
such that no combination of customers can yield a smaller
cost when served than the sum of their allocated values. The
"individually rational condition" is a particular case for coali-
tions S of only one player, in which the cost allocated to it
should not be bigger than its stand-alone cost: z j ≤ v({ j}). If
a customer were to be assigned a cost bigger than its stand-
alone cost it would not make any sense for the carriers to
bring them into the pool of shared customers. Most impor-
tantly, as defined by game theory, the core in a cooperative
game is the set of allocation vectors that satisfy the condition
of rationality; that is:

Core(v) =

(

z ∈ Rn :
∑

j∈N

z j = v(N),
∑

j∈S

z j ≤ v(S) ∀S ∈ P

)

.

When an allocation vector is included in the core, it is said
to provide "stability", given that there is no reason for players
in the grand coalition to form a smaller coalition as this yields
a worse outcome. The core is widely utilized as a measure of
stability in research (Guajardo & Rönnqvist, 2016).

3.2.2. Shapley value allocation method
An answer to the profit(cost) allocation issue in cooper-

ative games was introduced by Lloyd S. Shapley (Shapley,
1951, 1953). It distributes the total gains of the contributor

players, assuming a non-zero contribution by all members of
the coalition. The Shapley value is then calculated by ac-
counting for all the possible orders a contributor may arrive
to the coalition and computing each of their marginal con-
tributions and average it over the total. It is based on a set
of axioms which define the main characteristics a solution to
the cost allocation problem should fulfill (Defryn, Sörensen,
& Cornelissens, 2016). These axioms are the following:

• Symmetry: Interchangeable agents(customers) should
receive the same share of the cost.

• Null player property: An agent who neither adds nor
reduces the cost of any coalition should be allocated no
cost.

• Efficiency: The sum of all costs allocated among all the
agents should total the total coalition cost.

• Additivity: The sum of the cost allocated to agents a
and b should be the same as that allocated to a third
partner representing them.

• Individual rationality: The cost allocated to an agent
cannot be larger than its stand-alone cost.

The allocation through the Shapley value to each player
i can be calculated using 4 where the final term is the com-
putation of the marginal contribution of player i to a certain
sub-coalition S, being v(S) the characteristic function which
describes the worth of coalition S, e.g.: the total expected
payoff S can obtain by cooperation. These marginal costs
are calculated for each possible sub-coalition and then aver-
aged by the weight that each possible combination of such
sub-coalition may be reached.

φi(N , v) =
1
N !

∑

S⊆N\{i}

|S|!(|N |−|S|−1)![v(S∪{i})−v(S)] (4)

The following simple example depicts the calculation of
the Shapley value. Suppose there are three players {1,2, 3}
participating in a collaborative game with each of the possi-
ble sub-coalition resulting in the payoffs summarized in Ta-
ble 3. Further, as we add players to the coalition in each of
the 6 ways the grand coalition could be formed, each player
in turn is going to add a marginal contribution as displayed in
Table 4. Therefore, the expected marginal contribution and
Shapley value for each player is simply the average value of
these contributions.

In our scenario, we use the Shapley value to compute the
cost each customer contributes to the total cost of serving
them all together. That is, each customer is a player and we
calculate the costs resulting from the objective function of the
VRP for all the possible customer combinations.

Although the Shapley value defines a fair way of divid-
ing the grand coalition’s payment among its members, its re-
sult does not guarantee stability. This means some players
might be better off when forming a different coalition than
the grand coalition. However, the existence of a stable cost
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Table 3: Payoffs of each sub-coalition for an example of a collaborative game.

S null {1} {2} {3} {1, 2} {1, 3} {2,3} {1, 2,3}
v(S) 0 3 1 1 6 5 5 10

Table 4: Computation of the Shapley value for each player of a collaborative game.

Order
Marginal Contribution

1 2 3
(1,2, 3) 3 3 4
(1,3, 2) 3 5 2
(2,1, 3) 5 1 4
(2,3, 1) 5 1 4
(3,1, 2) 4 5 1
(3,2, 1) 5 4 1
Average 4.17 3.17 2.67

allocation is not assured and in a practical scenario, a com-
pany would only be able to accept whether to join the grand
coalition or not, without any influence in the cost allocation
(Vanovermeire et al., 2014). This is because the using the
Shapley value method results in a solution which is "unique".
Consequently, players do not have the information to chal-
lenge the allocated costs (Krajewska et al., 2008). Although,
the non-emptiness of the core could be implemented as a way
to verify the stability of the allocation solution and its effec-
tiveness (Shi et al., 2020), we will not cover that aspect in
our methodology. Moreover, the Shapley value derives in a
cost allocation that is individually rational for a superadditive
game such as the one concerning our work (Moulin, 1991).

As we have shown, the Shapley value of a participant is
the expected marginal contribution of such player to a coali-
tion picked randomly. From a practical perspective, the Shap-
ley value has been applied in many real-world cases (Deidda
et al., 2009; Littlechild & Owen, 1973; Moretti & Patrone,
2008; Moretti et al., 2007), being suggested as best prac-
tice in horizontal collaboration in logistics (Biermasz, 2012).
Any cost allocation method that would steer away from the
assumptions of the Shapley value method would also be valid
for the application of this research, and would not modify the
resulsts, to the extent that they remain a fair mechanism to
divide the costs. Therefore, we leave the selection of the best
allocation method outside of our work and use the Shapley
value as the cost allocation mechanism for the remaining.

3.2.3. Approximation methods to the Shapley value: Ran-
dom sampling

The drawback of the Shapley value being used as a cost al-
location mechanism is the need of calculating the value of the
characteristic function for every possible sub-coalition. This
results in a very challenging computational effort that can
rise exponentially to being impractical for even a low number
of players. The number of possible subsets of a set consist-
ing of n players is 2n. Already for 30 players the amount
of sub-coalitions rise over 1 billion. In particular, it is an
NP-complete computing problem, therefore being too expen-

sive computationally (Deng & Papadimitriou, 1994; Faigle &
Kern, 1992).

An approximation method of the Shapley value using ran-
dom sampling was first introduced by Castro et al. (2009).
This procedure uses a random sample of the marginal vec-
tors. Through sampling, statistical inference can be derived
where it is impossible or impractical to obtain information for
the entire population (Castro et al., 2009; Cochran, 1977).
As shown by Castro et al. (2009) the estimations are effi-
cient if the value of the characteristic function of any coali-
tion can be calculated in polynomial time. The method con-
sists of selecting a subset of orderings from all n! possible
orderings, computing the marginal contributions for all play-
ers and all orderings and approximating the Shapley value
for each player by averaging the marginal contributions ob-
tained. For the simple example introduced previously, a ran-
dom sample of three orderings out of the total 6 gives the
results shown in Table 5.

As expected this is very sensitive on the samples drawn for
a low value of samples but becomes more accurate when in-
creasing to a higher value of sampling (Castro et al., 2009).
From the computation executed on problems of 10 cus-
tomers, we conclude that with a sample size of 10 times the
amount of customers an error no bigger than 3% is obtained
for the computation of the Shapley value of a customer. Al-
though this provides enough accuracy for our analysis, a
better structured method is used as explained in the follow-
ing section.

3.2.4. Structured Random Sampling
As shown in the example introduced and summarized in

Tables 4 and 5, the calculation of the Shapley value through
random sampling, yields an error which is partially due to
the lack of ordering of players in the samples. Player 1 for
example appears first in two of the samples and never ap-
pears last. These orderings prove to be very influential for
the computing of the Shapley values.

A structured random sampling method was introduced by
van Campen et al. (2018) which optimizes the random sam-
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Table 5: Computation of the Shapley value through random sampling.

Order
Marginal Contribution

1 2 3
(1,2, 3) 3 3 4
(1,3, 2) 3 5 2
(2,1, 3) 5 1 4
Average 3.67 3.00 3.33

pling method and reduces the resulting error. Their method
seeks to ensure that each player is equally assigned to each
position in the ordering. Therefore, each player’s marginal
contribution to a coalition of a defined size is calculated the
same number of times and is equally distributed. To achieve
this, a swapping mechanism is added to assign players in the
right position in the orderings which are randomly selected.
The total amount of orderings selected is divided into n sub-
sets of length t in which each player is ordered r times in each
position. The marginal contributions of the ordered player
are then used to compute the Shapley value.

Considering the 3-person (n = 3) game example and the
same r = 3 orderings randomly sampled before, we have
therefore the size of each subset being t = 1. For each of
the players now, each position is assigned t times in each
of the subsets and their marginal contribution is calculated.
This is summarized in Table 6. It can be observed that the
values resulting from the use of structured random sampling
are closer to the exact Shapley values than when using simple
random sampling.

In their work van Campen et al. (2018) observe that,
although the same number of marginal contributions per
player is calculated, their method yields a small extra com-
putational cost deriving from the swapping operation. Fur-
ther, whereas random sampling is efficient, the structured
method is shown by the authors not to be. Nonetheless,
the structured random sampling method outperforms its
simpler counterpart in terms of accuracy when it comes to
approximating the Shapley values. On average the error in
the Shapley value approximation is reduced by almost 30%
with only a slight increase in average computation times.
Consequently, we use structured random sampling in our
work.

3.3. Regression analysis
For the statistical modelling part of our work, regression

analysis will be conducted. Regression analysis is a set of sta-
tistical methods for determining the relationship between the
dependent variable and the independent variable(s). These
last are also called "explanatory" variables as the intention
of the analysis is to find the degree to which each of these
variables explains the behavior of the dependent one (Sykes,
1993).

Correlation is used which describes the association be-
tween two variables to the extent that a change in one is
found next to a predictable change in the other. The cor-
relation of two variables is calculated as the ratio between

the covariance and the product of the standard deviations of
each variable (Brown, 2016), that is:

ρX ,Y =
cov(X , Y )
σXσY

The correlation can be measured through the Pearson cor-
relation coefficient which measures the linear correlation be-
tween two sets of data. Both the strength and direction of the
association between the variables are expressed through the
coefficient (Yule & Kendall, 1968). A positive coefficient in-
dicates a direct relation whereas a negative, an inverse one.
The strength is measured by how close the absolute value of
the coefficient is close to 1, with 0 indicating no correlation
(Dowdy et al., 2011).

With multiple linear regression, several independent vari-
ables x i are assigned to one dependent variable y , which is
expressed as a linear combination of the independent ones
(Rawlings et al., 1998), that is:

y = α+ β1 x1 + β2 x2 + . . .+ βn xn + ε

where parameter α represents the intercept value of y when
all independent variables are 0 and βi is the coefficient to
which each variable x i is affected to explain the most of y .
The regression error ε is added to account for the difference
between the predicted and the actual observed value of y .

When performing linear regression, the ordinary least
squares (OLS) method is one of the most used. It consists of
a method for defining the unknown coefficients of the inde-
pendent variables in a linear regression model by minimizing
the sum of the squares of the regression errors.

When dealing with multiple linear regression it is of spe-
cial importance to ensure that the underlying assumptions
are satisfied. The most important are the following accord-
ing to Osborne and Waters (2002):

• Variables are distributed normally

• Model is linear in parameters

• No multicollinearity, e.g. low correlation between in-
dependent variables

• Homoskedasticity; e.g. the variance of ε remains con-
stant for all cases of x

• No serial-correlation between error terms
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Table 6: Computation of the Shapley value through structured random sampling.

Subset Order Swap 1
Marginal

Contribution 1 Swap 2
Marginal

Contribution 2 Swap 3
Marginal

Contribution 3
1 (1, 2,3) (1, 2,3) 3 (2, 1,3) 1 (3,2, 1) 1
2 (1, 3,2) (3, 1,2) 4 (1, 2,3) 3 (1,3, 2) 2
3 (2, 1,3) (2, 3,1) 5 (3, 1,2) 5 (2,1, 3) 4

Average 4 3 2.83

To satisfy these assumptions, generally the data and fea-
tures used in the model need to be reduced. Feature selec-
tion, in which a subset of relevant predictors is selected for
use in a statistical model, can be used for this purpose. All
these methods are applied in the statistical analysis of our
work.

4. Data generation: Instances solving and cost allocation

In this section, we dedicate ourselves to the generation
of data through the application of our methodology to differ-
ent problems or instances. We start by solving simple CVRP
without time window constraints so as to gain insights into
the basic characteristics of the problem. Further, we continue
with more well-known instances with the addition of time
limitations. Lastly, we define the features that we use for the
approximation of the costs allocated.

4.1. Analysis of small CVRP
For the analysis of simpler collaborative single-depot ca-

pacitated vehicle problems, we focus on the modelling of in-
stances with 3 carriers who are assigned 10 customers ran-
domly. 10 instances are modelled with customers distributed
in a squared grid of dimension 10 as the one displayed in
Figure 2a. For each of the instances, all combinations of cus-
tomers are modelled and solved to optimization so as to ob-
tain the exact Shapley value assigned to each customer. This
value is illustrated in Figure 2b. It is worth noting that, for
these simple instances and, with a similar share of customers
for each carrier, the number of customers served by each ve-
hicle is always between 3 and 4. Therefore, there is no value
at this point in the research to use this measure in our anal-
ysis. We discuss this further in later sections.

Likewise, the independent CVRP for each of the carriers
is solved and their individual cost is calculated. The savings
each carrier gains from the collaboration are displayed in Ta-
ble 7 where the total saving is the difference between the cost
of serving each of their customers and the cost when sum-
ming the Shapley value assigned for the customers brought
into the coalition. These savings are all positive regardless
of whether all customers in each of the carriers’ operations
yield positive gains. Although the grand coalition might not
be the best possible coalition for each carrier, it still yields a
benefit when collaborating all together. Further, as explained
in Section 3.2.2, due to the individual rationality of the Shap-
ley value, the cost of a player always results in a lower value
than its stand-alone cost.

For these instances, a linear regression model is created
between the Shapley value assigned to each customer and
the distance to the depot as the only dependent variable. The
results, summarized in Table 8, show a high degree of corre-
lation. We avoid imposing an intercept to our function given
the nature of the problem so as to start from a base cost of
0 and only depend on the distance. The regression is show-
cased in Figure 3 where a clear fit is observed. Moreover, het-
eroskedasticity can also be distinguished from the increase in
the variance of the errors as the distance increase. This sug-
gests that the measure of distance becomes less of a predictor
as customers are more distant from the depot where, given a
bigger spread between customers, the limited capacity of the
vehicles could play a bigger role. We deal with the problem
of heteroskedasticity with robust regressions in the remain-
ing of the work.

Finally, the result of the cost allocation is summarized in
Figure 4 where the average cost for customers located in dif-
ferent placements is represented. It is noticeable how a sim-
ple rule based on distance can be applied to the solving of a
much more complex logistics problem.

4.2. Solomon instances
In order to be able to benchmark the results obtained

for the CVRPTW and ensure a correct implementation of the
structured random sampling algorithm used for the alloca-
tion of costs, the use of well-known data instances is imple-
mented, the Solomon instances (Solomon, 1987). Moreover,
this allows for the further study of our results in consequent
works.

Solomon instances are divided into different sets accord-
ing to their characteristics. R and C sets in the data differ in
that the R sets (R1 and R2) have the geographical data ran-
domly generated, whereas the C sets (C1 and C2) are set in
geographical clusters. For the RC1 and RC2 sets, a mix of ran-
dom and clustered structures is used. The numbering relates
to the limitation on the scheduling horizon, having smaller
time windows and allowing a few customers per route in
sets 1 and a long scheduling horizon with more customers
in sets 2. The customer locations remain the same within all
problems of one type (i.e., R, C and RC), mainly differing in
the tightness of their time windows, that is the time window
width. There exists also variance within the time window
density, that is the percentage of customers with tight time
windows, ranging from 25% to 100% (Solomon, 1987).

Solomon introduced problems of 100 customers where
travel times match the euclidean distances between the ge-
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Figure 2: Instance of a collaborative vehicle routing problem with 3 partners and 10 customers.

Table 7: Total savings obtained for each carrier (A, B, C) when collaborating in a CVRP.

Instance A B C
0 4.77 4.89 2.84
1 1.22 5.48 8.53
2 1.82 4.88 0.88
3 3.65 7.29 1.08
4 3.47 8.21 7.71
5 2.47 6.73 8.43
6 4.07 5.77 8.56
7 7.49 4.38 5.60
8 9.42 7.94 5.19
9 2.78 5.50 3.00

10 1.72 7.73 4.42

Table 8: Linear regression model summary with the cost per customer as the dependent variable and distance as the sole independent
variable.

coef std err t P > |t| [0.025 0.975]
distance 1.0162 0.02 51.11 0 0.977 1.056

ographical points. For computational reasons, we base our
work on the instances of the 50 first customers in each of
them where 100% of customers are assigned a time window
constraint. The instances used in our analysis and their char-
acteristics are summarized in Table 9.

Most importantly, the design of the instances highlights
aims at addressing several variables that generally influence
the routing and scheduling when solving CVRPTW problems
such as geographical location, vehicle capacity, amount of
time-constrained customers, and tightness and positioning of
the time windows assigned. (Solomon, 1987).

4.3. Cost function: features and fit
With the aim of developing our cost function, different

statistical models are applied to the data generated out of al-
locating the cost via our method using the Shapley value for
each customer in Solomon’s 50 customers instances. An ex-
ample of such data can be observed in Figures 5 and 6 where

the solution for instances R101.50 and R201.50 respectively
are displayed. The vehicle routes are visible in conjunction
with the computed Shapley values for each of the customers.

In the first example, having time windows which are more
constraining, the vehicles route less customers in smaller
loops. In contrast, in the latter, routes are more convoluted
due to time constraints being more relaxed. This is also re-
flected in the spread of Shapley value which has a bigger vari-
ance and seems to depend more on distance in the first case
compared to the second one. This example signals that short
scheduling horizons, allowing for only a few customers to be
serviced per route, yields a higher variance of the cost allo-
cated for each customer.

An approximation to the cost function should try to re-
semble the real interactions of the CVRPTW as much as pos-
sible. For this reason, the definition of certain features should
match the factors that affect this problem as discussed previ-
ously in Section 4.2. Therefore, different features have been
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Figure 3: Relation between the cost allocated and the distance to the depot for simple CVRPs.

Figure 4: Cost allocated for customers in simple CVRPs.

defined following the three main dimensions that affect the
cost allocation problem. In order to generalize their appli-
cation and derive clearer conclusions from their coefficients,
relative measures are used when possible.

Capacity-based features
The main parameter affecting the usage of vehicles is the de-
mand of customers and the capacity of the vehicles. In order
to represent the first effect in our function we introduce a
feature relating the demand of each customer to the average
demand of the population, that is:

CFi
1 =

di
∑

i∈N di

|N |

Further the capacity of vehicles is reflected in the demand
related to the vehicle capacity, e.g.:

CFi
2 =

di

C

where C is the vehicles’ capacity.

Distance-based features
As observed in our modeled examples before, geographical
distance appears as a main variable to take into considera-
tion. Firstly, we introduce a feature comparing the distance
of a customer i to the depot i = 0:

DFi
1 =

ci0
∑

i∈N ci0

|N |
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Table 9: Solomon instances used for the analysis and their characteristics.

Instance
Amount of

Vehicles
Vehicles’
Capacity

Average
Demand

Average
distance
to depot

Average length
of Time

Windows

Service
Time

Amount of
customers w/
Time Window

C101.50 25 200 17.20 24.11 60.14 90 50
C201.50 25 700 17.20 26.79 160.00 90 50
R101.50 25 200 14.42 26.25 10.00 10 50
R201.50 25 1000 14.42 26.25 116.46 10 50

RC101.50 25 200 19.40 40.60 30.00 10 50
RC201.50 25 1000 19.40 40.60 120.00 10 50
C108.50 25 200 17.20 24.11 240.78 90 50
C208.50 25 700 17.20 26.79 640.00 90 50
R109.50 25 200 14.42 26.25 58.94 10 50
R209.50 25 1000 14.42 26.25 351.08 10 50

RC108.50 25 200 19.40 40.60 111.62 10 50
RC208.50 25 1000 19.40 40.60 472.90 10 50

Figure 5: Solution to Solomon’s instance R101.50 showing the computed cost (Shapley values) for each customer.

To note is that as all costs are taken using euclidean dis-
tances, the cost matrix is symmetrical, e.g.: ci j = c ji . Sec-
ondly, a measure of the degree of clustering is needed. There-
fore the proximity to other customers is accounted for by
measuring the number of points that fall within a certain dis-
tance. For our measure we use the average distance to the
depot as the threshold for counting the near customers as
shown in Figure 7. That is:

DFi
2 = ∥{ j ∈ J}∥ : di, j ∈

�

0,

∑

i∈N ci0

|N |

�

Time-based features
In the case of the time dimension, the measure of the impact
of the time windows’ width is needed. With this objective,
we introduce a feature in which we calculate the length of
the time window as the difference between the earlier and
latest service times and divide that by the average distance
of customers to the depot.

TFi
1 =

bi − ai
∑

i∈N ci0

|N |
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Figure 6: Solution to Solomon’s instance R201.50 showing the computed cost (Shapley value) for each customer.

Figure 7: Example of computing the proximity customers for a customer i.

Further, as in the case of the distance between customers,
the spread in the time windows is looked to be reflected in
the time window overlap as defined in the time feature:

TFi
2 = ∥{ j ∈ J}∥ : (ai , bi)∩

�

a j , b j

�

̸= ;

Instance-specific features
Relying on the characteristics of Solomon instances which
aim at characterizing the different dimensions affecting
CVRPTW, we use certain instance-specific features which
aid in the analysis of the costs and their distributions be-

tween instances themselves. For this purpose we separate
instances under the following classification:

• Customers proximity: Clustered/Non-clustered cus-
tomers

• Time: Tight/Non-tight Time Windows

Additionally, different modelled instances are compared
using other characteristics which are not binary to the extent
that they are not directly related to the Solomon instances’
design criteria such as:

• Average customer demand
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• Ratio of total demand served by vehicle capacity

• Average length of time windows

• Average number of customers per tour

5. Analysis and discussion

With the data generated for the instances used and the
features calculated we follow with the statistical analysis in
the following sections.

5.1. Results obtained and observations
The results obtained from applying our methodology are

compiled in Appendix 1 where the characteristics of each
node from Solomon instances in conjunction with the cost
assigned in the grand coalition are shown.

As in Section 4.1, we begin by addressing the total savings
of each carrier when collaborating which are summarized in
Table 10 where the average value has been added for further
study. We can again observe that all gains are positive, in
line with the research findings explained in Section 2.1, and
further enlarging the case for collaboration between carriers.
Worth noting is that this is the total gains for each carrier
(each of which has a similar share of assigned customers),
which does not exclude the possibility of a customer bringing
a negative gain when shared into the common pool of the
joint operation. This is later explored in Section 5.4.

We can therefore observe the following:
Observation 1. The total savings calculated for each in-

dividual carrier when collaborating in a grand coalition are
found to be positive in all instances.

Within this level of granularity, we want to evaluate the
differences in the costs allocated and the corresponding sav-
ings obtained for the customers in each instance. Figure 8
depicts the average values obtained in instances split by clus-
tering and the time window horizon. In Figure 8a we observe
that the clustering of customers yields a smaller average cost
per customer. Further, Figure 8b shows how having short
time windows affect considerably the average cost of serving
the customers. Interestingly, in both cases the savings do not
show the same level of change.

To further study the instance-related features, Figure 9
compiles the same measures for average cost and savings
compared to the different characteristics of the Solomon in-
stances. Firstly, an increase in the average customer demand
leads to an increase in the savings as shown in Figure 9a.
Moreover, when analysing Figure 9b we observe no general
trend for lower demands per truck capacity but notice an in-
crease in the savings and costs when increasing past a certain
threshold. We can relate the results from Figure 8b with Fig-
ure 9c where we observe that a decrease in the average time
window length results in a smaller average cost allocated to
each customer. Finally, with regard to the average number of
customers per tour, Figure 9d shows that average costs de-
crease when this increases.

Throughout the results showed, a clear relation between
costs and savings can be observed, pointing towards the fact
that the same limitations that increase the cost of serving the
pool of customers are the ones that can be avoided when
collaborating.

Let us summarize the main observations in the following:
Observation 2. Customer clustering and relaxation of

time windows yield a decrease in the average cost of serving
each customer.

Observation 3. An increase in customer demand or a
decrease in the vehicles’ capacity leads to an increase in the
costs associated with each customer.

Observation 4. As the total amount of tours to serve a
certain amount of customers decreases, the average cost as-
sociated with each customer also does.

Observation 5. There is a strong correlation between
the costs assigned to each customer when serving them in a
stand-alone operation and the potential savings when acting
in a collaborative environment.

Although always dealing with a collaborative scenario,
the cost allocation deriving from the joint operation can be
analyzed from a non-collaborative perspective. The grand
coalition acts as a shared resources all-information central
planning body. For the approximation of the cost allocation
with the features defined, we start with the results obtained
from the centrally planned cost allocation perspective. Later,
we analyze the data resulting from expanding on the collab-
orative nature of the problem.

5.2. Model fit and feature selection
Our main aim is to conduct a model selection procedure

to choose the features and interactions of them which yield
the best fit to the cost allocated to customers through linear
regression. The measure used to compare the performance of
different models is under debate, which questions the "best"
fit (Hansen & Yu, 2001). Nevertheless, we will focus on the
Akaike (AIC) and Bayesian Information Criterion (BIC) and
the adjusted R2 value as means of evaluating our models.
Furthermore, for simplicity of our solution and following the
principle of parsimony, or Occam’s razor, we will focus on
finding the model with the least amount of features and in-
teractions given similar explanatory power.

To start, a multiple ordinary least squares linear regres-
sion analysis is conducted using all features in the model as
the independent variables and the calculated allocated cost
(Shapley value) as the dependent one. Said analysis is per-
formed with the data for all the combined instances shown in
Table 9. At first, we conduct our analysis without including
an intercept in the model, with the results being presented
in Figure 10. By applying a Breusch-Pagan test to the data,
the null hypothesis of homoskedasticity is discarded there-
fore the regression results show the scores for t-tests using
heteroskedasticity-robust standard errors. The model shows
a high correlation with a value of R2 of 0.855. Regarding
the distance metrics, from the values of the regression coef-
ficients, we can infer both a positive statistically significant



F. Arroyo / Junior Management Science 9(1) (2024) 1241-1268 1257

Table 10: Total savings for each carrier (A, B, C) in the modelled CVRPTW Solomon instances.

Instance A B C Average
C101.50 150.75 161.57 154.59 155.64
C201.50 135.59 113.51 156.80 135.30
R101.50 120.20 123.43 101.63 115.09
R201.50 145.82 131.90 128.99 135.57

RC101.50 228.59 152.04 166.80 182.48
RC201.50 263.92 251.12 228.17 247.74
C108.50 133.97 151.41 136.62 140.66
C208.50 127.60 102.38 137.47 122.49
R109.50 78.19 92.84 129.13 100.05
R209.50 112.12 124.45 136.17 124.25

RC108.50 219.75 204.91 202.62 209.09
RC208.50 210.48 213.47 204.14 209.36

Figure 8: Average costs and gains for the modelled Solomon instances split by clustering and TW horizon.

Figure 9: Average costs and savings for the modelled Solomon instances in relation to different instance characteristics.
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correlation between the cost and the relative distance to the
depot (DF1) and a negative one with the amount of proximity
points (DF2). This confirms the results previously discussed
in Section 5.1 in Observation 2. With regard to the time fea-
tures, the negative correlation of the relative time window
length (TF1) signals a decrease in the cost when having less
constraining time windows which also is in line with the pre-
vious observations. Further, a positive coefficient for the time
window overlap (TF2) would be against the common sense
of pricing time windows and will be explained through fur-
ther analysis of different models. None of the capacity con-
straints appear to have any statistical significance given by
the p-values of capacity-related features which we analyze
later.

To further explore the correlation between the variables
let us analyze the relationship between each of them. Fig-
ure 11 shows a scatter plot for each of the variable pairs
in the regression model. A grid of Axes is displayed such
that each variable in the data will be shared across the y-
axes across a single row and the x-axes across a single col-
umn. The diagonal plots show a distribution plot to rep-
resent the marginal distribution of each variable. Through
an inspection of the scatter plots for the features in each
dimension a clear correlation can be observed, in particu-
lar within distance-dependent and time-dependent features.
This is further confirmed when calculating the correlation
values as shown in Figure 12. As observed, the correlation
between DF1 and DF2 is negative which means that having
more points in the vicinity relates to a decrease in the dis-
tance to the depot or vice versa. Further, the correlation
between features TF1 and TF2 is positive corresponding to
a increase in the time window overlap when increasing the
gap between the beginning and end of the allowed time for
service at the customer.

As observed in the relation between the features in each
dimension, and due to over-redundancy, the results obtained
signal the need of relying on one main factor for each of the
dimensions specified (Capacity, Distance, Time). A model se-
lection is then conducted to choose the best fit with the mea-
sures specified before. All the combinations of features are
tested and their AIC, BIC and adjusted R2 values are calcu-
lated. It is found that features DF1, TF1 and CF2 are the ones
that yield a better explanation of the dependent variable re-
maining one of the relatively lowest models regarding the
AIC and BIC scores. It is reasonable to believe that the inclu-
sion of CF2 is related to the addition of the maximal vehicle
capacity as a variable to the model. Further, of the proximity
measures included for distance and time windows none re-
main as the selected by the model. As we see later, this is very
much related to the degree customers are clustered and time-
constrained. The results for the regression with only these
features are showcased in Table 11. The feature CF2 appears
to have less statistical significance but has a negative coeffi-
cient which is in line with Observation 2. It is worth noting
that the addition of an intercept in our model yields a lower
explanatory effect over the independent variable given its R2

value but has a higher statistical significance for all the vari-

ables including the intercept and achieves a lower AIC and
BIC value as displayed in the regression results in Figure 13.
The addition of an intercept would signify a base cost allo-
cated to customers in any case which would be a simple base
pricing strategy from which to start.

From the two linear regression models, with or with-
out intercept, we can derive two main strategies to price
customers. Firstly, one where no base price is defined and
through the implementation of features pricing the dimen-
sions which define each customer (demand, time window,
distance) the final cost is greatly described. Secondly, assum-
ing a basic price for all customers (intercept) and pricing the
features differently resulting in reduced descriptive power of
each feature on the final cost allocated to each customer. We
will further study the pricing of the different features in the
following section.

As a whole, from all our regression models we can ob-
serve the following:

Observation 6. The cost allocated to customers in vehicle
routing problems with time windows can be estimated with
a few defined features related to customers’ location, time
window, demand and vehicle capacity.

5.3. Customer pricing
The practical application of our work is focused on be-

ing able to price each of the characteristics that comprise the
logistics problem of serving different customers whose geo-
graphical location, time demands and capacity vary. As de-
fined in our cost-approximation function, the features intro-
duced allow us to represent each of these dimensions in our
model. None-withstanding, we want to study different ways
of approaching these characteristics. As addressed in Section
4.2 the variety in the Solomon instances allow for the assess-
ment of the results of our cost approximation when dealing
both with clustered customers vs non-clustered ones and the
time horizon restrictions. In this regard, we will study the
differences in our regression models when dealing with each
condition.

5.3.1. Clustered vs non-clustered customers
For this comparison, instances with non-clustered cus-

tomers which are located geographically in a random fash-
ion (R101.50, R201.50, R109.50, R209.50) are compared
with their clustered counterparts in which customers are in
groups of close proximity to each other (C101.50, C201.50,
C108.50, C208.50). Instances RC, being a mix of both, are
left outside of the analysis. The results of the linear regres-
sion for both cases are compiled in Tables 12 and 13 where
CF1 has been dropped for being highly correlated to CF2.
The explanatory power of the models gives an adjusted R2

value of 0.624 for the clustered customers and 0.702 for the
randomly located ones. It can be observed that for the non-
clustered customers the intercept for the cost is not statis-
tically relevant with only the relative distance to the ware-
house being the relevant distance feature. In contrast, when
dealing with instances of clustered customers, the intercept
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Figure 10: Ordinate least squares regression results for all instances with all features in the model.

Figure 11: Scatter plots of all the pairs of variables in the model. The variables’ distributions are shown in the diagonal plots.
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Figure 12: Correlation values between each feature in the model.

Table 11: Linear regression model summary with the cost (Shapley value) as the dependent variable and the selected features as
independent variables.

coef std err z P > |z| [0.025 0.975]
DF1 14.933 0.492 30.380 0.000 13.970 15.897
TF1 -0.388 0.033 -11.893 0.000 -0.452 -0.324
CF2 -8.322 4.829 -1.723 0.085 -17.787 1.143

Figure 13: Regression results for the selected model features with an added intercept.

becomes relevant in conjunction with the two distance-based
features. In particular, the addition of DF2 which consid-
ers the proximity to other customers affects the cost nega-
tively. Further, for the randomly located customers, the time
features related to the length and overlap of time windows
appear to be statistically significant and affect both the cost
negatively. This would signify that time windows have a ma-
jor impact on the cost of serving customers when these are
not grouped in clusters of close proximity. Moreover, the dif-
ference in the coefficient for DF1 of more than 10 signifies a
significantly bigger impact on the distances in the case of non-
clustered customers compared to the clustered ones. All in

all, our results clearly show how the grouping of customers in
clusters can have a clear effect on the variables which mainly
affect the allocation of costs.

Further, having the geographical location as the only fea-
ture we would like to assess the pricing of certain regions or
locations for our customers. In this regard, we compile all
the customers from the instances mentioned above so as to
show how distance to the depot, which translates into time
in our model, affects cost allocation. Figure 15 shows the
case of customers with random locations where zoning re-
lated to the distance to the warehouse is applied. In the case
of clustered customers we summarize the customers of in-
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Table 12: Linear regression results for the non-clustered customers.

coef std err z P > |z| [0.025 0.975]
const 10.011 5.494 1.822 0.068 -0.757 20.779
DF1 14.666 2.351 6.238 0.000 10.058 19.274
DF2 -0.282 0.206 -1.366 0.172 -0.687 0.123
CF2 -4.769 9.865 -0.483 0.629 -24.104 14.566
TF1 -0.328 0.076 -4.296 0.000 -0.477 -0.178
TF2 -0.121 0.030 -4.057 0.000 -0.180 -0.063

Table 13: Linear regression results for the clustered customers.

coef std err z P > |z| [0.025 0.975]
const 7.230 1.360 5.318 0.000 4.565 9.895
DF1 4.272 0.537 7.952 0.000 3.219 5.325
DF2 -0.215 0.036 -6.019 0.000 -0.285 -0.145
CF2 1.374 3.472 0.396 0.692 -5.431 8.179
TF1 -0.033 0.030 -1.121 0.262 -0.091 0.025
TF2 0.029 0.024 1.201 0.230 -0.018 0.077

stances RC101.50, RC201.50, RC108.50 and RC 208.50 in
their respective clusters and then calculate an average cost
per cluster which is represented in Figure 14. Both figures
exemplify how different zoning rules can be applied to bet-
ter adapt to the different structures of customer locations.

5.3.2. Tightness of time windows
As in the case of distance, we proceed to analyze the effect

of time in our problem by comparing instances which have a
shorter time-horizon (e.g. R/C/RC 101.50) to those which a
longer one (e.g. R/C/RC/201.50). For the case with tighter
time restrictions, it can be observed that the significant fea-
tures are only the relative distance to the depot (DF1) and
both time features. The limitation that the time constraint
produces, makes the overlap of time windows (TF2) a sig-
nificant feature in contrast with the case with longer time
horizons. Moreover, in the case with more relaxed time con-
straints the intercept becomes statistically significant yielding
a basic cost as a base from which then the first distance mea-
sure and the relative length of the time windows both add
and subtract respectively to the cost allocated for each cus-
tomer. Further, the clustering of customers has a statistically
significant correlation in this scenario as is the case with the
capacity.

In general, we observe that short scheduling horizons, al-
lowing for only a few customers to be serviced per route, yield
a higher variance of the cost allocated to each customer.

To summarize, the individual regression models of each
of the different set of instances has shown how the pricing
strategy of customers depends greatly on the configuration
of them. It can be derived that the classification of customer
configurations among the categories used results in a better
understanding of how to divide the costs when serving them.

5.4. Collaborative gains analysis
One of the main areas of focus of our work is the coop-

eration aspect of the logistics carriers in this problem. Given
that we are dealing with a collaborative scenario, we are in-
terested in evaluating the allocation of costs of each carrier
when operating individually compared to that when in co-
operation. So far, we have allocated costs based on a joint
logistic operation in which we have assumed that all carriers
share their entire pool of customers and vehicle resources so
as to achieve the most efficient service from a logistics per-
spective. There is however a reluctance of carriers to share
all their customers’ information given that this is from where
their business extracts great value.

As explained, for each of the instances modelled we have
assigned each customer in the pool to one of three carriers.
We therefore utilize our methodology within each carrier’s
operation solving the CVRPTW and using structured random
sampling to calculate the Shapley value and allocate the cost
of each customer in a partner stand-alone operation. These
results can be found in Appendix 1 under the carrier’s assign-
ment and the stand-alone cost.

Moreover, for each of the customers of the competitors,
a cost is calculated considering what would be the cost al-
located to that customer if the entire operation was to be
delivered to an identical pool of customers with the only ad-
dition of this extra one. This is represented in Figure 16. In
this scenario, the mechanism of an auction is being repro-
duced where a carrier would offer a customer to the pool of
shared customers. In 5.9a carrier 1 would offer a customer
for which it has a high cost allocated. Secondly, in 5.9b the
other carriers calculate their cost when adding this customer
to their service. Finally, the carrier with the lowest servicing
cost wins the auction given that he can pay a higher price be-
cause he can include the customer with the lower marginal
cost. This results in the transfer of this customer from one
operator to the other. Considering this, we calculate for each
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Figure 14: Cost assigned for each customer cluster in clustered instances.

Figure 15: Distribution of cost for customers in instances with randomly chosen locations.

Table 14: Linear regression results for the instances with a shorter time horizon.

coef std err z P > |z| [0.025 0.975]
const 5.490 3.071 1.788 0.074 -0.529 11.508
DF1 16.134 2.187 7.378 0.000 11.847 20.420
DF2 0.029 0.087 0.335 0.737 -0.141 0.200
CF2 -16.001 8.931 -1.792 0.073 -33.505 1.504
TF1 -5.495 0.566 -9.712 0.000 -6.604 -4.386
TF2 0.126 0.057 2.191 0.028 0.013 0.239

carrier the Shapley value for each customer of the competi-
tors. The lowest cost from the computation of other carriers’
operations is presented in the last column in the table found
in Appendix 1. Our calculations are not completely repre-

sentative of the entire auctioning process because they only
consider the first iteration of it. This proves to be sufficient
for our analysis.

We follow with the analysis of two scenarios. In the first
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Table 15: Linear regression results for the instances with a longer time horizon.

coef std err z P > |z| [0.025 0.975]
const 17.964 2.938 6.115 0.000 12.207 23.722
DF1 7.918 1.593 4.969 0.000 4.795 11.041
DF2 -0.402 0.067 -5.972 0.000 -0.533 -0.270
CF2 -98.750 35.031 -2.819 0.005 -167.410 -30.091
TF1 -1.096 0.418 -2.622 0.009 -1.915 -0.277
TF2 -0.042 0.090 -0.470 0.638 -0.219 0.134

Figure 16: Representation of an auction mechanism for the sharing of customers in a collaborative vehicle routing problem.

one, we compare the stand-alone operation of each carrier
with the grand coalition (central plan) where all customers
are shared. For the second scenario, we consider the afore-
mentioned auction mechanism in which we compare the cost
of every customer in each carriers’ operation to that of their
competitors.

5.4.1. Central plan comparison
The aim is to derive insights into which customers become

detrimental when being shared which defeats the purpose of
sharing the information in the search of reducing costs. Ac-
cordingly, we calculate customers’ Shapley value in carriers’
stand-alone operation and in a grand coalition. We then clas-
sify customers who yield a negative/positive gaining so as to
perform a logistic regression with the variables in the data.
A dummy variable is used with a value of 1 for customers
with a positive gain when shared and 0 otherwise. The aim
is to have a prediction of which customers should be shared
and which should be kept. Consistently with the rest of our
work, the instances mentioned in Section 4.2 are used. Of the
600 customers, 33 yield a negative gain. From our statistical
analysis, only the relative distance yields any statistical sig-
nificance in the explanation of the dependent variable. The
results for the regression when using only this feature are

condensed in Figure 17.
Further, the gains for each customer when cooperating

are also regressed with the features constructed so far. The
results are showcased in Table 16 where the effect of both
distance features are found to have a significant correlation.

Apart from the significant descriptive value of the dis-
tance features, there is no particular difference found for the
33 customers for which gains are negative. This constitutes a
paradox, given that the cost for these customers is higher in
the collaborative scenario than when in a partner stand-alone
undertaking, but still carriers benefit from the collaboration
as a whole when summing all customers. There is, therefore,
a contradiction between the cost-allocating problem and the
logistics problem which represents an area of potential future
work.

In general, we found a very strong correlation between
the costs allocated to customers when carriers act alone and
those when doing so in a collaborative scenario. Figure 18
shows this relationship which yields a high value of R2, con-
firming Observation 5.

5.4.2. Auction scenario
Analogously, the same procedure from the central plan

scenario is applied to the auction one. Of the 600 customers
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Figure 17: Logistic regression result when predicting a customer’s gain in collaboration.

Table 16: Linear regression results for the gains obtained for each customers when carriers collaborate.

coef std err z P > |z| [0.025 0.975]
const 8.258 1.988 4.153 0.000 4.361 12.155
DF1 6.570 1.153 5.700 0.000 4.311 8.830
DF2 -0.370 0.062 -5.931 0.000 -0.492 -0.247
CF2 11.034 9.540 1.157 0.247 -7.664 29.732
TF1 0.044 0.043 1.017 0.309 -0.040 0.127
TF2 -0.007 0.021 -0.328 0.743 -0.047 0.034

Figure 18: Correlation between savings in collaboration and costs in stand-alone allocated to customers.

studied, 167 yield a negative gain when comparing it to the
lowest servicing cost from other carriers; that is, only 167
customers are serviced with the lowest cost by the carrier
they have been assigned to. We follow with the same logistic
regression as with the case before which only has a significant
correlation with DF1 with a coefficient of 0.90. Moreover, a
linear regression model is constructed with the defined fea-
tures as independent variables and the gains by auctioning
as the dependent one. The results from the OLS regression is
shown in Table 17. Although having a low explanatory power
with an adjusted R2 value of 0.069 , the intercept has a signif-
icant statistical value. Noticeably, the only other feature with
statistical significance is DF2 measuring the degree of cluster-
ing of customers. This represents that customers which are
closer to other customers yield a lower cost for other carriers

than the one serving them.
Given the outcome observed for this scenario, it is sensi-

ble to expect all total savings of carriers when collaborating
to be positive, as our results in Section 5.1. This is explained
in the fact that the great majority of customers can be ser-
viced with lesser cost by a different carrier than the one to
which they have been assigned. In practical scenarios, de-
central collaboration can be exercised for the sharing of se-
lective customers which are found to bring the biggest cost.
In our results, we find that the average cost allocated in a
standalone operation to customers that are cheaper to ser-
vice by other carriers is 23.84 compared to 15.32 for those
which are not. This represents a significant difference of 56%
bigger cost.
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Table 17: Linear regression results for cost of customers compared to other carriers’ cost.

coef std err z P > |z| [0.025 0.975]
const 7.561 2.288 3.305 0.001 3.077 12.045
DF1 1.669 1.371 1.218 0.223 -1.018 4.356
DF2 -0.292 0.069 -4.213 0.000 -0.428 -0.156
CF2 15.911 9.921 1.604 0.109 -3.533 35.355
TF1 0.011 0.047 0.236 0.813 -0.082 0.104
TF2 -0.027 0.023 -1.179 0.238 -0.071 0.018

6. Conclusion and recommendations

This study explores how cost allocation to customers
served in Capacitated Vehicle Routing Problems with Time
Windows can be approximated through the use of distinct
features which relate to the specific constraints of the prob-
lem. From a methodology perspective, in this exploration a
computationally efficient method to allocate costs and test
different regression models so as to find the best fit is found.
This is done by combining different methods both to solve ef-
ficiently CVRPTW with a metaheuristic solver and to allocate
costs accurately with a structured random sampling method
to approximate the Shapley value.

In the case of simple CVRP the measure of distance is
found to achieve a high explanatory power over the cost al-
located to customers when dealing with less capacitated in-
stances and low distances. Additionally, the distribution, and
therefore the uncertainty, of the allocated costs grow with in-
creasing distances where demand and vehicles’ capacity limit
the problem increasingly.

As for the CVRPTW, the main characteristics of the well-
known Solomon instances modelled, such as the clustering,
capacity and time window length, allow for the observation
of how these variables and limitations of the problem affect
the cost of the logistics operation. These observations are
confirmed by analysing the cost allocated to each customer
individually. Customer clustering and relaxation of time win-
dows is found to decrease costs. Moreover, the ratio between
customer demand and vehicle capacity and the amount of
vehicles needed in general lead to increased costs. On the
whole, it is found that costs are strongly correlated to poten-
tial savings from collaboration.

In order to approximate the calculated costs through a
linear function, this study compiles different features to con-
dense the variables affecting the problem. Consequently,
through model fitting and feature selection, the most im-
portant features are defined and a cost prediction model
is created. Later, the differences in models when working
with different instances are assessed. Most importantly, it is
concluded that the specifics of the CVRPTW, and the extent
to which the constraints limit them, are decisive when ap-
proximating the cost allocation methods through a formula.
Nonetheless, from the analysis of the instances in this study
it is inferred that a high degree of accuracy can be achieved
on the regression of costs allocated with only a small amount
of features.

All in all, the classification of practical problems accord-
ing to their constraints can result in great value to determine
which factors are of utmost relevance. In the case of clus-
tered customers, the relative distance to the depot and the
measure of clustering are of strong importance. In contrast,
with non-clustered customers, time windows gain major im-
portance due to customers not being in proximity to each
other. Further, different kinds of zoning suit better each kind
of problem. Radial zoning adjusts better for non-clustered
customers, whereas local zoning does so for clustered ones.
With respect to time restrictions, it is observed that short
scheduling horizons result in a higher variance of the costs
allocated with a dependency on time window length. In
conclusion, cost-allocating mechanisms and resulting vectors
benefit from considering the different types of categoriza-
tions analyzed throughout our work; e.g. when collaborat-
ing, carriers can align on the clustering of neighborhoods and
therefore choose to participate in only selected ones.

Two main pricing strategies are found, with their scope
depending on the problem constraints: With or without a
base price. It is derived that the classification of customer
configurations among the categories used results in a better
understanding on which strategy to utilize.

Further, this work assesses the logistic problem in the con-
text of collaboration. The gains obtained by carriers when
acting in a joint operation are determined and the impact of
constraints on their costs and potential savings analyzed. The
total sum of gains obtained by carriers when acting jointly
is found to be positive in all instances studied. In general,
there is a great degree of correlation found between the cost
of carriers when acting in a stand-alone and the gains from
collaborating. Nonetheless, a small fraction of customers is
found where the grand coalition assigns a bigger cost than
the stand-alone cost obtained with one carrier. An area of
further study is identified where the underlying reasons for
this result could be explored and whether or not the use of
the Shapley value, lacking stability from a game theory ap-
plication, could be improved as a cost allocation method.
Furthermore, from a decentralized collaboration perspective,
customers which can be served by other partners more effec-
tively are found to be 56% more costly than the rest in each
carrier’s stand-alone operation signaling for the need of fur-
ther developing this area of study.

This work is focused on deterministic scenarios. Poten-
tial paths of future research could be explored with stochas-
tic demands or uncertainties in other variables. In contrast
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with static assumptions in this research, dynamic changes
with multiple periods could also be analyzed. Concerning the
collaborative environment studied, auction scenarios repre-
sent a valuable area of further exploration. Moreover, the
assumptions of having central planning and one main depot
can be expanded into multi-depot and selective customer-
sharing problems. To complement this study, the inclusion
of more carriers and vertical integration could better enrich
this research, with multi-modal logistics adding to the possi-
bilities. In addition, the cost allocation mechanisms utilized
could be applied in areas related to environmental impacts
and their distribution. Finally, this work does not address the
cost of sharing information and the extent to which it needs
to be achieved for reasonable collaboration with regard to
profits.
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