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Abstract 

South Africa has one of the highest crime rates in the world. This paper examines the effect of weather 
shocks on various types of crime. Using a 12-year panel data set at a monthly resolution on the police 
ward level, we observe a short-term effect of temperatures on violent crime. Furthermore, we find evi- 
dence for the medium-term effect of weather on crime via droughts. Yet, effect sizes are subtle in both 
cases and we also emphasize often neglected but well-documented limitations to the interpretability 
of weather data and weather-induced mechanisms. Recognizing these limitations, we conclude with a 
cautious interpretation of our findings to inform police deployment strategies. 
Keywords: South Africa, Weather, Crime, Income shocks 
JEL codes: C33, O55, Q54, R11 
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. Introduction 

igh crime rates are one of the biggest challenges South Africa has been facing since the end
f apartheid in 1994. The country’s homicide rate of 34 annual killings per 100,000 people
s the sixth highest in the world and the highest in Africa 1 ( Source: https://data.unodc.org/) .
his incurs costs along various dimensions that Alda and Cuesta ( 2011 ) estimate to be as
igh as 5–15 per cent of the country’s GDP. Next to the direct costs and the human suffering
aused to the victims and their relatives, South Africa’s high crime rates discourage sustain-
ble social and economic development of the country. While crime in South Africa certainly
ust be interpreted in its historical context of apartheid and related conflicts, it is important
o understand more immediate drivers of high crime rates. To the degree that socio-economic
nd environmental factors affect crime within South Africa, policy responses can be shaped.
The present paper examines the effect of weather on crime in South Africa. Using a 2001–

2 panel of monthly crime statistics at the police ward level, we scrutinize the short-term
nd medium-term effects of weather on various types of violent and property crime. For
he short-term effects, we investigate how temperature and rainfall affect crime within the
ame month, whereas for the medium-term effect we look at the effect of droughts on lagged
rime incidences. We use monthly crime data recorded within the 1,158 police wards in the
ountry, monthly time series of gridded temperature and rainfall data from the Climatic
The Author ( s ) 2022. Published by Oxford University in association with European Agricultural and Applied 
conomics Publications Foundation. This is an Open Access article distributed under the terms of the Creative 
ommons Attribution-NonCommercial License ( https://creativecommons.org/licenses/by-nc/4.0/) , which 
ermits non-commercial re-use, distribution, and reproduction in any medium, provided the original work is 
roperly cited. For commercial re-use, please contact journals.permissions@oup.com 
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esearch Unit ( CRU ) at the University of East Anglia, and a drought indicator derived 
rom the Global Standardized Precipitation-Evapotranspiration Index ( SPEI ) database. Our 
nderstanding of short-term effects—we use monthly data—needs to be demarcated from 

mmediate weather effects that happen within hours. 
Among the most important theories conceptualizing the thinking about crime in social 

ciences are the economic theory of crime by Becker ( 1968 ) and the strain theory introduced 
y Merton ( 1938 ) . The strain theory argues that features of the society’s structure such as 
nequality, poverty, and racial heterogeneity influence people’s propensity to commit crimes.
ence, it captures much of the historical perspective on crime in South Africa. The economic 

heory of crime in contrast models the utility of committing a crime or abstaining from doing 
o, considering the probability of being arrested, as well as the opportunity cost. Here, the 
hort- and medium-term effects of weather come into play. Yet, we emphasize early on 
hat we will estimate a reduced-form model and do not claim to identify mechanisms that 
rovide deep support for one of these theories. 
Temperatures and rainfall might affect these components in at least three ways, two of 
hich operate in the short term, one in the medium term: The first short-term effect is that 
igh temperatures immediately raise aggression. While psychologists have proposed various 
motional and cognitive processes triggered by temperature ( for a discussion, see Groves and 
nderson 2016 ) , one version supported by most of the evidence is simple: Heat-induced dis- 
omfort makes people cranky and increases hostile affect, which in turn promotes aggressive 
houghts and attitudes and, consequently, behavior ( Anderson 2001 ) . This channel is sub- 
tantiated empirically, including evidence from experimental and quasi-experimental field 
tudies ( Kenrick and MacFarlane 1986 ; Vrij et al. 1994 ; Gamble and Hess 2012 ; Curtis 
t al. 2016 ; Sanz-Barbero et al. 2018 ; Heyes and Saberian 2019 ; Heilmann et al. 2021 ; van
aalen et al. 2022 ) , and by laboratory experiments ( Baron and Bell 1976 ; Anderson et al.
000 ) .1 Second and still in the short-term, weather shapes the circumstances which discour- 
ge or favor criminal behavior, such as the probability for perpetrators of being detected 
nd hence the expected cost of committing a crime. For example, heavy rainfalls or extreme 
emperatures could lead to a lower density of people in public spaces or reduce police pa- 
rolling ( see, e.g. Jacob et al. 2007 ) . Reversely, a high density of people in public spaces due 
o good weather could create a more favorable environment for committing a crime. Note 
hat ideally, one would use higher-resolution data than the monthly crime reports that we 
ave in order to study the immediate effects of weather—and it is well possible that we 
nderestimate short-term effects by using monthly data. 
Third, income is an important channel through which weather affects the relative returns 

f crime in the medium-term. Recent evidence suggests a substantial effect of rainfall on 
conomic growth rates ( see Kotz et al. 2022 ) and of high temperatures on productivity ( see 
omanathan et al. 2021 ) . Most notably, the agricultural sector in the Global South is heavily 
eather-dependent. Drought spells can reduce output and employment opportunities. This,
n turn, might drive individuals into criminal ways of mending their livelihoods or decrease 
heir opportunity cost of engaging in criminal activity ( see, e.g. Blakeslee and Fishman 2018 ) .
here is also a lively debate in the literature about whether droughts contribute to intimate- 
artner violence ( Cooper et al. 2021 ) . Rising inequality can additionally amplify the effect 
f weather shocks on crime ( Kelly 2000 ; Manea et al. 2021 ) . In Colombia, Cortés et al.
 2016 ) find that economic shocks ( not induced by weather ) have a more pronounced effect 
n property crime in regions with weak judicial and law enforcement institutions.2 

Assuming that weather variation within spatial units over time is exogenous, we try to 
solate the weather effects from other drivers of crime. We find that higher temperatures 
re associated with increasing crime rates in the short term, while rainfall tends to decrease 
hem. The temperature effect is more distinct for violent crimes than for property crimes,
upporting the heat-aggression mechanism, but this pattern is also consistent with more 
eople being outside at certain temperatures and in dryer weather. We also cannot rule out 
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hat other mechanisms are at work translating higher temperatures into higher crime rates.
urthermore, we explore the medium-term effect of weather through droughts as a proxy
or income as a mechanism. Indeed, income-related crime types, such as robbery, increase
fter growing seasons that had been affected by a drought. Crime levels do not go down
ntil the end of the next agricultural cycle. This drought responsiveness is present in rural
reas only, where a larger share of livelihoods depends on agriculture. While we interpret
his as suggestive evidence in support of an income mechanism, we emphasize that other
otential channels exist such as seasonal migration, which arguably is affected directly by
roughts as well. Overall, both for the short-term and mid-term models our specifications 
xplain only a small part of the variation in crime prevalence. 
The use of weather data is not without problems. Most notably, we reiterate the critique

y Mellon ( 2022 ) , who compellingly demonstrates that weather enters a complex causal
etwork with many affected variables, making it difficult to interpret relationships between 
eather and one specific variable such as crime. We, therefore, use the theoretical back-
round to structure our analysis and corroborate or contradict these theoretical linkages,
ut explicitly caution against perceiving our results as a clean test of a theory.3 Further lim-
tations to our analysis are related to issues with weather data summarized by Auffhammer
t al. ( 2013 ) , which we ponder in a dedicated section. While these caveats call for a cautious
nterpretation of our findings with respect to the above-mentioned theories, we conclude 
hat—irrespective of which specific mechanism links weather to crime—weather could be 
sed as one ingredient in police deployment strategies. Yet, the limited explanatory power
f most of our models also calls for not overinterpreting the importance for such strategies.

. Literature Review 

ur paper is part of a broad literature on how weather affects economic and behavioral
utcomes—a literature that faces systematic methodological problems, which we discuss in 
ore depth in Section 7 . With these caveats in mind, we interpret our findings within the
ebate about criminal deterrence ( see Chalfin and McCrary 2017 , for a recent review of the
iterature ) ; it is a first-order policy priority because the costs of high crime rates in South
frica are immense. In addition to direct judicial, police and rehabilitation costs they also
omprise health costs ( Soares 2006 ) , and it is sometimes argued that high crime rates have
dverse effects on the business environment ( Grabrucker and Grimm 2018 ) . Our findings
n the drought channel confirm that stable incomes and better employment opportunities 
an help deter people from turning toward criminal activities. Our suggestive evidence on
he link between heat-aggression and violent crime, in contrast, implies that there is scope
or ad hoc deterrence strategies such as hot spot policing. Weather forecasts could be used
n the prediction of short-term policing demands. 
Our paper contributes primarily to the growing literature on the nexus between climate

hange, weather, and conflict ( see Miguel 2005 ; Burke et al. 2009 , 2015 ; Gleditsch 2012 ;
endrix and Salehyan 2012 ; Hsiang et al. 2013 ; Dell et al. 2014 ; Takahashi 2017 ) . The
verall picture that has emerged from this literature is that higher temperatures increase the
robability of interpersonal violence, intergroup conflict, and criminal behavior. The effect 
f rainfall on social interaction is less well understood, but some studies in the Global South
nd negative rainfall shocks to increase conflict, mostly through effects on agriculture ( see,
.g. Miguel et al., 2004 ; Fjelde and Uexkull, 2012 ; Hodler and Raschky, 2014 ) . Goin et al.
 2017 ) examine the effect of droughts on crime in California. Moreover, there is a growing
ody of research on the weather–crime nexus in Mexico, a country suffering from high crime
ates as well ( see Cohen and Gonzales 2018 , Garg et al. 2018 ; Baysan et al. 2019 ) . Trujillo
nd Howley ( 2021 ) examine immediate weather effects on violent crime in Colombia. 
Our paper is innovative in that hitherto there is not much evidence on the crime–weather

elationship from Africa in general and South Africa in particular ( see Chersich et al. 2019 ) .
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ates et al. ( 2019 ) use mortality data from official statistics in South Africa to examine 
he effect of temperature on homicide, with a daily resolution. They find that a one-degree 
ncrease in temperature is associated with a 1–2 per cent increase in homicides. For the city 
f Tshwane ( Pretoria ) in South Africa, Schutte and Breetzke ( 2018 ) also investigate daily 
emperature and rainfall variation and observe a strong increase in violent crime rates in 
esponse to high temperatures, and to a lesser extent, rainfall. Manea et al. ( 2021 ) examine 
he interplay of housing conditions and crime, which is likely to be relevant for the weather–
rime nexus as well. 
The three most closely related papers from the international context are Rotton and Cohn 

 2003 ) , Ranson ( 2014 ) , and Blakeslee and Fishman ( 2018 ) . Ranson ( 2014 ) uses a thirty-year 
anel on monthly crime and weather data in the US and finds a sizable effect of temperature 
n most types of violent and property crime. He does not find evidence for an effect of 
ainfall. Rotton and Cohn ( 2003 ) use time-series and state-level data for several decades 
n the US to study the association between temperature and crime. They find effects of 
emperature on some violent crime types, but not on murder rates. 
In the context of the Global South, we complement Blakeslee and Fishman ( 2018 ) , who 

se detailed annual district-level crime data from India and find that heat and drought 
ncrease all categories of crime in their records, with a larger impact on property crimes than 
n violent crimes. Blakeslee et al. ( 2021 ) examine daily crime statistics and weather data 
n India. They observe that violent crimes respond to both daily and seasonal temperature 
ariation. Property crimes, in turn, only respond to seasonal variation. These results are 
onsistent with psychological theories as well as the economic theory of crime. While we 
o not have the same timely resolution, our crime records at a monthly level also allow 

s to investigate in detail how crime rates fluctuate over the agricultural cycle in response 
o drought shocks. Hence, it provides strong evidence in support of agricultural income 
hocks as an underlying driver of criminal activity, which is in line with what Blakeslee and 
ishman’s ( 2018 ) and Blakeslee et al.’s ( 2021 ) analyses suggest.4 

Moreover, our paper speaks to the growing literature on the determinants of crime in 
outh Africa. Kynoch ( 2005 ) traces the origins of crime and conflict in the country back to 
ts recent history and most notably the transition from apartheid to democracy. For example,
hose areas of the country that exhibited the most intense level of political conflict in the 
ransition phase, KwaZulu-Natal and the townships of Johannesburg, also exhibited the 
ighest levels of organized crime in the early and mid-2000s. Kynoch points at the low 

uality of public security forces and emphasizes that even ten years after the end of apartheid 
he population lacks trust in the police and the judiciary. These historical path dependencies 
nd resulting limitations must be appreciated when interpreting our results. Bhorat et al.
 2017 ) , in contrast, examine the socio-economic determinants of different types of crimes 
n the country. They find that a rising income at the left tail of the distribution raises overall
roperty crime rates but decreases them at the right tail of the distribution. The authors 
xplain this with the increasing fear of loss as incomes rise and the associated willingness to 
efend newly acquired property. They do not observe socio-economic correlates for robbery 
rime, and unemployment is not correlated with crime either. Inequality, in turn, is highly 
orrelated with crime according to their analysis, which is also in line with earlier findings 
y Demombynes and Oezler ( 2005 ) . 

. Data 

.1 Crime data 

ur crime data is based on the records of the South African Police Service.5 As dependent 
ariables we use counts of various types of serious crimes recorded by the police ( crime ipmy ) 
hat occurred within a police ward i in province p in calendar month m of year y . Our 
ata cover the period from January 2001 to March 2012. Figure A2 shows the 1,158 police 
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ards in the country. Catchment areas range between 30 km 

2 and 20,000 km 

2 , depending
n the population density. Metropolitan municipalities are divided into several police wards,
hile rural police wards cover entire districts. 
Each crime is coded into one of thirty-five categories, including various types of assault,
urder, rape, sexual offence, various types of robbery, arson, malicious damage to property,
urglary, and theft. Table A1 in the appendix provides an overview of all crime categories as
hey are organized in the original data set, including summary statistics for counts of these
rime categories within police wards and months over our observation period. We analyze
eather effects on all types of serious crimes as well as on aggregate crime variables: 

• t ot alcrimes ipmy : includes all crimes in our records; 
• murder ipmy : includes attempted murder and murder; 
• sexualcrimes ipmy : includes abduction, attempted sexual offences, contact sexual of- 

fences, rape, sexual assault, and sexual offences due to police action; 
• assault ipmy : includes common assault, and assault with the intent to inflict grievous

bodily harm ( note that it does not comprise sexual assault which is included under
sexual crimes ) ; 

• robbery ipmy : includes common robbery, robbery with aggravating circumstances, street 
or public robbery, bank robbery, robbery of cash in transit, robbery at residential and
non-residential premises, carjacking, and truck-hijacking; 

• the ft ipmy : includes theft of motor vehicles or motorcycles, theft out of or from motor
vehicles, and stock theft; 

• burglary ipmy : burglary at residential premises; 
• stealing ipmy : includes all crimes that involve the taking of property, i.e. all types of

robbery, burglary, theft and commercial crime; 6 

• nonstealing ipmy : includes all crimes that do not involve the taking of property, i.e. all
serious crimes in our data that are not listed under ‘stealing’; 

• commercial ipmy : commercial crime; 
• policedetect ipmy : includes all crimes heavily dependent on police action for detection 

( as defined by our original data set ) , which are illegal possession of firearms and am-
munition, drug-related crimes, and driving under the influence of alcohol or drugs.

Figure 1 shows how annual crime counts have developed over our sample period. The
ccurrence of assault, robbery, theft, and burglary has decreased, most notably during the
ears 2003–12. Some crimes are mainly detected through police checks ( policedet ect ) . These
rime types have increased markedly in the records over our sample period, which may be
elated to increases in police force capacities. Commercial crimes have also increased over
ime. The frequency of murder and sexual crimes has remained roughly constant over our
ample period. 
Reported crimes can only be interpreted as a proxy for actually committed crimes. Prob-

ems of misreporting, deliberate or otherwise, and under-reporting are well recognized by 
he South African Police Service ( Brodie, 2013 ) . We are interested in effects on actually
ommitted crimes, which we do not directly observe. Our analysis rests on the assumption
hat difference between reported and actually committed crimes are uncorrelated with the 
eather. Certain weather conditions, however, might influence reporting of crimes, e.g., be- 
ause weather affects people’s ability and willingness to travel. However, we expect that
eather would then lead to postponing the filing of the complaint rather than to not filing
 complaint at all. In addition, our data comprises crimes reported through phone calls that
re probably not sensitive to the weather. We are thus confident that weather effects on
eporting are not a major concern for the validity of our analysis. 
Moreover, it is well established that the probability of a crime being reported to the police

aries considerably across different types of crime. Murder and homicide, e.g., are generally
ifficult to manipulate for obvious reasons. Other crime categories for which we assume
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Figure 1. Crime rates. 
Notes: Figure shows trends in total annual counts of different types of crime in our records, aggregated over 
all police wards, on the vertical axis, for each complete year of our sample period ( 2001–11 ) on the horizontal 
axis. Crime types are described in the main text. 
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olice records to be reasonably accurate include those involving theft or damage of property,
ecause such incidents are usually reported to the police to submit insurance claims ( Brodie 
013 ) . By contrast, sexual offences, including rape, generally tend to be under-reported 
 Statistics South Africa 2017 ) . Such underreporting must be considered when interpreting 
he weather effects for particularly sensitive crime types and when comparing the effect sizes 
etween sensitive and less sensitive ones. 
To examine the weather–income–crime nexus we will check whether the effect of weather 

n crime is different in rural and urban areas, as we expect income to be more weather sensi-
ive in rural areas. To distinguish rural from urban contexts, we create an indicator variable 
ural ip which equals one if less than 50 per cent of the area of police ward i in province
p was classified in 2013 as city or city region according to settlement types defined by the 
outh African Council for Scientific and Industrial Research ( CSIR ) , and zero otherwise.
ur data source is the digital map of settlement types, version of April 2013, available from 

he CSIR Geospatial Analysis Platform,7 which we combine with police ward boundaries 
n ArcGIS software to derive rural ip indicator values for each police ward. Of all the police 
ards in our sample, 75 per cent are classified as rural. 

.2 Weather data 

o construct our main explanatory variables, we use the updated monthly time series of grid- 
ed climate variables CRU TS3.22 produced by the CRU at the University of East Anglia 
 Harris et al. 2014 ) . CRU constructs this data set from monthly observations at meteorolog- 
cal stations ( fifty in South Africa ) , which are interpolated into grid cells of 1.5 × 0.5 decimal 
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Table 1. Summary statistics of weather variables. 

Variables ( 1 ) N ( 2 ) Mean ( 3 ) SD ( 4 ) Min ( 5 ) Max 

maxtemp ipmy ( °C ) 152,550 25.0 4.2 9.3 38.5 
mintemp ipmy ( °C ) 152,550 11.3 5.1 −5.6 22.9 
rainydays ipmy ( per month ) 152,550 7.1 5.1 0.0 27.2 
drought ipy ( share of season affected ) 152,550 0.03 0.08 0.00 0.60 

Notes: See the main text for descriptions and sources of all variables. 

d
t  

u  

s  

o  

m  

o

p  

o  

m
m
t  

d  

l

a  

i  

i  

i  

t  

c  

i  

F  

a  

2  

l  

A
i

 

d  

s

4

W
s  

D
ow

nloaded from
 https://academ

ic.oup.com
/qopen/article/3/1/qoac033/6849576 by guest on 29 April 2024
egrees, covering the global land surface. At South Africa’s latitude, these cells correspond 
o approximately 55 × 45 km. The use of interpolated grids rather than station data allows
s to include the full sample of police wards in our analysis ( which might yet lead to mea-
urement errors, see Section 7 for a discussion ) . We spatially aggregate the cell-level values
f the weather variables to the level of the police ward i in province p, for each calendar
onth m of year y , using ArcGIS software. We include the following weather variables in
ur analysis: 

• maxtemp ipmy : monthly average daily maximum temperature; 
• mintemp ipmy : monthly average daily minimum temperature; 
• rainydays ipmy : number of rainy days per month.8 

The data set unfortunately does not contain information on daily temperature, monthly 
eak temperature, or combined heat-humidity. In addition, we use a drought indicator based
n the Global SPEI database ( Beguería et al. 2014 ) . The SPEI index uses as input variables
onthly precipitation and potential evapotranspiration data from the CRU time series. It 
easures the current balance between precipitation and potential evapotranspiration. Like 
he CRU climate data, the SPEI data set is available as a monthly time series with a 0.5 × 0.5
ecimal degrees spatial resolution. Since we are interested in drought conditions during the
ocal growing season specifically, we use the variable 

• drought ipy : share of growing season affected by drought,

s provided in the PRIO-GRID data set ( Tollefsen et al., 2012 ) . More precisely, this variable
s defined as the share of months of the growing season starting in year y − 1 and ending
n year y in police ward i in province p that are affected by consecutive drought. A month
s flagged as a drought month if its SPEI value is at least 1.5 standard deviations below
he local long-term historical average.9 The growing season is the growing season for the
ell’s main crop, defined in the MIRCA2000 data set ( Portmann et al. 2010 ) . For example,
f the growing season in one grid cell spans five months from October of year y − 1 to
ebruary of year y , and the SPEI value in that grid cell falls below −1.5 during October
nd November of year y − 1 , the share of growing season affected by drought would be
/5 = 0.4 for year y for that cell. As for the other weather variables, we aggregate the cell-
evel values of this growing-season drought indicator to the level of the police ward using
rcGIS software. Unlike the temperature and rainfall variables, by definition, the drought 
ndicator has a time resolution of calendar years rather than months. 
We obtain a large balanced panel data set, with 1,158 police wards in the cross-sectional

imension and 135 consecutive months in the time dimension, which makes 156,330 ob-
ervations. Table 1 provides summary statistics of our weather variables. 

. Empirical specification and identification 

e use two different specifications for our short-term and medium-term analysis, re- 
pectively. First, we exploit variation in weather over time within spatial zones. In our
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Figure 2. Seasonality in criminal activity. 
Notes: Figure shows trends in total monthly counts of crimes of all types in our records, aggregated over all 
police wards, on the vertical axis, for each month of our sample period ( January 2001 to April 2012 ) on the 
horizontal axis. The ( red ) vertical lines mark the month of January of each year. 
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aseline specification, we regress the logarithm of crime counts plus a small constant 
n ( crime ipmy + 0 . 01 ) in police ward i in province p in calendar month m of year y on one 
r several weather variables weather ipmy in the same location and at the same time, on a 
olice ward fixed effect αi , a calendar-month-by-province fixed effect γpm 

, and a year fixed 
ffect βy : 

ln 
(
crime ipmy + 0 . 01 

) = δweather ipmy + αi + γpm 

+ βy + E ipym 

( 1 ) 

rime ipmy can be the count of all serious crimes ( t ot alcrimes ipmy ) , or only crimes of cer- 
ain types ( murder ipmy , sexualcrimes ipmy , etc. ) . We use logarithmic transformations of the 
rime counts because they exhibit right-skewed distributions, and it turns out that the 
og-transformation helps to symmetrize residuals in our main regressions. Before log- 
ransforming the crime counts, we add a small constant of 0.01 in order not to drop from 

ur sample those observations where a police ward had a crime count of zero for a given 
onth.10 

By including the set of fixed effects, we capture the effect of local extraordinary weather 
vents that deviate from the longer-term climate conditions within the police ward, against 
easonality patterns within the province, and against weather fluctuations from year to 
ear affecting the whole country. The police ward fixed effects absorb observed and unob- 
erved time-invariant spatial characteristics, including long-term climate conditions, which 
re likely to be correlated with local contemporary weather and criminal behavior. The year 
xed effects difference out any variation over time that is common to all police wards, in- 
luding country-wide trends and shocks in weather and in criminal behavior, as well as any 
ossible change in central crime reporting conventions. The calendar-month-by-province 
xed effects account for province-specific seasonality. Figure 2 shows that there is indeed 
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Figure 3. Causal diagram linking weather, drought, and crime. 
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ubstantial seasonal variation in criminal activity in our data. Monthly total crime peaks in
he last months of the year and has its lowest levels during the months May, June, and July
 during the local winter season ) . We control for seasonality because we want to disentangle
he effects of weather from those of other seasonal conditions such as hours of daylight, cul-
ural and religious festivals and public holidays, and agricultural cycles, but also potential
easonal patterns in how police forces are being deployed. Some of these conditions vary
cross regions of South Africa, which is why we choose to control for a calendar-month-
y-province interaction. 
Our coefficient δ on the weather variable, hence, must be interpreted as the effect of a

anuary ( February, March, etc. ) that is exceptionally hot or cold, or, wet or dry, given the
verage long-term local climate, the long-term climate conditions for January ( February,
arch, etc. ) within the province, and the country-wide annual weather trend. Assuming 
eather is exogenous, and the fixed effects allow us to isolate the effect of weather from
ther drivers of criminal behavior, the coefficient δ could be interpreted as the causal effect
f weather on crime.11 

Because weather variation occurs over spatial areas with an extent beyond that of police
ards ( see Auffhammer et al. 2013 ) , we adjust standard errors for spatial correlation be-
ween police wards. We follow the methodology of Hsiang ( 2010 ) based on non-parametric 
ovariance matrix estimation and a uniform spatial weighting kernel function ( as recom- 
ended in Conley 1999 ; and Conley and Molinari 2007 ) , with a distance cut-off at 500 km

 meaning that spatial correlation is assumed to be zero beyond 500 km ) . We also account
or autocorrelation within individual police wards over time, up to a 24-month lag. 
In a second specification, we analyze effects of drought during the local growing season on

agged crime to explore the plausibility of an income mechanism. The theoretical assumption
ehind this, as outlined in the stylized causal diagram in Fig. 3 , is that weather ( temperature
nd rainfall ) affects droughts, which affect income and/or expected income and thereby, in
urn, income-related crime types like burglary, stealing or robbery.12 Other crime types can 
e affected as well, but we would expect a weaker influence. We also acknowledge that
roughts can have direct effects on crime, so not through income. One likely additional
hannel is seasonal migration: It does not contaminate our income interpretation if people
re only urged ( not ) to migrate because of ( expected ) income losses. But since seasonal
igration ( and potentially other variables ) can also be directly affected by droughts through
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ncreasing or decreasing labor demand, our income results need to be interpreted with some 
are. 
We use drought ipy as our main explanatory variable for this part of the analysis. In or- 

er to distinguish the effects in rural and urban areas, we also include an interaction term 

etween drought ipy and the indicator variable for rural police wards ( using the rural–urban 
istinction defined in Section 3.2 ) . The growing season for locally dominant crops in South 
frica runs roughly from October to March, with slight variations across the different agro- 
limatic zones ( see Portmann et al. 2010 ) . We regress crime during each quarter of year y 
n drought ipy . As in our main specification, we also control for police ward fixed effects,
ear fixed effects and calendar-month-by-province fixed effects. We introduce as additional 
ontrols mintemp ipmy and rainydays ipmy . This is because temperature and rainfall during 
he months January–March of year y are clearly correlated with drought ipy ; and adding 
hese controls helps us to isolate drought effects from more immediate weather effects as 
xamined in the previous section. 
As crime variables, we now focus on stealing ipmy , in which we aggregate all crime types 

hat involve the taking of property ( robbery, burglary, theft, and commercial crime ) ; and 
n nonstealing ipmy , an aggregate of all crime types that do not involve the taking of prop- 
rty. While negative income shocks, by decreasing people’s opportunity cost of engaging in 
riminal activity, may encourage all types of crime according to Becker’s ( 1968 ) economic 
heory of crime, we hypothesize effects to be stronger for crimes that involve the taking of 
roperty. This is because we expect resource-acquisition in response to economic distress 
s the main driver of these types of crime, on top of the decreased opportunity cost that 
ecker suggests. We also seperately analyze effects on the various types of crime. 
As in our main specification, we use logarithmic transformations of crime counts and 

djust standard errors for spatial correlation between police wards, using a uniform spatial 
eighting kernel function and a distance cut-off at 500 km, and for serial correlation within 
olice wards, up to a 24-month lag. 

. Short-term effects of temperature and rainfall 

.1 Effects on total crime counts 
e investigate the short-term weather effects on criminal activity by regressing crime on 
eather within the same month. Possible channels which may mediate these effects, and 
he crime types which we expect to be affected, are illustrated in Figure A1. As a starting 
oint, we examine effects on total crime and use ln (t ot alcrimes ipmy + 0 . 01) as a dependent 
ariable, accounting for police ward, calendar-month-by province and year fixed effects.
esults are presented in Table 2 . We first regress the aggregate crime variable separately on 
aily maximum temperature ( column 1 ) ; daily minimum temperature ( column 2 ) ; and the 
umber of wet days in the month ( column 3 ) . Second, we include daily minimum temper- 
ture and the number of wet days in the month jointly in the same regression ( column 4 ) .
e find that total crime increases with temperature and decreases with rainfall. Both daily 
aximum and minimum temperatures have a positive effect on total crime. All weather 
oefficients are statistically significant at the 1 per cent-level. 
Our coefficients imply that a one standard deviation rise in the daily maximum temper- 

ture within an average month of the year ( a rise by 2.7 °C ) increases total crime counts 
y 3.7 per cent. A rise in the daily minimum temperature by one standard deviation within 
n average month of the year ( again a rise by 2.7°C ) increases total crime counts by 
.3 per cent. Our daily maximum temperature variable captures daytime temperature 
eaks, and our daily minimum temperature variable captures nighttime temperatures ( so,
 higher mintemp value indicates a warmer night ) , both averaged across the month. The 
esults then suggest that warmer nights drive criminal behavior more strongly than warmer 
ays. The coefficient on the number of wet days is negative and statistically significant at the 
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Table 2. Short-term weather effects on total crime. 

Dependent variable: ln ( totalcrime ipmy +0 . 01) ( 1 ) ( 2 ) ( 3 ) ( 4 ) 

maxtemp ipmy 0.0137*** 
( 0.00235 ) 

mintemp ipmy 0.0195*** 0.0209*** 
( 0.00358 ) ( 0.00368 ) 

rainydays ipmy −0.00453*** −0.00523*** 
( 0.00112 ) ( 0.00115 ) 

Observations 152,550 152,550 152,550 152,550 
R-squared 0.008 0.008 0.008 0.009 
Police ward FE Yes Yes Yes Yes 
Calendar-month-by-province FE Yes Yes Yes Yes 
Year FE Yes Yes Yes Yes 

Notes: Linear fixed effects regressions on a panel of monthly observations of South African police wards, running 
from January 2001 to March 2012. All variables are described in the main text. Standard errors are robust to 
autocorrelation within police wards up to a 24-months lag, and to spatial correlation, with a uniform spatial 
weighting kernel function and a distance cut-off at 500 km. ***, **, * indicate significance at the 1, 5 and 
10 per cent-level, respectively. 
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 per cent-level. In column ( 3 ) of Table 2 , i.e. when we do not control for temperature, our
oefficient implies that an increase in the number of wet days by one standard deviation in
n average month of the year ( an increase by 4.3 days ) decreases the total crime count by
.9 per cent. 
In column ( 4 ) we include both the daily minimum temperature and the number of wet

ays per month in the same regression. All weather coefficients are still statistically signifi-
ant at the 1 per cent-level and slightly higher in magnitude than when not controlling for
ther weather variables. This means the positive effect of warmer temperatures at night on
rime is even more pronounced when we take the negative effect of rainy days into account;
nd the negative effect of rainy days on crime is even more pronounced when we account
or rises in nighttime temperature. 
As a robustness check for these results, we run a placebo test by replacing our contem-

orary weather variables with the corresponding weather variables in the 12 months lead
eriod, otherwise employing the same model specification. If our interpretation of short- 
erm weather fluctuations as exogenous drivers of crime is correct, then this lead-period
eather variable should have no effect. Indeed, we find that weather in period t + 12 has
o effect on crime in period t ( see Table A2 ) .13 

.2 Effects on specific types of crime 

ext, we break down the total number of crimes by type and regress these on daily mini-
um temperature and number of wet days, again including police ward, calendar-month- 
y-province, and year fixed effects.14 Specifically, we compare effects for four types of vio-
ent crimes: murder or attempted murder, sexual crimes of any type, assault, and robbery;
nd for four types of property crimes: theft, burglary, commercial crime, and crimes heavily
ependent on police action for detection. Results are presented in Table 3 . 
We find that a rise in daily minimum temperature tends to drive crime counts upwards,

nd the number of wet days reduces crime counts. Beyond this, interesting differences across
he types of crime become perceivable. The effects of rising temperatures are statistically sig-
ificant for all four violent crime types, and for burglary. The temperature effect is strongest
or sexual crimes: A one standard deviation increase in minimum temperature increases 
exual crimes by more than 8.6 per cent. By contrast, theft, commercial crimes, and crimes
etected by police action appear not to be affected by rises in temperature according to
ur data. The negative coefficients on the number of wet days in a month are statistically
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Table 3. Short-term weather effects on various types of crime. 

( 1 ) ( 2 ) ( 3 ) ( 4 ) ( 5 ) ( 6 ) ( 7 ) ( 8 ) 

Dependent variable 

ln 
( murder 
+0 . 01 ) 

ln 
( sexual 
crimes 
+0 . 01 ) 

ln 
( assault 
+0 . 01 ) 

ln 
( robbery 
+0 . 01 ) 

ln 
( theft 

+0 . 01 ) 

ln 
( burglary 
+0 . 01 ) 

ln 
( commercial 

+0 . 01 ) 

ln 
( police 
detect 
+0 . 01 ) 

mintemp 0.015*** 0.032*** 0.028*** 0.012** 0.0068 0.015*** −0.0040 0.0078 
( 0.0047 ) ( 0.0048 ) ( 0.0038 ) ( 0.0055 ) ( 0.0046 ) ( 0.0040 ) ( 0.0056 ) ( 0.0077 ) 

Rainydays −0.0039** −0.0034** −0.0068*** −0.0059*** −0.0033** −0.0033*** −0.0027 −0.0049* 
( 0.0017 ) ( 0.0016 ) ( 0.0011 ) ( 0.0019 ) ( 0.0014 ) ( 0.0012 ) ( 0.0018 ) ( 0.0026 ) 

Obser-vations 152,550 152,550 152,550 152,550 152,550 152,550 152,550 152,550 
R-squared 0.008 0.015 0.022 0.004 0.002 0.004 0.002 0.007 
Police ward FE Yes Yes Yes Yes Yes Yes Yes Yes 
Calender-month-by- 

province 
FE 

Yes Yes Yes Yes Yes Yes Yes Yes 

Year FE Yes Yes Yes Yes Yes Yes Yes Yes 

Notes: Linear fixed effects regressions on a panel of monthly observations of South African police wards, running 
from January 2001 to March 2012. All variables are described in the main text. Standard errors are robust to 
spatial correlation, with a uniform spatial weighting kernel function and a distance cut-off at 500 km. ***, **, 
* indicate significance at the 1, 5 and 10 per cent-level, respectively. 
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ignificant at 1 per cent- or 5 per cent-levels for most crime types. For commercial crime,
here is no statistically significant effect of rainfall; and for crimes detected by police action,
he effect is only marginally significant. The negative effect of rainy days is most pronounced 
n assault, which decreases by 2.9 per cent with 4.3 additional rainy days in a month, which 
orresponds to one standard deviation within an average month of the year. 
Our findings are consistent with the presence of a heat-aggression channel. This channel 

redicts effects of rising temperatures on violent crimes, but not necessarily on property 
rimes, which is exactly what we find. The negative effect of rainfall on all types of crime 
ould be interpreted as a hint to an opportunity channel: Rainfall might lower the density of 
eople in public space and thereby the opportunity to commit crimes. Similarly, the ( weak ) 
ffect on crimes detected by police action could be interpreted as a hint toward reduced 
olice patrol activity during rainy weather. We acknowledge, though, that different mech- 
nisms might be at play in parallel mediating the link between temperature, precipitation,
nd crime ( e.g. drunk driving might be less frequent on rainy days ) . Yet, especially the ab- 
ence of any weather effect on commercial crimes is reassuring that some of the suggested 
hannels are indeed at work. 
To check for possible non-linearities we take advantage of the large number of observa- 

ions in our data set allowing the application of non-parametric techniques. More specif- 
cally, we compute local polynomial smoothing plots for each crime type on temperature 
nd rainy days. Overall, these plots confirm the findings from our parametric estimations 
nd show approximatively linear relationships between crime and temperature as well as 
ainfall on the weather variable ranges in which our data are dense enough to estimate the 
elationship locally ( see the Online Appendix for further explanations and results ) . 
As a first conclusion, criminal behavior in South Africa is highly responsive to variation 

n temperature, and less so to variation in rainfall, in the short-term. Higher temperatures 
end to increase but higher rainfall tends to decrease criminal activity. 

. Medium-term effects: Weather and droughts 

n this section, we examine weather effects that materialize through droughts and hence 
n income channel ( see, Fig. 3 ) . Compared to the short-term relationship considered in 
he previous section this effect might well occur with a time lag of a few months be- 
ween weather shocks and responses in criminal behavior. If drought conditions decrease 
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Table 4. Medium-term effects of drought during most recent growing season on crime. 

( 1 ) 
Jan–Mar 

( 2 ) 
Jan–Mar 

( 3 ) 
Apr–Jun 

( 4 ) 
Apr–Jun 

( 5 ) 
Jul–Sep 

( 6 ) 
Jul–Sep 

( 7 ) 
Oct–Dec 

( 8 ) 
Oct–Dec 

Panel A—Dependent variable: ln ( stealing ipmy +0 . 01) 
drought*rural ipy 0.178 0.206 0.099 0.105 0.095 0.098 0.217 0.224 

( −0.344 ) ( −0.338 ) ( −0.312 ) ( −0.309 ) ( −0.291 ) ( −0.292 ) ( −0.318 ) ( −0.317 ) 
drought ipy −0.002 −0.107 0.187 0.168 0.218 0.207 0.102 0.096 

( −0.343 ) ( −0.341 ) ( −0.326 ) ( −0.322 ) ( −0.32 ) ( −0.321 ) ( −0.327 ) ( −0.325 ) 
mintemp ipmy 0.016* 0.018*** 0.012* 0.022** 

( 0.009 ) ( 0.007 ) ( 0.007 ) ( 0.010 ) 
rainydays ipmy −0.008*** −0.006 0.000 −0.002 

( 0.002 ) ( 0.003 ) ( 0.003 ) ( 0.002 ) 
Observations 40,680 40,680 37,290 37,290 37,290 37,290 37,290 37,290 
R-squared 0.002 0.003 0.002 0.002 0.001 0.001 0.001 0.002 
Police ward FE Yes Yes Yes Yes Yes Yes Yes Yes 
Month-by-province FE Yes Yes Yes Yes Yes Yes Yes Yes 
Year FE Yes Yes Yes Yes Yes Yes Yes Yes 
Standard errors in parentheses; *** p < 0.01, ** p < 0.05, * p < 0.1 
Test for joint significance of coefficients on drought*rural and on drought 
F-stat 1.056 0.454 2.606 2.450 3.890 3.724 3.797 3.816 
P -value 0.348 0.635 0.074 0.086 0.020 0.024 0.022 0.022 

Panel B—Dependent variable: ln ( nonstealing ipmy +0 . 01) 
drought*rural ipy 0.099 0.132 0.002 0.009 0.093 0.108 0.098 0.106 

( 0.306 ) ( 0.300 ) ( 0.265 ) ( 0.263 ) ( 0.275 ) ( 0.275 ) ( 0.287 ) ( 0.284 ) 
drought ipy −0.060 −0.175 0.120 0.097 0.114 0.088 0.087 0.075 

( 0.309 ) ( 0.307 ) ( 0.279 ) ( 0.276 ) ( 0.283 ) ( 0.282 ) ( 0.298 ) ( 0.294 ) 
mintemp ipmy 0.028*** 0.026*** 0.025*** 0.027*** 

( 0.009 ) ( 0.007 ) ( 0.006 ) ( 0.010 ) 
rainydays ipmy −0.008*** −0.007** −0.007** −0.005** 

( 0.002 ) ( 0.003 ) ( 0.003 ) ( 0.002 ) 
Observations 40,680 40,680 37,290 37,290 37,290 37,290 37,290 37,290 
R-squared 0.001 0.003 0.002 0.003 0.005 0.006 0.017 0.017 
Police ward FE Yes Yes Yes Yes Yes Yes Yes Yes 
Month-by-province FE Yes Yes Yes Yes Yes Yes Yes Yes 
Year FE Yes Yes Yes Yes Yes Yes Yes Yes 
Standard errors in parentheses; *** P < 0.01, ** P < 0.05, * P < 0.1 
Test for joint significance of coefficients on drought*rural and on drought 
F-stat 0.085 0.179 0.532 0.409 10.630 10.506 10.205 10.175 
P -value 0.919 0.836 0.587 0.664 0.196 0.222 0.300 0.309 

Notes: Linear fixed effects regressions on a panel of monthly observations of South African police wards, running 
from January 2001 to March 2012. Sub-samples in columns ( 1 ) and ( 2 ) include calendar months January to 
March; sub-samples in columns ( 3 ) and ( 4 ) include calendar months April to June; sub-samples in columns ( 5 ) 
and ( 6 ) include calendar months July to September; and sub-samples in columns ( 7 ) and ( 8 ) include calendar 
months October to December. Note that the number of observations is higher in columns ( 1 ) and ( 2 ) because 
our crime data cover the period from January 2001 to March 2012. All variables are described in the main text. 
Standard errors are robust to spatial correlation, with a uniform spatial weighting kernel function and a distance 
cut-off at 500 km. ***, **, * indicate significance at the 1, 5 and 10 per cent-level, respectively. 
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gricultural yields, people whose livelihoods depend on agriculture may be unable to set
side sufficient resources and experience economic distress when the time for harvest comes,
nd this economic distress persists into the next agricultural cycle, until a new harvest can
enerate new income. If, in turn, such weather-induced economic distress drives some peo-
le into criminal behavior, we expect the effect of drought during the growing season to
aterialize at some point during the second, third or fourth quarter of the same year. Be-
ause livelihoods depend more strongly on agriculture in rural than in urban contexts, this
echanism is likely more pronounced in rural police wards. We therefore use as explanatory
ariables drought ipy , and an interaction term between drought ipy and the indicator variable
or rural police wards ( as defined in Section 3.1 ) in our regressions. 
Table 4 presents results for the specifications with stealing ipmy ( panel A ) and 
onstealing ipmy ( panel B ) as dependent variables. Columns ( 1 ) to ( 8 ) show regression 
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esults for sub-samples by quarter of the year, for each quarter with and without controlling 
or temperature and rainfall. We find that stealing ipmy increases in years when the growing 
eason was affected by drought, but only in rural police wards. While the coefficients on 
rought and on the drought-rural interaction are not statistically significant in any of the 
olumns of Table 4 , we find that both coefficients are jointly significant at the 10 per cent 
evel in the second quarter of the year; and at the 5 per cent level in the third and fourth
uarter of the year. The effect in rural areas increases in magnitude over the course of the 
ear following a drought-affected growing season and is largest in the fourth quarter of the 
ear ( columns 5 and 6 ) .15 An increase in drought ipy in rural areas ( the sum of the coefficients 
n drought and the drought–rural interaction term ) by one standard deviation ( i.e. by 0.08 ) 
ncreases crimes that involve the taking of property by around 2.5 per cent—the effect is 
tatistically significant but its size economically modest. Drought does not increase crime 
uring the first quarter of the year, while the growing season is still ongoing. Crimes that do 
ot involve the taking of property also increase after the end of a drought-affected growing 
eason, but the effects are smaller and marginally significant only in rural areas in the third 
uarter of the year ( Table 4 , panel B ) . 
We interpret these results as suggestive evidence in support of an agricultural income 

hannel linking crime outcomes to weather conditions. In line with our hypothesis, the 
echanism is detectable in rural contexts only. However, as emphasized in Fig. 3 , by 
stimating a reduced-form model linking drought to crime, we equally pick up effects that 
o through other channels, such as temporary migration. 
To further scrutinize the plausibility of this interpretation, we run the same regressions 

s in Table 4 , but replace drought during the current year’s growing season by drought 
uring growing seasons in the two previous years. Again, we add interaction terms between 
hese lagged drought variables and the indicator for rural police wards. Table 5 shows,
or regressions representing the first quarter of the year ( columns 1–2 ) , that coefficients 
n the lagged drought variable and the lagged drought-rural interaction terms are jointly 
tatistically significant. Hence, in rural areas a drought-affected growing season in year y − 1 
ontinues to increase stealing ipmy up until the end of the next growing season, so up until 
he time when a new harvest has generated new revenues. In fact, the effect of drought 
uring a growing season reaches its peak in magnitude in the first quarter of the following 
ear, so just before the new harvest ( columns 1–2, first row ) . It flattens and fades out in
he second and third quarter of that year, once a new harvest starts generating new revenue 
 columns 3–4, first row ) . Drought during the growing season in year y − 2 does not affect 
stealing ipmy . 
For crimes that do not involve the taking of property, as can be seen in Table 6 , we still

ee an effect of drought lagged by one year; and even by two years, but it is smaller in
agnitude and estimated with low precision. 

. Data-related caveats 

n this section, we discuss several well-known but often neglected caveats related to the type 
f data we use and caution against overinterpretation of our findings. To start with, we did 
ot register or pre-specify our data analysis and are hence subject to concerns about speci- 
cation searching, p -hacking, and multiple hypothesis testing ( see Christensen and Miguel 
018 ) . While registering secondary data-based and non-experimental studies is possible but 
ery uncommon ( see Burlig 2018 ; Janzen and Michler 2021 ) , we nevertheless hereby de- 
lare that we have not engaged in specification searching or tested outcome variables other 
han those shown in the paper. What is more, the monthly resolution of our data, as already 
mphasized in the introduction, is not high enough to make statements about immediate 
ffects of weather on crime and we might indeed underestimate effects. 
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Table 5. Medium-term effects of drought during previous growing seasons on stealing 

( 1 ) 
Jan–Mar 

( 2 ) 
Jan–Mar 

( 3 ) 
Apr–Jun 

( 4 ) 
Apr–Jun 

( 5 ) 
Jul–Sep 

( 6 ) 
Jul–Sep 

( 7 ) 
Oct–Dec 

( 8 ) 
Oct–Dec 

Dependent variable: ln ( stealing ipmy +0 . 01) 
drought*rural ipy −1 0.436 0.428 0.461 0.456 0.146 0.147 0.0873 0.0609 

( 0.329 ) ( 0.342 ) ( 0.346 ) ( 0.345 ) ( 0.149 ) ( 0.150 ) ( 0.160 ) ( 0.170 ) 
drought ipy −1 −0.0405 −0.0407 −0.285 −0.276 −0.0735 −0.0792 −0.0625 −0.0336 

( 0.352 ) ( 0.343 ) ( 0.342 ) ( 0.339 ) ( 0.146 ) ( 0.147 ) ( 0.159 ) ( 0.169 ) 
drought*rural ipy −2 −0.0820 −0.0922 0.190 0.193 0.134 0.129 −0.0156 −0.0388 

( 0.190 ) ( 0.194 ) ( 0.146 ) ( 0.144 ) ( 0.129 ) ( 0.128 ) ( 0.139 ) ( 0.139 ) 
drought ipy −2 0.157 0.174 −0.173 −0.173 −0.0527 −0.0415 −0.00595 0.0299 

( 0.181 ) ( 0.183 ) ( 0.155 ) ( 0.153 ) ( 0.133 ) ( 0.133 ) ( 0.121 ) ( 0.122 ) 
mintemp ipmy 0.0105 0.0116* 0.00621 0.0155 

( 0.0102 ) ( 0.00615 ) ( 0.00684 ) ( 0.0111 ) 
rainydays ipmy −0.00427** −0.00309 −0.00220 −0.00348 

( 0.00190 ) ( 0.00380 ) ( 0.00248 ) ( 0.00215 ) 
Observations 33,883 33,883 30,495 30,495 30,492 30,492 30,493 30,493 
R-squared 0.003 0.004 0.003 0.003 0.001 0.001 0.001 0.001 
Police ward FE YES YES YES YES YES YES YES YES 
Month-by-province FE YES YES YES YES YES YES YES YES 
Year FE YES YES YES YES YES YES YES YES 
Standard errors in parentheses *** P < 0.01, ** P < 0.05, * p < 0.1 
Test for joint significance of coefficients on drought*rural and on drought, 12 months lags 
F-stat 5.694 5.554 1.901 1.889 0.579 0.556 0.151 0.080 
P -value 0.003 0.004 0.149 0.151 0.560 0.573 0.859 0.924 
Test for joint significance of coefficients on drought*rural and on drought, 24 months lags 
F-stat 0.486 0.600 0.855 0.899 0.647 0.645 0.025 0.041 
P -value 0.615 0.549 0.425 0.407 0.523 0.525 0.975 0.960 

Notes: Linear fixed effects regressions on a panel of monthly observations of South African police wards, running 
from January 2001 to March 2012. Sub-samples in columns ( 1 ) and ( 2 ) include calendar months January to 
March; sub-samples in columns ( 3 ) and ( 4 ) include calendar months April to June; sub-samples in columns ( 5 ) 
and ( 6 ) include calendar months July to September; and sub-samples in columns ( 7 ) and ( 8 ) include calendar 
months October to December. Note that the number of observations is higher in columns ( 1 ) and ( 2 ) because 
our crime data cover the period from January 2001 to March 2012. All variables are described in the main text. 
Standard errors are robust to spatial correlation, with a uniform spatial weighting kernel function and a distance 
cut-off at 500 km. ***, **, * indicate significance at the 1, 5 and 10%-level, respectively. 
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More generally, Mellon ( 2022 ) makes a very compelling case against using weather as
n instrumental variable ( IV ) because it is hard to argue that it affects a certain economic
utcome only through the endogenous variable of interest. Based on a systematic literature
eview he finds that the social science literature has used weather as a driver for 176 dif-
erent outcome variables. Even if, only a subset of these relationships applies to a certain
ontext in which a weather IV is used, Mellon ( 2022 ) demonstrates that this will severely
ias results. He also stresses that this bias does not materialize in papers using reduced-
orm equations like ours. Nevertheless, even in reduced-form approaches ‘interpreting the 
echanism behind these total effects will be challenging’ ( Mellon 2022 , p.25 ) . A cautious

nterpretation of our results would be to focus on implications for police deployment, as
e do in the conclusion, and abstain from drawing inference on the theories outlined in the

ntroduction. 
Furthermore, Auffhammer et al. ( 2013 ) enumerate five typical pitfalls related to gridded 
eather data and demonstrate that the CRU data used here are prone to these pitfalls. First,
here are inconsistencies between different weather data sets. They deliver consistent results 
hen looking at averages across space, but not for deviations from the mean value over time,
hich is what we look at. This is induced by measurement errors and potentially aggravated
hen these data are used in regression models with fixed effects. One important source of a
easurement error is due to a purely statistical reason because weather data and economic
ariables are observed on different spatial levels: The temperature and rainfall data used in
his paper was originally collected on a higher spatial level than the crime data. There are
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Table 6. Medium-term effects of drought during previous growing seasons on nonstealing 

( 1 ) 
Jan–Mar 

( 2 ) 
Jan–Mar 

( 3 ) 
Apr–Jun 

( 4 ) 
Apr–Jun 

( 5 ) 
Jul–Sep 

( 6 ) 
Jul–Sep 

( 7 ) 
Oct–Dec 

( 8 ) 
Oct–Dec 

Dependent variable: ln ( nonstealing ipmy +0 . 01) 
( 0.298 ) ( 0.290 ) ( 0.296 ) ( 0.294 ) ( 0.142 ) ( 0.142 ) ( 0.129 ) ( 0.132 ) 

drought ipy −1 −0.0595 −0.0448 −0.179 −0.160 0.228 0.202 0.0296 0.0822 
( 0.312 ) ( 0.301 ) ( 0.338 ) ( 0.334 ) ( 0.141 ) ( 0.142 ) ( 0.136 ) ( 0.134 ) 

drought*rural ipy −2 −0.0937 −0.112 −0.0479 −0.0402 −0.0822 −0.104 −0.124 −0.165 
( 0.138 ) ( 0.139 ) ( 0.145 ) ( 0.147 ) ( 0.131 ) ( 0.132 ) ( 0.116 ) ( 0.115 ) 

drought ipy −2 0.253* 0.278* 0.131 0.132 0.102 0.145 0.137 0.199* 
( 0.147 ) ( 0.146 ) ( 0.118 ) ( 0.115 ) ( 0.121 ) ( 0.121 ) ( 0.104 ) ( 0.106 ) 

mintemp ipmy 0.0300*** 0.0266*** 0.0273*** 0.0232** 
( 0.00928 ) ( 0.00679 ) ( 0.00701 ) ( 0.0107 ) 

rainydays ipmy −0.00720*** −0.00577* −0.00797*** −0.00699*** 
( 0.00194 ) ( 0.00341 ) ( 0.00242 ) ( 0.00232 ) 

Observations 33,883 33,883 30,495 30,495 30,492 30,492 30,493 30,493 
R-squared 0.002 0.003 0.003 0.004 0.005 0.006 0.018 0.019 
Police ward FE YES YES YES YES YES YES YES YES 
Month-by-province FE YES YES YES YES YES YES YES YES 
Year FE YES YES YES YES YES YES YES YES 
Standard errors in parentheses *** P < 0.01, ** P < 0.05, * P < 0.1 
Test for joint significance of coefficients on drought*rural and on drought, 12 months lags 
F-stat 2.454 2.248 1.967 1.919 2.088 1.624 0.033 2.189 
P -value 0.086 0.106 0.140 0.147 0.124 0.197 0.968 0.828 
Test for joint significance of coefficients on drought*rural and on drought, 24 months lags 
F-stat 2.184 2.727 0.721 0.802 0.362 0.722 0.909 1.769 
P -value 0.133 0.065 0.486 0.449 0.696 0.486 0.403 0.171 

Notes: Linear fixed effects regressions on a panel of monthly observations of South African police wards, running 
from January 2001 to March 2012. Sub-samples in columns ( 1 ) and ( 2 ) include calendar months January to 
March; sub-samples in columns ( 3 ) and ( 4 ) include calendar months April to June; sub-samples in columns ( 5 ) 
and ( 6 ) include calendar months July to September; and sub-samples in columns ( 7 ) and ( 8 ) include calendar 
months October to December. Note that the number of observations is higher in columns ( 1 ) and ( 2 ) because 
our crime data cover the period from January 2001 to March 2012. All variables are described in the main text. 
Standard errors are robust to spatial correlation, with a uniform spatial weighting kernel function and a distance 
cut-off at 500 km. ***, **, * indicate significance at the 1, 5 and 10%-level, respectively. 
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,158 wards in our data set, but the weather data is derived from 50 stations. As described in
ection 3.2 , the CRU gridded data is derived by interpolation between these stations. Hence,
he weather data on the ward level, our explanatory variable, suffers from a measurement 
rror that is unknown but certainly not zero. Using explanatory variables with measurement 
rror in a regression model usually leads to an attenuation bias in the estimated coefficient 
owards zero, so the actual effect of weather on crime could be higher ( see also Auffhammer 
t al. 2012 ) . As Dell et al. ( 2014 ) note, this measurement error is typically more pronounced 
or rainfall than for temperature, because precipitation varies much more between small 
patial units. Auffhammer et al. ( 2013 ) recommend doing robustness checks across different 
eather data sets, which is beyond the scope of the present paper. Yet, the evidence presented 
n Gates et al. ( 2019 ) and Schutte and Breetzke ( 2018 ) draws on other data sources and 
roadly confirms the patterns we observed. 
The second pitfall listed in Auffhammer et al. ( 2013 ) refers to another source of mea- 

urement error that can be induced by weather stations entering and exiting the sample 
ecause they are turned on or off or because recordings are missing. If a station located 
ear a warmer ward exits ( or enters ) the sample, temperature in that ward falsely appears 
o decrease ( increase ) . This is of even greater concern if these entries and exits are also cor- 
elated with crime, our dependent variable. Auffhammer et al. ( 2013 ) also stress that this 
easurement error problem is worse for countries with very few stations. The 50 stations 

n South Africa are probably good for African comparison, but their prevalence is still be- 
ow what can be found in industrialized countries. Since we have no information about 
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tations entering or exiting our sample, though, we cannot conduct robustness checks in
his direction and resort to flagging this as a potential serious caveat. 
The third pitfall in Auffhammer et al. ( 2013 ) points at the correlation of precipitation and

emperature. Only including one of the two variables therefore leads to a combined effect.
e examined this in our results section by estimating regression models which include each
eather variable separately, and a model which includes both temperature and rainfall.
he estimates from the combined model confirmed estimates from the separate models ( see
able 2 ) . 
The fourth pitfall emphasizes spatial correlation typically present in gridded weather data 

ets and calls for correcting standard errors accordingly; otherwise, significance levels are 
nflated. We applied this correction in our analyses and, indeed, the correction increased
he standard errors by up to one third. The fifth pitfall is related to the measurement error
itfalls one and two. This one is again more difficult to account for in that it states that
lacement of additional weather stations could be correlated with economic or political 
hocks that also affect the variables of interest, crime rates in our case. We have no indication
or station placement that is endogenous to crime, but we cannot rule this out either. 
Beyond concerns about the weather data, we already mentioned potential issues of crime
isreporting in Section 3.1 . We have applied the robustness checks and considerations dis-
ussed in Brodie ( 2013 ) and stress that our key results hold also for the more serious types
f crime, for which misreporting is unlikely. We acknowledge, though, that misreporting in
he data is a source of uncertainty. 

. Conclusions 

his paper has examined the relationship between weather and crime in South Africa over a
2-year period. Our results suggest that weather has a short-term effect on crime, with the
trongest effect for increasing temperatures on violent crime. Property crime, in contrast,
oes not respond to changes in temperature. Rainfall has a negative effect on both violent
nd property crime, which is less pronounced than the effect of warm temperatures, though.
hese patterns are in line with the heat-aggression hypothesis. A noteworthy limitation to
ur analysis is that the monthly resolution of our crime data does not allow us to detect
otential immediate effects of short-term peaks in temperature or rainfall. We are, hence,
nable to accurately capture the heat-aggression effect. Hence, it is very likely that other
echanisms are at work, e.g. people are inclined to go out more in warm weather. Recent
vidence from Mexico, e.g. suggests that higher alcohol consumption and time allocation 
lay an important role ( Cohen and Gonzales 2018 ) . Weather is also related to pollution,
hich has been found to affect crime rates as well ( Bondy et al. 2020 ) . We are unable to
robe deeper into what exactly translates temperature into higher violent crime rates. 
In our medium-term analysis, we observe patterns for an income channel that mediates

he weather–crime relationship. More specifically, we find that drought spells during the 
rowing season induce a modest increase in crimes that involve the taking of property in
ural areas. In line with theoretical expectations, this effect is not present in urban areas,
here livelihoods are not dependent immediately on agriculture. We emphasize, however,
hat we have not conducted a mediation analysis and other channels than income might be
t work, as outlined in Fig. 3 . 
Our findings on the short-term relationship can contribute to discussions about crime 

revention ( see as well Trujillo and Howley 2021 ) . The heat responsiveness of crime inci-
ences could be used to sensitize the public through media campaigns. Moreover, the effect
hat warmer temperatures have on violent crime suggests that weather forecasts might be
ncorporated into policing allocation plans ( see as well Chersich et al. 2019 ) . In a similar
ein, Schutte and Breetzke ( 2018 ) recommend ‘identifying communities that are more prone 
o crime under certain meteorological conditions and allow stakeholders to target these 
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eighbourhoods and plan interventions accordingly.’ This recommendation holds irrespec- 
ive of the specific mechanism underlying our findings and hence also when accounting 
or many of the caveats discussed in Section 7 . However, the low explanatory power of 
ur models, evidenced by the low R 

2 , also indicates that weather forecasts in general can 
nly play a complementary role. While for some hot spot areas the weather effect might be 
tronger, the granularity of our analysis is not fine enough to underpin this. 
Indeed, a growing literature has shown for other countries, mostly the US, that hot-spot 

olicing and a general increase in visible police presence have clear deterrence effects ( see 
raga et al. 2012 and 2019 for reviews of the literature ) . Admittedly, this evidence is 
oming from countries with different institutional set-ups, e.g. more flexible police forces,
nd in which potential offenders may have different discount rates than in South Africa.
e, therefore, call for more work probing into these linkages in the specific South African 
ontext. Our lessons might be taken on board in the future thinking and the design of 
pcoming research on how to improve prevention policies in South Africa. 

nd Notes 

 Some studies observe a monotonic positive relationship between ambient temperature and crime ( e.g.
Bushman et al. 2005 ; Gamble and Hess 2012 ) , others an inverse U-shape, with a peak at around
23°C ( e.g. Rotton and Cohn, 2000 , 2004 ; Bell 2005 ) .

 Figure A1 in the appendix provides a stylized overview of the possible channels mediating weather 
effects on crime to which our empirical analysis refers.

 Also note that, like most secondary data-based papers, we did not pre-specify our hypotheses. Yet, we 
emphasize that we comprehensively show all outcomes we tested and that we did not engage in any 
type of specification searching.

 This medium-term analysis of drought effects on crime is also related to a paper by Harari and La 
Ferrara ( 2013 ) , who study effects of agricultural production shocks on civil conflict in Africa. They 
exploit variation in the timing of drought shocks in the growing season of different crops, as well as 
spatial variation in crop cover across grid cells of 1 × 1 decimal degrees. Their results show that if 
drought negatively affects agricultural output, civil conflict incidence rises.

 The data set was compiled by the Crime and Justice Hub, an initiative by the Governance, Crime and 
Justice Division of the Institute for Security Studies ( ISS ) , South Africa.

 This aggregate is not equivalent to the commonly used term property crime , because property crimes 
do not include any violent crimes that involve the taking of property, such as robbery .

 http://www.gap.csir.co.za 
 A rainy day in the CRU TS3.22 is defined as having ≥ 0.1 mm of precipitation; for details see Harris

et al. 2014 .
 If a growing season is affected by more than one streak of drought, only the longest streak of drought

enters this share.
0 The share of zeros for our most relevant variables is reasonable and low. For example, 2.45 per cent

and 4.24 per cent of our observations for totalseriouscrimes and contactcrime are zero. The highest 
shares of zeros are reported for commercial ( 46.18 per cent ) and drunkdrive ( 45.72 per cent ) . The 
vast majority of crime types is in single-digit percentage range.

1 For a general discussion on the use of panel fixed effects regressions for estimating effects of weather 
on economic and social outcomes, see Dell et al. ( 2014 ) .

2 Note that it is not our ambition to disentangle between changes in expected income and real changes 
in income.

3 In the remainder of the paper, we present results corrected for spatial correlation only. Only accounting 
for spatial correlation in our main results increases standard errors by up to one-third as compared 
to no correction at all. Accounting for serial and spatial correlation increases standard errors by not 
more than 6 per cent ( meaning that significance levels for our main results are unaffected ) .

4 For conciseness, we only present results from regressions that include both weather variables as ex- 
planatory variables. The pattern of results when regressing the various crime variables on each weather 
variable separately is very similar to what we found in regressions of total crime ( presented in ) : Daily 
maximum temperature has slightly weaker effects on crime than daily minimum temperature; and 

http://www.gap.csir.co.za
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coefficients on daily minimum temperature and number of wet days, when included separately, are
both slightly smaller in magnitude, but statistically significant at the same level.

5 This can indeed be interpreted as suggestive evidence in favor of real changes in income over changes
in expected income.
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