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Abstract
We propose a novel method to forecast corporate earnings, which combines the accuracy 
of analysts’ forecasts with the unbiasedness of a cross-sectional model. We build on recent 
insights from the earnings forecasts literature to improve analysts’ forecasts in two ways: 
reducing their sluggishness with respect to information in recent stock price movements 
and improving their long-term performance. Our model outperforms the most popular 
methods from the literature in terms of forecast accuracy, bias, and earnings response coef-
ficient. Furthermore, using our estimates in the implied cost of capital calculation leads to 
a substantially stronger correlation with realized returns compared to earnings estimates 
from extant cross-sectional models.
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1  Introduction

Earnings forecasts are a critical input in many academic studies in finance and accounting 
as well as in practical applications. They are central to firm valuation, are widely used in 
asset allocation decisions, and are the basis for the accounting-based cost of capital calcu-
lations, such as the Implied Cost of Capital (ICC). It is, therefore, crucial to have precise 
and unbiased estimates.

The most popular source for obtaining earnings forecasts are financial analysts. These 
forecasts are aggregated by data providers, such as the Institutional Brokers’ Estimate Sys-
tem (I/B/E/S), and subsequently made available to academics and practitioners by these 
providers. Although analysts’ forecasts are fairly accurate (O’Brien 1988; Hou et al. 2012), 
researchers have found a significant optimism bias (Francis and Philbrick 1993; McNichols 
and O’Brian 1997; Easton and Sommers 2007).

The alternative to analysts’ earnings forecasts is a regression-based model, which can 
either be based solely on past realizations of earnings (time-series models) or on a com-
bination of past earnings and other financial variables. The literature first developed time-
series models. These models use past realizations of earnings in a linear or an exponential 
smoothing framework (Ball and Brown 1968; Brown et al. 1987). The results are under-
whelming; these forecasts are neither accurate nor unbiased.1

Recently, cross-sectional models to forecast earnings have proliferated. Hou et al. (2012) 
develop a cross-sectional model (henceforth HVZ model) based on assets, earnings, and 
dividends, which outperforms analysts’ forecasts in terms of coverage, Earnings Response 
Coefficients (ERC),2 and forecast bias3 but still trailed analysts’ forecasts with respect to 
forecast accuracy.4 Gerakos and Gramacy (2013) find that a simple Random Walk (RW) 
model, in which the previous period’s value is used as a forecast, performs as well as other, 
more sophisticated, earnings forecast models. Finally, Li and Mohanram (2014) implement 
an Earnings Persistence (EP) and a Residual Income (RI) model to forecast earnings. They 
show that these models are superior to the HVZ and RW models in terms of bias, accuracy, 
and ERC.

More recently, Ball and Ghysels (2017) develop a model based on mixed data sampling 
regression methods (MIDAS), which combines various high-frequency time-series data to 
forecast earnings. Their model outperforms raw analysts’ forecasts in some cases and also 
can be combined with analysts’ forecasts to improve forecast accuracy. The findings from 
Ball and Ghysels (2017) tie in with ours as they show that regression-based models can be 
used to improve analysts’ earnings forecasts. The model from Ball and Ghysels (2017) is, 
however, limited to short-term forecast horizons (next quarter), and is thus not suited to 
estimate the ICC, which also requires medium- and long-term forecasts (up to five years in 
the future). Our study, therefore, extends the work by Ball and Ghysels (2017) by providing 
empirical evidence on the advantages of combining analysts forecasts with a regression-
based model for longer-term earnings forecasts.

1  Another shortcoming of time-series models is that they suffer from survivorship bias as only firms with 
a long history of earnings can be included in the model. By comparing analysts’ forecasts with time-series 
models, Fried and Givoly (1982) shows that the latter are worse than analysts’ forecasts for predicting future 
earnings. This result was later confirmed by O’Brien (1988).
2  The ERC estimates the relationship between earnings surprises and stock returns.
3  Bias is defined as the difference between the actual earnings and earnings forecast.
4  Accuracy is defined as the absolute value of the forecast error.
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In summary, existing studies show that analysts’ earnings forecasts are more accurate 
than cross-sectional earnings forecasts, but they do less well in terms of bias and ERC. 
Moreover, analysts’ forecasts have two important shortcomings: sluggishness5 and poor 
long-term estimates.6

This study proposes a parsimonious cross-sectional regression model consisting of ana-
lysts’ earnings forecasts, gross profits, and past stock performance. The inclusion of ana-
lysts’ forecasts aims to improve forecast accuracy, in particular of short-term forecasts as 
analysts’ have a timing and information advantage over forecasts based solely on account-
ing data (Ball and Ghysels 2017). Including gross profits is motivated by findings from 
Novy-Marx (2013), which suggest that gross profits predict future earnings.7 It is intuitive 
that stock returns also contain information regarding future earnings. Indeed, Richardson 
et al. (2010) and Ashton and Wang (2012) find that changes in stock prices predict future 
earnings and Abarbanell (1991) shows that stock returns are related to future earnings fore-
casts revisions. Including past stock returns in our combined model has a further advan-
tage as this variable mitigates the effect of sluggish analysts’ forecasts (Guay et al. 2011). 
We term our method the combined model (CM), as it combines analysts’ forecasts with a 
cross-sectional method.

We compare our CM to the most popular methods in the literature, namely raw analysts’ 
forecasts and the RW, EP, RI, and HVZ models. To isolate the value of analysts’ forecasts 
within the CM, we also estimate a cross-sectional analysts’ forecasts (CSAF) model.8 We 
show that the CM delivers earnings forecasts that are slightly more accurate than raw ana-
lysts’ forecasts and markedly more accurate than the cross-sectional models while beating 
all other tested methods in terms of bias and ERC. The CSAF model underperforms not 
only the CM but also the raw analysts’ forecasts in terms of bias and accuracy. This sug-
gests that using analysts’ forecasts in a cross-sectional model is not sufficient to improve 
forecast accuracy nor to decrease bias. However, the fact that the CM outperforms all of 
the analyzed models, including the CSAF, shows that the variables gross profits and past 
stock performance substantially improve earnings forecasts. We perform further robust-
ness tests that show that adding analysts’ forecasts to any cross-sectional model does not 
improve earnings forecasts to the same extent that our CM does. Finally, we implement the 
model from Mohanram and Gode (2013), which removes predictable forecast errors from 
analysts’ forecasts and find that it too underperforms the CM.

Combining analysts’ forecasts with a cross-sectional model has one important disadvan-
tage compared to regression-based models: the coverage is limited to firms with an analyst 
following. This reduces the sample of firms compared to models that only use financial 
data. However, Li and Mohanram (2014) document that cross-sectional models perform far 
worse in the sample without I/B/E/S coverage than in the sample with I/B/E/S coverage. 
This is intuitive as firms without analyst coverage tend to be smaller firms with a lower 

5  Guay et al. (2011) show that analysts are, on average, slower than the stock market in processing new, 
earnings-related information. They suggest to use short-term stock returns to mitigate the effect of sluggish 
analysts forecasts.
6  For instance, Bradshaw et al. (2012) report that even when analysts have timing and information advan-
tages, analysts’ forecasts of future earnings are not consistently more accurate than cross-sectional models 
for longer forecast horizons.
7  Furthermore, Novy-Marx (2013) shows that gross profits explain many earnings-related asset pricing 
anomalies, such as return on assets, earnings-to-price, asset turnover, gross margins, and standardized unex-
pected earnings.
8  This model is based on a cross-sectional regression using only analysts’ earnings forecasts as an input.
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information environment (Hou et al. 2012), which makes it more difficult to forecast earn-
ings based solely on data. Therefore, the higher coverage of regression-based models may 
not be a large advantage as the resulting forecasts seem to be of poor quality. Furthermore, 
in most applications, the restriction to firms with analyst coverage should not be a major 
limitation as this sample still “represents 90 percent or more of the total market capitaliza-
tion”9 of all firms on the NYSE, AMEX, and NASDAQ.

One important application of earnings forecasts is to estimate a firm’s cost of capital, in 
particular, the ICC. To further evaluate the earnings forecasts from our tested models, we 
use them as inputs in computing the ICC. We find that many of our benchmark models pro-
duce ICC estimates that have a negative and significant relationship with gross profits. This 
evidence conflicts with Novy-Marx (2013) and Fama and French (2015) who derive theo-
retically and show empirically that firms with high gross profitability should have higher 
expected returns. In contrast, the ICC based on our CM shows a positive and significant 
relationship with gross profitability, in line with the theoretical derivation. In addition, the 
ICC based on the CM displays a stronger association with ex-post realized returns for both 
dimensions (cross-sectional and time-series) than the ICC based on the other benchmark 
models. A long-short strategy of buying the highest ICC decile and short-selling the low-
est ICC decile based on the ICC estimated with the CM yields significant average annual 
returns of up to 6.65%.

This study contributes to the finance and accounting literature in several ways. First, we 
document that combining analysts’ earnings forecasts with a regression-based model leads 
to more accurate and less biased estimates compared to each of the components alone. 
It takes advantage of each method’s favorable characteristics while mitigating their short-
comings. The CM also outperforms the most popular models from the literature in all three 
dimensions analyzed: bias, accuracy, and ERC.

Second, we apply our earnings forecasts to the estimation of the ICC and show that 
using earnings forecasts from the CM leads to an increase in the cross-sectional relation 
between ICC and future returns. Thus, one major criticism of the ICC, namely the weak 
correlation between ICC estimates and realized returns,10 is attenuated by using more accu-
rate earnings forecasts. The improvement in earnings forecast quality is also economically 
meaningful as long/short portfolios constructed using the ICC based on earnings forecasts 
from the CM have significant excess portfolio returns.

Third, we provide evidence that using analysts’ forecasts in a cross-sectional forecast 
model is not sufficient to remove the optimism bias nor to improve the accuracy of fore-
casts. The cross-sectional models use in-sample coefficients to predict earnings out-of-
sample, and this approach seems to introduce a large amount of noise in the out-of-sample 
estimates, in particular for long-term estimates. The results show that the CSAF model’s 
performance decreases in the time horizon compared to raw analysts’ forecasts.

The paper is organized as follows. In Sect.  2, we describe our sample selection, the 
cross-sectional models, and provide details on the ICC estimation. In Sect.  3, we com-
pare the performance of earnings forecasts proxies in terms of bias, accuracy, and ERC. 
In Sect. 4, we evaluate the correlation between returns and ICC estimated with different 

10  Easton and Monahan (2005) analyze the cross-sectional correlation between returns and different ICC 
approaches and find that none of the ICC estimates has a positive association with returns. The authors con-
clude that the ICC estimates are unreliable for the entire cross-section of firms.

9  Claus and Thomas (2001, p. 1638).
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methods to forecast earnings. Section 5 shows the correlation between ICC and firm char-
acteristics. Finally, we perform robustness checks in Sect. 6, and conclude in Sect. 7.

2 � Data and methodology

2.1 � Sample selection

We select firms at the intersection of the Center for Research in Security Prices (CRSP), 
Compustat11 fundamentals annual, and I/B/E/S summary files. We filter for firms listed 
on NYSE, AMEX, and NASDAQ with share codes 10 and 11. Our sample starts in June 
1977, as this is the first year for which I/B/E/S provides analysts’ forecasts, and ends in 
June 2015. We require at least five years of data for the 10-year pooled regressions of the 
cross-sectional forecast models. To evaluate the earnings forecasts, we use data from the 
year after the forecast was made. Therefore, our forecasts cover the period from 1982 to 
2014. We require non-missing one-year-ahead earnings forecasts, price, and shares out-
standing from I/B/E/S to include a firm-year in the sample. Our proxy for the risk-free rate 
is the yield on the U.S. 10-year government bond, which we obtain from Thomson Reuters 
Datastream.

2.2 � Earnings forecasts

We develop a model that combines analysts’ earnings forecasts with a cross-sectional 
regression model to forecast earnings. We benchmark this approach to popular methods 
from the literature, namely using only analysts’ forecasts, the RW model,12 and four cross-
sectional models: the CSAF, Hou et al. (2012) (HVZ),13 EP, and RI models.14

We obtain analysts’ forecasts and share prices from I/B/E/S as of June for each year 
in the sample period. To compare analysts’ forecasts to the above-mentioned models, we 
transform analysts’ estimates from a per-share level to a dollar level by multiplying the per-
share figures by the number of shares outstanding provided by I/B/E/S. For the RW model, 
following Gerakos and Gramacy (2013), we use income before extraordinary items from 
year (t) as earnings forecasts for year ( t + � with � = 1 to 3).

We follow the approach of Hou et al. (2012) when estimating the cross-sectional regres-
sions. First, we run a rolling window pooled regression (in-sample) using the previous ten 
years of data (see Eq. 1). We regress the dependent variable earnings ( E(i,t) ) for firm (i) in 
year (t) on the independent variables ( x1, x2,… , xn ) for firm (i) in the relevant year ( t − � 

11  We use the following variables from Compustat: income before extraordinary items (Compustat IB), 
gross profits (Compustat items: (REVT−COGS)), total assets (Compustat AT), dividends (Compustat DVC), 
book value (Compustat CEQ), book value of debt (Compustat items: (DLC + DLTT)), and capital expendi-
tures (Compustat CAPX).
12  We include the RW based on evidence that at a one-year horizon, the RW model performs as well as 
more sophisticated estimation methods (Gerakos and Gramacy 2013).
13  According to Hou et al. (2012), their cross-sectional model is superior to analysts’ forecasts in terms of 
forecast bias and ERC.
14  We include the Earnings Persistence and Residual Income Models because Li and Mohanram (2014) 
find that these models outperform the HVZ model in terms of forecast bias, accuracy, earnings response 
coefficient, and correlation of ICCs with future earnings and risk factors.
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with � = 1 to 3). ( �(i,t) ) is the error term for firm (i) in year (t). We perform the regression at 
the dollar level with unscaled data.15

Second, we forecast earnings ( E(i,t+�) ) (out-of-sample) for firm (i) in year ( t + � ) (see 
Eq. 2). We obtain the forecast by multiplying the independent variables for each firm (i) 
of year (t) with the coefficients ( �0, �1, �2,… , �n ) from the pooled regression from Eq. 1. 
The advantage of this approach is that there are no strict survivorship requirements as we 
require firms only to have sufficient accounting data for year (t) to forecast earnings.

Consider the following example. Assume that 2010 is year (t) and we want to forecast earn-
ings for 2011 ( t + � with � = 1 ). First, we run a pooled regression with the dependent vari-
able data for the period 2001–2010 (from year t − 9 to year t) on the independent variables 
for the period 2000–2009 (from year ( t − 9 − � ) to year ( t − � with � = 1 ) and store the 
regression coefficients. Then, we multiply these coefficients ( �0, �1, �2,… , �n ) by the inde-
pendent variables (x1, x2,  ..., xn) from year 2010 (year = t) to estimate the earnings for 
2011 (year t + � with � = 1).

We forecast earnings in June of each year (t). We take care to avoid the use of data that 
was not publicly available at the estimation dates. To this end, we collect accounting data 
only for companies with a fiscal year end between April of year ( t − 1 ) to March of year (t). 
To mitigate the influence of outliers, we winsorize earnings and other level variables each 
year at the first and last percentile, as in Hou et al. (2012) and Li and Mohanram (2014).

When evaluating forecast bias, accuracy, and ERC, the researcher has to ensure that the 
definition of earnings forecasts and realized earnings are in line. More specifically, analysts 
typically forecast street earnings, which differ from earnings according to the Generally 
Accepted Accounting Principles (GAAP) in significant points (Bradshaw and Sloan 2002). 
To account for this difference, we compare analysts’ forecasts and the CM forecasts to real-
ized street earnings. For the other models (HVZ, RI, EP, RW), we make the comparison 
based on realized income before extraordinary items, which is based on GAAP.16 This dis-
tinction is also made in other papers (e.g., Hou et al. 2012).

Finally, note that when comparing models, we restrict the sample to firm-year observa-
tions for which analysts’ forecasts are available. This ensures that the basis for the fore-
cast evaluation is fair across the tested models. For example, the coverage for models that 
do not use analysts’ forecasts is wider, but these additional firms tend to be firms with a 
poor information environment (Hou et al. 2012), for which earnings are more difficult to 
forecast. Including these firms in the forecast evaluation of cross-sectional models would 
bias the analysis in favor of models that use analysts’ forecasts. "Appendix 1" provides the 
details on the estimation of the HVZ, EP, and RI models.

(1)E(i,t) = �0 + �1x1(i,t−�) + �2x2(i,t−�) +⋯ + �nxn(i,t−�) + �(i,t).

(2)Ẽ(i,t+𝜏) = 𝛼0 + 𝛼1x1(i,t) + 𝛼2x2(i,t) +⋯ + 𝛼nxn(i,t).

15  We use dollar level data for our estimations and not share level data because our subsequent applica-
tions (ICC computation) rely on the clean surplus relation. The assumption of clean surplus accounting is 
more likely to be violated at the share level than at the dollar level. “Per share clean surplus relation does 
not hold if a firm issues/buys shares insofar the transaction changes bvps [book value per share]”(Ohlson 
2005, p. 327).
16  In unreported results, we perform the regressions of the mechanical models with street earnings instead 
of GAAP earnings and, in most cases, it leads to lower accuracy, weaker earnings response coefficients, and 
higher bias.
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2.2.1 � Combined model

The CM aims to take advantage of the high accuracy of analysts’ forecasts, while incor-
porating the low bias of the cross-sectional models. To include analysts’ forecasts, we 
use the last available forecast from I/B/E/S. Our cross-sectional model is a parsimonious 
approach that includes gross profits and two variables related to past stock returns. Our 
use of gross profits is motivated by findings from Novy-Marx (2013), who shows that this 
variable explains most earnings related anomalies and a wide range of seemingly unrelated 
profitable trading strategies. We include two variables related to past stock returns because 
Ashton and Wang (2012) and Richardson et al. (2010) show that price changes drive earn-
ings. The model is presented in Eq. 3:

(E(i,t) ) represents the street earnings of firm (i) in year (t), ( eIBES1(i,t−�) with � = 1 to 3) is 
the I/B/E/S one-year-ahead earnings forecast, ( GP(i,t−�) ) is gross profits, ( r10(i,t−�))17 is the 
change of market capitalization over the preceding month. ( r122(i,t−�))18 is the change in 
market capitalization from t − 12 to t − 2 months.19 As the regression is carried out at the 
dollar level, the I/B/E/S one-year-ahead earnings per share forecast, as well as the realized 
street earnings per share, are multiplied by the number of shares provided by I/B/E/S.

2.2.2 � Cross‑sectional analysts’ forecasts

To show that the CM benefits from the combination of analysts’ forecasts with a cross-
sectional model (and that neither of its components solely drives the strong forecast perfor-
mance), we include a model that uses analysts’ forecasts in a cross-sectional regression. We 
estimate the cross-sectional analysts’ forecasts (CSAF) model with Eq. 4:

where ( E(i,t) ) represents the street earnings of firm (i) in year (t) and ( eIBES1(i,t−�) with 
� = 1 to 3) are the I/B/E/S one-year-ahead earnings forecasts. This regression is carried out 
at the dollar level.20

2.3 � Estimating the ICC

The ICC is defined as the discount rate that equates a stock’s current price to the present 
value of its expected future free cash flows to equity. The cash flows are estimated using 

(3)E(i,t) = �0 + �1eIBES1(i,t−�) + �2GP(i,t−�) + �3r10(i,t−�) + �4r122(i,t−�) + �(i,t),

(4)E(i,t) = �0 + �1eIBES1(i,t−�) + �(i,t),

17  We calculate ( r10(i,t−�) ) by multiplying market equity of month ( t − 1 − � ) with the total return (includ-
ing dividends) from month ( t − 1 − � ) to ( t − �).
18  We calculate ( r122(i,t−�) ) by multiplying market equity of month ( t − 12 − � ) with the total return 
(including dividends) from month ( t − 12 − � ) to ( t − 2 − � ). We use the change in market value instead of 
stock returns because we aim to estimate earnings at the dollar level. By multiplying lagged market value 
with the stock return we ensure that this measure is not affected by any net stock issues.
19  The variable r122(i,t−�) is included in order to analyze whether momentum (Jegadeesh and Titman 1993; 
Carhart 1997) is a good predictor of earnings surprises. Although the variable is significant in the in-sample 
regressions, the inferences are unchanged if the variable is removed.
20  In unreported tests we confirm that the main results still hold when performing the regression at the per 
share level.



552	 V. Azevedo et al.

1 3

earnings forecasts and expected growth in earnings. There are many different approaches 
to estimate the ICC in the literature, so for the purpose of our tests, we choose four com-
mon methods. We implement two methods that are based on a residual income model, 
namely Gebhardt et al. (2001) (GLS) and Claus and Thomas (2001) (CT).21 In addition, we 
employ two methods that are based on an abnormal earnings growth model, namely Ohl-
son and Juettner-Nauroth (2005) (OJ) and Easton (2004) (modified price-earnings growth 
or MPEG). Last, we estimate a composite ICC, which is the average of the four above-
mentioned approaches. To maximize the coverage of the composite ICC, we only require 
a firm to have at least one non-missing individual ICC estimate (as in Hou et al. (2012)).

For the ICC calculation, we require each firm to have a one-year-ahead, a two-year-
ahead, and a three-year-ahead earnings forecast. If the three-year-ahead forecast is not 
available, we estimate it by multiplying the two-year-ahead mean earnings forecast by one 
plus the consensus long-term growth rate. If neither the three-year-ahead earnings fore-
cast nor the long-term growth rate is available, we compute the growth rate between the 
one-year and two-year-ahead earnings forecasts and use it to estimate the three-year-ahead 
earnings forecast. Following Hou et al. (2012), we assume that the annual report becomes 
publicly available at the latest 90 days after the fiscal year-end. Like Gebhardt et al. (2001), 
we create a synthetic book value when this information is not yet public. Specifically, we 
estimate the synthetic book value using book value data for year ( t − 1 ) plus earnings minus 
dividends ( Bt = Bt−1 + EPSt − Dt ). Regarding the payout ratio, we use the current payout 
ratio for firms with positive earnings. Like Gebhardt et  al. (2001), for firms with nega-
tive earnings, we compute the payout ratio as the ratio between dividends and 6% of total 
assets. For the residual income models, we estimate the book value22 in year t + � using 
the clean surplus relation B(t+�) = B(t+�−1) + EPS(t+�) ∗ (1 − PayoutR) . We set the Payout 
Ratio to zero when the EPS(t+�) is negative to avoid economically questionable negative 
dividends. Furthermore, we exclude all observations with negative book value per share. 
Following Pástor et al. (2008), we winsorize growth rates below 2% and above 100%. See 
"Appendix 2" for a detailed description of the ICC methodologies.

3 � Empirical results of earnings forecasts methods

3.1 � Descriptive statistics and coefficient estimates of cross‑sectional regressions

In this section, we present the descriptive statistics (see Table 1) and the first step of our 
procedure to forecast earnings, i.e., the pooled (in-sample) regression using lagged ten 
years of data. We report the average coefficients, the respective t-statistics with Newey and 
West (1987) adjustment and the Adjusted R-squared. The earnings are estimated yearly 
from 1983 to 2015 for one-year-ahead forecasts, from 1985 to 2015 for two-year-ahead 
forecasts, and from 1987 to 2015 for three-year-ahead forecasts. We regress earnings at 
time (t) on lagged independent variables. ( � = 1 ), ( � = 2 ), and ( � = 3 ) indicate that the 
independent variables are lagged by one, two and three years, respectively.

21  Although the CT and GLS approaches are both based on a residual income valuation model, the methods 
have an important difference. While the CT model is designed to compute the market-level cost of capital, 
the GLS model is better suited to compute the firm-level cost of capital.
22  The CT (GLS) ICC approach requires the calculation of book value from the year t to year t + � with 
� = 4 ( � = 11).



553Earnings forecasts: the case for combining analysts’ estimates…

1 3

Panel A of Table 2 reports the results for the CM. First, we can see that lagged ana-
lysts’ earnings forecasts ( eIBES1i,t−� with � = 1 to 3) are highly significant in explaining 
earnings even when controlling for other variables from the earnings forecasts litera-
ture. Various studies have documented the accuracy of analysts’ earnings forecasts (e.g., 
Fried and Givoly (1982); O’Brien (1988); Hou et al. (2012)) and this finding corrobo-
rates our choice of including analysts’ forecasts in our CM. In terms of magnitude, the 
average coefficient for analysts’ earnings forecasts is less than 1 (0.957 for one-year-
lagged regression, 0.872 in two-year-lagged regression, and 0.774 in the three-year-
lagged regression), which confirms the result from the literature that analysts’ forecasts 
tend to be too optimistic.

Although the one-year-lagged gross profits variable ( GPi,t−1 ) is negative and weakly sig-
nificant in explaining earnings, the two-, and three-year-lagged coefficients of gross profits 
are positive and significant with a t-statistic of 7.32 and 12.53 and coefficients of 0.026 
and 0.057, respectively. The low significance and the negative coefficients in the one-
year-lagged ( � = 1 ) regression are likely due to the large explanatory power of analysts’ 
one-year-ahead earnings forecasts, leaving one-year-lagged gross profits redundant. The 
positive and significant coefficients of gross profits in the two and three-year-lagged regres-
sions confirm the results of Novy-Marx (2013) that this variable is a good proxy for future 
earnings.

The coefficients of the one-month past stock return ( r10(t−�) ) are all positive (0.057, 
0.086, and 0.054, for � = 1 to 3, respectively) and significant at the 1% level in all analyzed 
periods. Finally, past stock return from −12 to −2 months ( r122(t−�) ) is significant at the 
5% significance level for the two-year-lagged period (t-statistics of 2.25) having a positive 
coefficient (0.014 for � = 2 ). These results confirm the findings from Ashton and Wang 
(2012) and Richardson et  al. (2010) that stock price changes have a positive correlation 
with forward earnings and they tie in with the evidence from Abarbanell (1991) that ana-
lysts’ forecasts do not fully reflect the information in prior stock price changes. Our results 
are also in line with Guay et al. (2011) who find that analysts tend to react slowly to the 
information contained in recent stock price changes.

In Panel B of Table 2, we see the results regarding the CSAF model. In particular, the 
coefficients of analysts’ earnings forecasts in the one-year-lagged regressions are quite 
close to the CM (coefficient of 0.953 with a t-statistic of 35.87 for the CSAF compared 
to the coefficient of 0.957 and a t-statistic of 33.31 for the CM). However, the two- and 
three-year-lagged regressions show a different picture. While the coefficients of analysts’ 
earnings forecasts on the CSAF regression are closer to one (0.971 in the two-year-lagged 
regression and 0.992 in the three-year-lagged regression), the coefficients of the CM are 
lower (0.872 in the two-year-lagged regression and 0.774 in the three-year-lagged regres-
sion). This indicates that the additional variables gross profits and lagged returns in the CM 
become more important in the two- and three-year ahead earnings forecasts compared to 
the one-year-ahead ones. These results are in line with Bradshaw et al. (2012) who show 
that analysts’ forecasts are accurate for one-year-ahead horizons, but the two- and three-
year-ahead forecasts can underperform even a random walk model.

In Panel C of Table 2, we see the results regarding the HVZ model. The model proposed 
by Hou et al. (2012) shows a positive and significant relation between earnings ( E(t) ) and 
one-, two-, and three-year-lagged ( � = 1 to 3) earnings ( E(t−�) ), lagged dividends ( D(t−�) ), 
lagged assets ( A(t−�) ) and the dummy of lagged dividends ( DD(t−�) ). The coefficient of the 
dummy variable indicating lagged negative earnings ( NegE(t−�) ) is positive and statisti-
cally significant in the three-year-lagged regression and the accruals ( Ac(t−�) ) variable is 
significant in none of the regressions. The magnitude and the sign of the coefficients are 



554	 V. Azevedo et al.

1 3

similar to Hou et al. (2012) and Li and Mohanram (2014), even though the sample period 
is different.23

For the EP model (see Panel D of Table  2), the lagged dummy variable of negative 
earnings ( NegE(t−�) ) is negative and significant, lagged earnings ( E(t−�) ) is positive and sig-
nificant, and the interaction term (Neg E * E(t−�) ) is negative and significant in all analyzed 
regressions ( � = 1 to 3).

For the RI model (see Panel E of Table  2), the lagged dummy of negative earnings 
( NegE(t−�) ) is negative and significant, lagged earnings ( E(t−�) ) is positive and significant, 
the interaction term (Neg E * E(t−�) ) is negative, and lagged book value ( B(t−�) ) is positive 
and significant. All these results are similar to Li and Mohanram (2014) with the only dif-
ference being that ( TACC(t−�) ) is negative but not significant in our regression. This differ-
ence is probably due to the different estimation period and a possibly different calculation 
method of standard errors for the t-statistics.

When we compare the adjusted R-squared figures of the tested models, we see that the 
CM and the CSAF present the highest values for all analyzed periods. For the one-year-
lagged regression, the adjusted R-squared of the CM is 0.94, compared to 0.94 (CSAF), 
0.77 (HVZ model), 0.77 (EP model), and 0.78 (RI model). For the two-year-lagged regres-
sion, the CM has an adjusted R-squared of 0.86, which is higher than the CSAF(0.85), 
HVZ (0.69), EP (0.68), and RI (0.70) models. For the three-year-lagged regression, the 
adjusted R-squared values are 0.81 (CM), 0.78 (CSAF), 0.66 (HVZ model), 0.63 (EP 

Table 1   Descriptive statistics of the variables in the pooled (in-sample) regressions

This table presents the time-series averages of the cross-sectional selected percentiles as well as mean, 
median, standard deviation. The table also shows the sum of number of observations over the years. The 
sample is comprised by the intersection of CRSP, Compustat, and I/B/E/S data from the period from June 
1977 to June 2015. See Sect. 2.2 for details on how the variables are constructed

Mean 1% 25% Median 75% 99% SD Observ.

E 101.73 − 263.20 0.27 16.03 71.63 1818.80 301.93 101,937
eIBES0 123.66 − 198.02 3.07 18.57 77.12 2541.32 367.09 103,378
eIBES1 138.79 − 102.75 4.75 21.62 85.45 2727.53 394.46 103,852
eIBES2 177.49 − 55.32 9.91 33.89 119.25 3199.61 468.61 96,463
eIBES3 236.91 − 51.16 14.30 46.45 160.86 4271.71 614.80 81,400
GP 555.06 − 26.23 38.24 120.06 415.88 8012.35 1296.45 99,200
r10 − 2.47 − 975.71 − 25.39 0.54 28.51 874.47 241.08 103,603
r122 175.85 − 2230.15 − 58.12 22.20 171.27 5167.41 1033.46 95,759
A 3361.24 14.52 144.57 534.90 2140.63 57,363.45 8900.29 101,966
D 34.99 0.00 0.53 1.91 16.02 631.46 102.33 101,632
Acc − 102.34 − 1716.02 − 68.19 − 14.17 − 1.04 158.02 283.73 93,168
DD 0.54 0.00 0.21 0.38 1.00 1.00 0.44 103,971
NegE ∗ E(t−�) − 11.08 − 267.44 − 2.27 0.00 0.00 0.00 39.05 101,937
B 837.63 − 78.08 62.10 185.47 640.60 11,693.56 1,928.12 101,958
TACC​ 27.14 − 436.80 − 1.49 1.26 25.56 792.22 149.23 103,971
NegE(t−�) 0.19 0.00 0.00 0.00 0.33 0.94 0.36 103,971

23  Hou et al. (2012) perform the regression yearly from 1968 to 2008 using ten years of lagged data, while 
Li and Mohanram (2014) use the period from 1968 to 2012.
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Table 2   Coefficient estimates from the pooled (in-sample) regressions

This table shows the average coefficients, the respective t-statistics with Newey and West (1987) adjustment 
(in brackets) and the Adjusted R-squared from pooled regressions using 10 years of data. We regress Earn-
ings from year t on lagged independent variables from year ( t − � with � = 1 to 3 years). The regressions are 

Intercept eIBES1(t−�) GP(t−�) r10(t−�) r122(t−�) Adj R2

Panel A: Combined model
� = 1 − 1.550 0.957 − 0.006 0.057 0.013 0.94

[4.33]∗∗ [33.31]∗∗ [2.62]∗ [4.74]∗∗ [2.02]
� = 2 0.914 0.872 0.026 0.086 0.014 0.86

[0.53] [21.37]∗∗ [7.32]∗∗ [4.24]∗∗ [2.25]∗
� = 3 3.947 0.774 0.057 0.054 0.037 0.81

[1.08] [13.08]∗∗ [12.53]∗∗ [3.13]∗∗ [1.18]

Intercept eIBES1(t−�) Adj R2

Panel B: Cross-sectional analysts’ forecasts (CSAF)
� = 1 − 1.675 0.953 0.94

[3.85]∗∗ [35.87]∗∗
� = 2 5.941 0.971 0.85

[1.74] [22.08]∗∗
� = 3 15.343 0.992 0.78

[2.6]∗ [20.38]∗∗

Intercept E(t−�) A(t−�) D(t−�) Acc(t−�) DD(t−�) NegE(t−�) Adj R2

Panel C: Hou et al. (2012) Model
� = 1 -2.202 0.733 0.002 0.339 -0.086 5.572 4.258 0.77

[1.85] [42.69]∗∗ [3.80]∗∗ [9.49]∗∗ [− 0.86] [8.56]∗∗ [1.15]
� = 2 − 1.675 0.641 0.004 0.460 − 0.135 7.848 6.972 0.69

[− 1.09] [27.86]∗∗ [3.4]∗∗ [8.01]∗∗ [− 0.49] [6.63]∗∗ [1.40]
� = 3 1.249 0.668 0.004 0.411 − 0.168 6.905 16.315 0.66

[1.16] [10.85]∗∗ [5.05]∗∗ [8.04]∗∗ [2.03] [6.63]∗∗ [2.37]∗

Intercept E(t−�) NegE ∗ E(t−�) NegE(t−�) Adj R2

Panel D: Earnings persistence
� = 1 2.380 0.968 − 0.980 − 9.728 0.77

[6.05]∗∗ [77.46]∗∗ [6.41]∗∗ [3.26]∗∗
� = 2 6.046 0.993 − 1.394 − 11.644 0.68

[4.64]∗∗ [34.54]∗∗ [7.57]∗∗ [2.46]∗
� = 3 10.411 1.038 − 1.990 − 19.516 0.63

[2.63]∗ [23.05]∗∗ [7.37]∗∗ [3.47]∗∗

Intercept E(t−�) NegE ∗ E(t−�) B(t−�) TACC(t−�) NegE(t−�) Adj R2

Panel E: Residual income
� = 1 − 0.362 0.767 − 0.502 0.035 − 0.049 − 8.476 0.78

[− 0.30] [18.80]∗∗ [6.17]∗∗ [8.81]∗∗ [− 1.14] [2.70]∗
� = 2 1.346 0.688 − 0.661 0.053 − 0.072 − 10.737 0.70

[0.91] [25.59]∗∗ [5.62]∗∗ [9.68]∗∗ [− 1.35] [2.23]∗
� = 3 3.128 0.679 − 1.108 0.062 − 0.055 − 15.394 0.66

[1.42] [12.72]∗∗ [7.21]∗∗ [7.40]∗∗ [1.81] [2.23]∗
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model), and 0.66 (RI model). Our adjusted R-squared values for the EP and RI models are 
higher than in Li and Mohanram (2014) as we estimate these models at the dollar level so 
that the heteroskedasticity of the dollar level data inflates the adjusted R-squared. Although 
a high in-sample R-squared value is not a sufficient condition for high out-of-sample per-
formance, it is a necessary one (Welch and Goyal 2008). These in-sample results bode well 
for the CM. We will analyze the forecast bias in the next section.

3.2 � Bias comparison

There is ample evidence that analysts’ forecasts tend to be too optimistic (e.g., Lin and 
McNichols 1998; Hong and Kubik 2003b; Merkley et al. 2017; Mest and Plummer 2003) 
with one of the reasons being that they face a conflict of interest. In a survey of 365 ana-
lysts, Brown et  al. (2015) find that 44% of respondents say their success in generating 
underwriting business or trading commissions is very important for their compensation. 
There is also empirical evidence for the conflict of interest hypothesis. Hong and Kubik 
(2003b) find that controlling for accuracy, analysts who are optimistic compared to the 
consensus are more likely to have favorable job separations. In particular, for analysts who 
cover stocks underwritten by their houses, optimism becomes more relevant than accuracy 
for favorable job separations. This optimism bias carries over into many applications that 
use these forecasts as an input. Easton and Sommers (2007) estimate that overly-optimistic 
analysts’ earnings forecasts lead to an upward bias in the ICC of 2.84%. Given the impor-
tance of bias, we now compare the mean and median biases of all tested earnings forecast 
models. We define bias as the difference between actual earnings and earnings forecasts, 
scaled by the firm’s end-of-June market equity. We estimate bias out-of-sample for one-, 
two-, and three-year-ahead forecasts ( � = 1 to 3).

As seen in Eq. 5, a negative (positive) bias means overly-optimistic (pessimistic) earnings 
forecasts. A bias of zero indicates unbiased forecasts. We estimate bias at the end of June 
of each year24 for each firm. Then, we estimate the yearly mean and median forecast biases. 
In Panel A of Table 3, we report the average of the yearly mean and median biases and the 
respective t-statistics with the Newey-West adjustment for all tested models. For all meth-
ods, the bias evaluation is based on a common sample that is restricted to firm-years for 
which I/B/E/S analysts’ forecasts are available.

(5)Bias(i,t+�) =
(Actual earnings(i,t+�) − Earnings forecast(i,t+�))

Market equity(i,t)

performed from 1982 to 2014 for � = 1 , from 1983 to 2013 for � = 2 , and from 1984 to 2012 for � = 3.∗∗ 
and ∗ denote significance at the 0.01 and 0.05 level, respectively. Panel A reports the coefficients from the 
Combined Model, Panel B from the Cross-Sectional Analysts’ Forecasts, Panel C from HVZ model, Panel 
D from the Earnings Persistence model, and Panel E from the Residual Income model. The columns display 
the variables used in the regression (see Sect. 2.2 for details on the construction of these variables)

Table 2   (continued)

24  We estimate one, two, and three-year-ahead forecast bias for the periods 1985–2015, 1987–2015, and 
1989-2015, respectively.
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In Panel A of Table 3, we see that the CM is the only model that has no statistically 
significant bias at the 0.05 significance level. We emphasize that this result also holds 
when analyzing the mean and median biases and when testing one-, two- or three-
year-ahead forecasts. Our results confirm the positive bias of analysts’ forecasts, as 
the mean and median biases are negative and statistically significant for one-, two, 
and three-year-ahead forecasts. The one-year-ahead median bias is small in magnitude 
( −0.002 ), i.e., it overestimates earnings by an amount of 0.2% of market equity. How-
ever, the median bias increases for two and three-year ahead forecasts to −0.009 and 
−0.013 , respectively. Our results are different from those in Abarbanell and Lehavy 
(2003), who show that the median bias is zero for analysts’ forecasts. This is possibly 
due to the different sample period (Abarbanell and Lehavy (2003) analyze the period 
from 1985 to 1998) and the different forecast periodicity (the authors use quarterly 
forecasts while we use yearly forecasts).

Moving to the benchmark models, the HVZ and RI models show an optimistic mean 
bias in the one-, two-, and three-year-ahead forecasts. The EP model displays an opti-
mism bias for the mean one-year-ahead forecasts as well as for the median two- and 
three-year-ahead regressions. The forecasts based on the RW model show a positive 
bias, which means that they are overly pessimistic. This is intuitive as this model does 
not take growth in earnings into account. Finally, the CSAF model performs well in 
that it only has a significant bias for the two-year ahead forecast horizon. However, it 
does show greater bias in terms of magnitude for the three-year ahead forecasts com-
pared to the raw analysts’ forecasts. This indicates that simply incorporating analysts’ 
forecasts into a cross-sectional regression does not remove the optimism bias.

Panel B of Table  3 shows whether the bias of the CM is statistically different in 
comparison to other models. The first row presents the difference between the CM 
and analysts’ forecasts, and we see that in all periods, for the mean and the median, 
the biases are statistically different. Thus, we document that the CM is not as overly-
optimistic as raw analysts’ forecasts. In the second row, we compare the CM to the 
CSAF, and we see that the mean and median bias is statistically different for two- and 
three-year-ahead forecasts. These results show that the additional variables of the CM 
(compared to the CSAF) are important for achieving unbiased forecasts, in particular 
for long-term earnings. When we compare the CM to the RI model, we see differences 
only for the three-year-ahead forecast. Furthermore, the CM is statistically less opti-
mistic than the HVZ for one- and three-year-ahead forecasts and less pessimistic than 
the RW for two- and three-year-ahead forecasts. Last, we show that the CM is not as 
overly-optimistic as the EP model at a statistically significant margin for all analyzed 
periods. In short, the CM displays the lowest bias of all tested models for all forecast 
horizons.

To analyze forecast bias over time, Fig. 1 shows the mean and median forecast bias 
for one-, two-, and three-year-ahead earnings forecasts. For the sake of clarity, we only 
include the raw analysts’ forecasts, the CM, and the benchmark model with forecast 
bias closest to zero in the figure. The optimism bias of the raw analysts’ forecasts is 
immediately apparent. The corresponding graph is almost always below zero for differ-
ent forecast horizons and aggregation methods (mean and median). We also see spikes 
in the bias for the RW model that correspond to economic shocks. For example, the 
burst of the Internet bubble in 2001 results in an overly-optimistic estimate as the pre-
vious (high) level of earnings is used as a forecast. On the other hand, the CM displays 
periods with positive and negative bias, indicating that it is on average unbiased.
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3.3 � Accuracy comparison

There is substantial evidence that analysts’ forecasts are more accurate than regression-
based models (e.g., Fried and Givoly (1982); O’Brien (1988); Hou et al. (2012)). Research-
ers argue that the higher accuracy of analysts’ forecasts is due to their “innate ability 

Table 3   Earnings forecasts bias

This table summarizes the mean and median bias for the US market. Bias is defined as the difference 
between earnings forecasts and actual earnings, scaled by the firm’s end-of-June market equity. The rows in 
Panel A show the different models: Combined Model (CM), raw analysts’ forecasts (AF), Cross-Sectional 
Analysts’ Forecasts (CSAF), Hou, van Dijk and Zhang (HVZ, 2012), Residual Income (RI), Earnings Per-
sistence (EP), and Random Walk (RW). Panel B displays the difference in bias between the CM and each 
of the other forecast methods. The Newey-West t-statistics are presented in brackets. Results are shown for 
one-, two-, and three-year ahead earnings forecasts. We estimate one, two, three-year ahead forecast bias for 
the periods 1985–2015, 1987–2015, and 1989–2015, respectively. ∗∗ and ∗ denote significance at 0.01 and 
0.05 levels, respectively

Bias Et+1 Bias Et+2 Bias Et+3

Mean Median Mean Median Mean Median

Panel A: Bias of earnings forecasts
CM − 0.006 0.005 − 0.009 0.000 − 0.005 − 0.001

[− 1.08] [1.99] [− 1.06] [0.09] [− 0.38] [− 0.33]
AF − 0.033 − 0.002 − 0.036 − 0.009 − 0.028 − 0.013

[2.79]∗∗ [2.62]∗ [4.77]∗∗ [5.29]∗∗ [3.23]∗∗ [3.84]∗∗
CSAF − 0.008 0.005 − 0.035 − 0.010 − 0.047 − 0.018

[− 1.21] [2.03] [3.10]∗∗ [2.58]∗ [1.88] [2.04]
HVZ − 0.038 0.002 − 0.040 − 0.004 − 0.053 − 0.008

[3.49]∗∗ [0.92] [2.23]∗ [− 0.84] [2.29]∗ [− 1.15]
EP − 0.048 − 0.003 − 0.073 − 0.013 − 0.078 − 0.016

[3.44]∗∗ [− 1.16] [4.69]∗∗ [3.08]∗∗ [7.41]∗∗ [2.42]∗
RI − 0.026 0.003 − 0.040 − 0.005 − 0.051 − 0.010

[2.06]∗ [1.10] [2.61]∗ [− 1.46] [3.41]∗∗ [1.72]
RW 0.004 0.006 0.029 0.010 0.036 0.014

[0.49] [5.32]∗∗ [1.65] [3.13]∗∗ [1.53] [2.73]∗
Panel B: Difference of bias of earnings forecasts
CM-AF 0.027 0.007 0.027 0.009 0.023 0.012

[2.50]∗ [2.31]∗ [3.33]∗∗ [2.83]∗∗ [6.60]∗∗ [5.13]∗∗
CM-CSAF 0.003 0.000 0.026 0.011 0.042 0.016

[1.00] [0.48] [4.73]∗∗ [3.96]∗∗ [2.99]∗∗ [2.67]∗
CM-HVZ 0.032 0.003 0.032 0.004 0.049 0.006

[2.42]∗ [0.86] [1.51] [0.80] [2.19]∗ [1.05]
CM-EP 0.042 0.008 0.065 0.013 0.074 0.015

[2.80]∗∗ [2.24]∗ [4.10]∗∗ [3.16]∗∗ [4.48]∗∗ [3.44]∗∗
CM-RI 0.02 0.00 0.03 0.01 0.05 0.01

[1.44] [0.78] [1.88] [1.51] [2.55]∗ [2.06]∗
CM-RW − 0.010 − 0.001 − 0.037 − 0.009 − 0.041 − 0.015

[0.96] [0.45] [2.34]∗ [3.26]∗∗ [1.91] [7.50]∗∗
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and task-specific experience”25 (e.g., Clement et  al. (2007)), industry-related experience 
obtained before becoming an analyst (e.g., Bradley et al. (2017)), and the number of ana-
lysts covering each industry (e.g., Merkley et al. (2017)).

(a) (b)

(c) (d)

(e) (f)

Fig. 1   These figures show the time-series of the mean and median bias for the US market. Bias is defined 
as the difference between actual earnings and earnings forecasts, scaled by the firm’s end-of-June market 
equity. Results refer to the CM, analysts’ forecasts (AF), and the benchmark cross-sectional model with the 
bias closest to zero. Results are shown for one-, two-, and three-year ahead earnings forecasts. We estimate 
one, two, three-year ahead forecast bias for the periods 1985–2015, 1987–2015, and 1989–2015, respec-
tively

25  According to Clement et  al. (2007), task-specific experience is defined as the analyst’s experience in 
forecasting around a particular type of situation or event, such as forecasting earnings when restructurings 
occur or forecasting earnings around an acquisition.
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In this section, we compare the forecast accuracy of all tested models. For all meth-
ods the accuracy evaluation is based on a common sample that is restricted to firm-years 
for which I/B/E/S analysts’ forecasts are available. We use absolute error as a proxy for 
accuracy. Following Bradley et al. (2017), we estimate the absolute error as the absolute 
difference between actual earnings and earnings forecasts, scaled by the firm’s end-of-June 
market equity. The lower the value of the absolute error, the more accurate the forecast.

We estimate the out-of-sample absolute error based on Eq. 6 at the end of June of each 
year,26 for one-, two-, and three-year-ahead forecast horizons ( � = 1 to 3) for each firm. In 
Panel A of Table 4, we report the yearly average of the mean and median absolute errors 
(accuracy) and the respective t-statistics with the Newey-West adjustment for all tested 
models.

As we see in Panel A of Table 4, the CM is slightly superior to the raw analysts’ fore-
casts and the CSAF model and markedly superior to the benchmark models in terms of 
mean accuracy. When comparing the three most accurate models, the CM has the low-
est forecast error (0.046), followed by the CSAF (0.050) and the AF (0.057). The mean 
absolute error of the benchmark models is roughly twice as high (inaccurate) as the CSAF 
model, raw analysts’ forecasts or the CM for the one-year-ahead forecast. For two- and 
three-year ahead mean absolute error, the CM again is more accurate than the other models 
but we note that the difference to analysts’ forecasts is smaller (the CM has a mean abso-
lute error of 0.063 and 0.070 for two- and three-year-ahead forecasts, in comparison, the 
mean absolute error of analysts’ forecasts is 0.070 and 0.076). Regarding the CSAF model, 
the difference in terms of accuracy to the CM becomes higher for long-term forecasts since 
the absolute error for the CSAF model is 0.076 for two-year-ahead and 0.099 for three-
year-ahead forecasts. The CSAF model outperforms the raw analysts’ forecasts for the one-
year-ahead horizon (mean error), but it is less accurate for two- and three-year-ahead fore-
casts. Finally, the mean absolute error of the other benchmark models is on average five 
percentage points higher than the CM.

With regard to median absolute error, the results of analysts’ forecasts are slightly 
superior to the CM for one- and two-year-ahead horizons (0.011 and 0.024 for raw ana-
lysts’ forecasts and 0.015 and 0.026 for the CM for one-year and two-year forecasts, 
respectively). For three-year-ahead forecasts, the median absolute error is 0.033 for both 
models. The third best model in terms of median accuracy is the CSAF, with absolute 
errors of 0.016, 0.030, and 0.042 for one-, two-, and three-year-ahead forecasts. Con-
cerning the other benchmark models, the median absolute error is substantially higher 
(more inaccurate) compared to the raw analysts’ forecasts, the CSAF, and the CM. We 
also highlight that the analysts’ forecasts are more accurate than the ones estimated with 
the CSAF model in one-, two-, and three-year-ahead forecasts. This is evidence that only 
including the analysts’ forecasts in a cross-sectional model is not sufficient to improve 
the forecasts.

(6)Absolute error(i,t+�) = abs

[

(Forecast earnings(i,t+�) − Actual earnings(i,t+�))

Market equity(i,t)

]

26  We estimate one-, two-, and three-year-ahead forecast accuracy for the periods 1985–2015, 1987–2015, 
and 1989–2015, respectively.
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In Panel B of Table 4, we test whether the differences are statistically significant. The 
CM shows superior accuracy compared to all cross-sectional models and the RW model. 
Like Gerakos and Gramacy (2013), we find that the RW model is as accurate as the cross-
sectional models. Comparing the CM to analysts’ forecasts, the CM outperforms the 
analysts in the medium and long-term (two- and three-year-ahead) forecasts. However, 
the results for one-year-ahead forecasts are mixed since the analysts’ forecasts have bet-
ter median accuracy, while the mean accuracy is not statistically different between both 
models.

In Fig. 2, we plot the forecast accuracy over time for the tested methods. The raw ana-
lysts’ forecasts are superior to the CM in terms of one-year-ahead median accuracy, in par-
ticular for the first years of the sample period. When we split the analyzed period into two 
equal-length sub-periods, we see that the difference in median accuracy during the period 
1985–2000 is 0.0073, while in the period 2001–2015 it decreases to 0.0022. We observe 
the same pattern for two-year-ahead median accuracy; here the difference falls from 0.0032 
(earlier period) to 0.0000 (later period), which indicates that the CM has improved the 
accuracy compared to the raw analysts’ forecasts over the years. Last, note that the raw 
analysts’ forecasts and the CM outperform the benchmark models in all periods.

3.4 � Earnings response coefficient

The ERC is the coefficient that measures the response of stock prices to surprises (new 
information) in accounting earnings announcements (Easton and Zmijewski (1989)). A 
higher ERC suggests that the market reacts more strongly to the unexpected earnings from 
a model that represents a better approximation of market expectations (Li and Mohan-
ram (2014)). According to Brown (1993), assuming an informationally efficient market, 
the accuracy and market association could be considered “two sides of the same coin.”27 
However, it is important to clarify that while bias and accuracy are ex-post assessments of 
forecasts, the ERC examines the extent to which earnings forecasts provide the best ex-ante 
estimates of market expectations. This analysis also helps to rule out the possibility that 
our results are primarily driven by different definitions of earnings (street versus GAAP).

We estimate the ERC using the sum of the quarterly earnings announcement returns 
(market-adjusted, from day −1 to day +1 ) on one-, two-, and three-year-ahead firm-specific 
unexpected earnings (i.e., the forecast bias) measured over the same horizon. The unex-
pected earnings, as well as the returns, are standardized to make the ERC comparable 
among all models.

Panel A of Table 5 shows the time-series average of the ERCs, the respective t-statistics, 
and the time-series average of adjusted R-squared for all tested models. We see that the 
CM reports the highest coefficient of ERC for all time horizons analyzed. The one-, two- 
and three-year ahead ERC coefficients are 0.132, 0.130, and 0.098, respectively. Regard-
ing R-squared, for the one-year-ahead horizon, the highest values are achieved by the RI 
model (0.017), followed by CM (0.016) and CSAF (0.016). For two- and three-year ahead 
horizons, the highest R-squared is achieved by the CM, with a value of 0.017 and 0.009, 
respectively. The results suggest that the earnings forecasts from the CM are closer to mar-
ket expectations. We test for statistical significance in Panel B.

27  Brown (1993, p. 296).
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As we see in Panel  B of Table  5, for one-year-ahead forecasts, the CM outperforms 
raw analysts’ forecasts regarding ERC coefficient and adjusted R-squared. The difference 
in the ERC coefficient is also highly statistically significant (t-statistic of 3.76). For the 
same forecast horizon, the CM does not significantly outperform the other benchmark 
models. When analyzing two-year-ahead forecasts, we note that the CM shows a higher 
ERC coefficient than the CSAF, HVZ, EP, RI, models and a higher adjusted R-squared than 
the CSAF, HVZ and RI models at a statistically significant margin. Finally, for three-year-
ahead forecasts, the results are statistically different when comparing the CM to the RW 
and the CSAF models. In summary, we find that the CM represents market expectations 
most consistently among all tested models.

Table 4   Earnings forecasts accuracy

This table summarizes the mean and median forecast accuracy for the US market. We define accuracy as 
the absolute difference between actual earnings and earnings forecasts, scaled by the firm’s end-of-June 
market equity. The rows of Panel A show the different models: Combined Model (CM), raw analysts’ fore-
casts (AF), Cross-Sectional Analysts’ Forecasts (CSAF), Hou, van Dijk and Zhang (HVZ, 2012), Residual 
Income (RI), Earnings Persistence (EP), and Random Walk (RW). Panel B displays the difference in fore-
cast accuracy between the CM and each of the other forecast methods. We show Newey-West t-statistics in 
brackets. We estimate one-, two-, and three-year ahead forecast accuracy for the periods 1985–2015, 1987–
2015, and 1989–2015, respectively. ∗∗ and ∗ denote significance at 0.01 and 0.05 levels, respectively

Accuracy Et+1 Accuracy Et+2 Accuracy Et+3

Mean Median Mean Median Mean Median

Panel A: Accuracy of earnings forecasts
CM 0.046 0.015 0.063 0.026 0.070 0.033
AF 0.057 0.011 0.070 0.024 0.076 0.033
CSAF 0.050 0.016 0.076 0.030 0.099 0.042
HVZ 0.109 0.033 0.119 0.045 0.128 0.048
EP 0.112 0.029 0.135 0.045 0.135 0.050
RI 0.104 0.028 0.117 0.041 0.120 0.046
RW 0.114 0.025 0.124 0.037 0.127 0.044
Panel B : Difference of accuracy of earnings forecasts
CM-AF − 0.010 0.005 − 0.007 0.002 − 0.006 − 0.001

[1.48] [3.68]∗∗ [2.07]∗ [1.67] [3.61]∗∗ [0.84]
CM-CSAF − 0.004 − 0.001 − 0.013 − 0.004 − 0.029 − 0.009

[3.50]∗∗ [1.10] [2.46]∗ [1.89] [2.38]∗ [3.22]∗∗
CM-HVZ − 0.062 − 0.018 − 0.056 − 0.019 − 0.058 − 0.015

[5.41]∗∗ [8.30]∗∗ [6.94]∗∗ [16.60]∗∗ [6.71]∗∗ [13.65]∗∗
CM-EP − 0.065 − 0.013 − 0.072 − 0.019 − 0.064 − 0.017

[5.90]∗∗ [4.29]∗∗ [7.85]∗∗ [13.00]∗∗ [7.64]∗∗ [12.76]∗∗
CM-RI − 0.058 − 0.013 − 0.054 − 0.014 − 0.050 − 0.014

[4.49]∗∗ [3.05]∗∗ [8.19]∗∗ [11.54]∗∗ [10.06]∗∗ [16.02]∗∗
CM-RW − 0.067 − 0.010 − 0.061 − 0.011 − 0.056 − 0.011

[4.02]∗∗ [2.73]∗ [4.21]∗∗ [6.97]∗∗ [4.52]∗∗ [6.40]∗∗
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4 � Implied cost of capital

The ICC is a popular proxy for expected returns (see e.g., Pástor et  al. (2008); Frank 
and Shen (2016); Bielstein and Hanauer (2019)) as its estimates contain less noise than 
estimates based on realized returns (e.g., Lee et  al. (2009)). Better earnings estimates 
should improve the correlation between the ICC and subsequent realized returns leading 

(a) (b)

(c) (d)

(e) (f)

Fig. 2   These figures show the time-series of the mean and median accuracy for the US market. We define 
accuracy as the absolute difference between actual earnings and earnings forecasts, scaled by the firm’s 
end-of-June market equity. Results refer to the combined model (CM), analysts’ forecasts (AF), and the 
benchmark cross-sectional model with the highest accuracy (lowest absolute forecast error). Results are 
shown for one-, two-, and three-year ahead earnings forecasts. We estimate one, two, three-year ahead fore-
cast bias for the periods 1985–2015, 1987–2015, and 1989–2015, respectively
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to more useful ICC estimates. In this section, we analyze the performance of ICC esti-
mates using proxies for earnings forecasts based on the CM, analysts’ forecasts, and the 
benchmark models. First, we compute the ICC on an aggregate level and evaluate its 
ability to predict realized returns over time. Then, we analyze the cross-sectional cor-
relation between ICC and ex-post forward returns.

Table 5   Earnings response coefficient

This table reports the time-series averages of the earnings response coefficients (ERC) for forecasts from 
the Combined Model (CM), raw analysts’ forecasts (AF), Cross-Sectional Analysts’ Forecasts (CSAF), 
Hou, van Dijk and Zhang (HVZ, 2012), Residual Income (RI), Earnings Persistence (EP), and Random 
Walk (RW) models, as well as their pairwise comparisons. The Newey-West t-statistics are reported in 
brackets. The ERC is estimated by regressing the sum of the quarterly earnings announcement returns (mar-
ket-adjusted, from day −1 to day +1 ) over the next one-, two-, and three-years on firm-specific unexpected 
earnings (i.e., the forecast bias) measured over the same horizon. We standardize the unexpected earnings 
and the returns to make the ERC comparable among all models. ∗∗ and ∗ denote significance at 0.01, and 
0.05 levels, respectively

Et+1 Et+2 Et+3

ERC Adj. R-squared ERC Adj. R-squared ERC Adj. R-squared

Panel A: Earnings response coefficient (ERC)
CM 0.132 0.016 0.130 0.017 0.098 0.009

[13.12]∗∗ [5.72]∗∗ [6.75]∗∗
AF 0.104 0.011 0.097 0.011 0.087 0.008

[9.25]∗∗ [5.15]∗∗ [6.60]∗∗
CSAF 0.129 0.016 0.109 0.013 0.061 0.005

[12.66]∗∗ [4.96]∗∗ [4.09]∗∗
HVZ 0.120 0.015 0.081 0.010 0.057 0.006

[10.75]∗∗ [5.30]∗∗ [3.25]∗∗
EP 0.114 0.015 0.069 0.007 0.068 0.006

[9.03]∗∗ [4.53]∗∗ [5.85]∗∗
RI 0.124 0.017 0.082 0.008 0.072 0.006

[11.03]∗∗ [7.83]∗∗ [5.94]∗∗
RW 0.120 0.015 0.088 0.009 0.061 0.005

[7.37]∗∗ [6.80]∗∗ [4.38]∗∗
Panel B: Comparison of the difference
CM-AF 0.028 0.005 0.033 0.007 0.011 0.002

[3.76]∗∗ [4.27]∗∗ [1.21] [1.47] [1.32] [1.51]
CM-CSAF 0.003 0.000 0.021 0.004 0.037 0.004

[0.59] [0.23] [3.16]∗∗ [3.08]∗∗ [2.45]∗ [2.88]∗∗
CM-HVZ 0.011 0.000 0.049 0.007 0.041 0.003

[0.95] [0.15] [2.12]∗ [2.12]∗ [1.98] [1.64]
CM-EP 0.018 0.000 0.060 0.010 0.030 0.003

[1.72] [0.14] [2.42]∗ [2.02] [1.51] [1.83]
CM-RI 0.007 − 0.001 0.047 0.010 0.027 0.003

[0.70] [0.35] [2.63]∗ [2.21]∗ [1.34] [1.82]
CM-RW 0.012 0.001 0.042 0.008 0.037 0.004

[0.68] [0.26] [1.88] [2.02] [3.69]∗∗ [2.53]∗
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4.1 � Relation between ICC and returns on an aggregate level

There is evidence that the ICC at an aggregate level is a good proxy for time-varying 
expected returns (e.g., Pástor et  al. (2008); Li et  al. (2013)). Due to the fact that one of 
the main inputs for the ICC estimation are earnings forecasts, we believe that this input 
can strongly influence the ICC’s performance as a proxy for expected returns. In this sec-
tion, we test whether the slopes from a regression of realized market returns on the ICC, 
computed using different methods to forecast earnings, are greater than zero.28 We regress 
ex-post, one-year-forward value-weighted (VW) excess market returns on VW excess ICC. 
For each earnings forecast method, we estimate five different ICC models (GLS, CT, OJ, 
MPEG, and a Composite, which is the mean of the four previous models). We employ the 
following proxies for earnings forecasts: the CM, analysts’ forecasts, the HVZ model, the 
EP model, and the RI model.29 To compute the excess ICC and excess market returns, we 
use the yield on the U.S. 10-year government bond. Panel A of Table 6 presents the results.

For the one-year-forward return predictive regressions, we document that the ICC 
estimated with earnings from the CM offers the largest number of significant regression 
slopes. For three ICC methods (CT, OJ, and MPEG) the coefficients are significant at the 
0.05 level. In contrast, the HVZ and CSAF models, as well as raw analysts’ forecasts, only 
produce two significant coefficients. By comparing the t-statistics, the ICC estimated with 
the CM reports the highest t-statistics in three out of the five ICC approaches.

4.2 � Relation between ICC and returns cross‑sectionally

In the previous section, we compared the predictive power of the ICC over time. Now, we 
analyze whether the ICC has a positive correlation with the cross-section of stock returns. 
To this end, we perform univariate Fama and Macbeth (1973) (FM) cross-sectional regres-
sions of ex-post-forward return premium on four individual ICC premium estimates (we 
use the GLS, CT, OJ, and MPEG approaches) and on the Composite ICC premium at the 
firm level. To estimate earnings’ forecasts for the ICC computation, we use the following 
proxies: the CM, analysts’ forecasts, the CSAF model, the HVZ model, the EP model, and 
the RI model. The results are reported in Panel B of Table 6.

When we regress cross-sectional monthly returns on the ICC, we can see that the ICC 
estimated with the CM has the strongest correlation with the cross-section of returns since 
the coefficients are statistically significant in four (GLS, CT, OJ, and Composite) out of five 
ICC approaches. The ICC estimated with the CM has the highest t-statistics in all analyzed 
ICC approaches. Interestingly, the second model with the highest number of significant 
coefficients is the ICC estimated with the CSAF model. This result shows that although the 
CSAF model is less accurate and more biased than the raw analysts’ forecasts, the resulting 
ICC estimates have a higher correlation with the cross-section of expected returns.

28  Following Li et al. (2013), we use a one-sided test of the null hypothesis to test whether the slopes are 
greater than zero. We use a one-sided test to analyze the correlation between ICC and returns over-time as 
well as cross-sectionally.
29  We do not include the RW model because this method does not allow for earnings growth and is, there-
fore, not suitable for estimating the ICC.



567Earnings forecasts: the case for combining analysts’ estimates…

1 3

Ta
bl

e 
7  

R
et

ur
ns

 o
f p

or
tfo

lio
s f

or
m

ed
 o

n 
IC

C

Th
is

 ta
bl

e 
re

po
rts

 th
e 

va
lu

e-
w

ei
gh

te
d 

ex
ce

ss
 o

f r
et

ur
ns

 o
f p

or
tfo

lio
s 

so
rte

d 
on

 IC
C

. W
e 

so
rt 

sto
ck

s 
at

 th
e 

en
d 

of
 J

un
e 

ea
ch

 y
ea

r f
ro

m
 1

98
5 

to
 2

01
2 

in
to

 q
ui

nt
ile

s 
an

d 
de

ci
le

s 
ba

se
d 

on
 IC

C
. W

e 
re

po
rt 

th
e 

re
su

lts
 fo

r l
on

g-
sh

or
t s

tra
te

gi
es

 o
f 5

 −
 1

 (fi
fth

 q
ui

nt
ile

 m
in

us
 fi

rs
t q

ui
nt

ile
) a

nd
 1

0-
1 

(te
nt

h 
de

ci
le

 m
in

us
 fi

rs
t d

ec
ile

). 
W

e 
so

rt 
th

e 
po

rtf
ol

io
s 

on
 

IC
C

 e
sti

m
at

ed
 w

ith
 e

ar
ni

ng
s 

es
tim

at
ed

 b
y 

th
e 

C
om

bi
ne

d 
M

od
el

 (C
M

), 
ra

w
 a

na
ly

sts
’ f

or
ec

as
ts

 (A
F)

, C
ro

ss
-S

ec
tio

na
l A

na
ly

sts
’ F

or
ec

as
ts

 (C
SA

F)
, H

ou
, v

an
 D

ijk
 a

nd
 Z

ha
ng

 
(H

V
Z,

 2
01

2)
, R

es
id

ua
l I

nc
om

e 
(R

I)
, E

ar
ni

ng
s 

Pe
rs

ist
en

ce
 (E

P)
, a

nd
 R

an
do

m
 W

al
k 

(R
W

) m
od

el
s. 

W
e 

es
tim

at
e 

IC
C

 b
as

ed
 o

n 
C

la
us

 a
nd

 T
ho

m
as

 (2
00

1)
 (C

T)
, E

as
to

n 
(2

00
4)

 
(M

PE
G

), 
G

eb
ha

rd
t e

t a
l. 

(2
00

1)
 (

G
LS

), 
an

d 
O

hl
so

n 
an

d 
Ju

et
tn

er
-N

au
ro

th
 (

20
05

) 
(O

J)
. I

n 
ad

di
tio

n,
 w

e 
in

cl
ud

e 
a 

C
om

po
si

te
 I

C
C

, w
hi

ch
 is

 th
e 

av
er

ag
e 

of
 a

ll 
of

 th
e 

ab
ov

e-
m

en
tio

ne
d 

ap
pr

oa
ch

es
. T

o 
co

m
pu

te
 th

e 
ex

ce
ss

 o
f r

et
ur

ns
, w

e 
us

e 
th

e 
on

e-
m

on
th

 T
re

as
ur

y 
bi

ll 
ra

te
. T

he
 o

ne
-m

on
th

 T
re

as
ur

y 
bi

ll 
ra

te
 w

as
 d

ow
nl

oa
de

d 
at

 th
e 

K
en

ne
th

 F
re

nc
h’

s 
lib

ra
ry

. O
LS

 t-
st

at
ist

ic
s a

re
 p

re
se

nt
ed

 in
 b

ra
ck

et
s. 
∗
∗
 a

nd
 ∗ 

de
no

te
 si

gn
ifi

ca
nc

e 
ba

se
d 

on
 o

ne
-ta

ile
d 

te
sts

 a
t 0

.0
1 

an
d 

0.
05

 le
ve

ls
, r

es
pe

ct
iv

el
y.

 T
he

 e
xc

es
s r

et
ur

ns
 a

re
 a

nn
ua

liz
ed

 
by

 m
ul

tip
ly

in
g 

by
 1

2 
an

d 
ar

e 
ex

pr
es

se
d 

in
 p

er
ce

nt
ag

es
. O

ur
 sa

m
pl

e 
co

ve
rs

 th
e 

pe
rio

d 
fro

m
 Ju

ly
 1

98
6 

to
 Ju

ne
 2

01
3

C
om

bi
ne

d 
M

od
el

A
na

ly
sts

’ F
or

ec
as

ts

G
LS

C
T

O
J

M
PE

G
C

om
po

si
te

G
LS

C
T

O
J

M
PE

G
C

om
po

si
te

5-
1

4.
45

2.
34

2.
38

1.
97

2.
33

2.
52

0.
18

−
 0

.7
9

0.
17

0.
50

[1
.9

69
]*

[0
.8

63
]

[0
.9

78
]

[0
.8

61
]

[0
.8

62
]

[1
.0

64
]

[0
.0

65
]

[−
 0

.2
79

]
[0

.0
60

]
[0

.1
77

]
10

-1
4.

98
6.

65
3.

44
3.

22
3.

66
4.

42
0.

46
1.

09
−

 0
.2

4
−

 0
.4

2
[1

.6
56

]*
[2

.0
64

]*
[1

.1
29

]
[1

.1
45

]
[1

.1
56

]
[1

.3
13

]
[0

.1
17

]
[0

.2
98

]
[−

 0
.0

66
]

[−
 0

.1
04

]

C
SA

F 
M

od
el

H
V

Z 
M

od
el

5-
1

3.
72

2.
39

0.
64

1.
61

2.
89

2.
28

1.
34

2.
04

2.
02

0.
64

[1
.5

55
]

[0
.9

16
]

[0
.2

54
]

[0
.6

73
]

[1
.0

87
]

[0
.8

40
]

[0
.4

17
]

[0
.7

90
]

[0
.7

49
]

[0
.2

17
]

10
-1

4.
22

6.
22

2.
84

1.
94

5.
68

1.
02

1.
84

0.
72

1.
42

1.
13

[1
.3

26
]

[1
.8

32
]*

[0
.9

45
]

[0
.6

56
]

[1
.6

94
]*

[0
.2

90
]

[0
.5

19
]

[0
.2

25
]

[0
.4

21
]

[0
.3

04
]

EP
 M

od
el

R
I M

od
el

5-
1

2.
86

1.
60

−
 0

.8
0

−
 1

.7
4

0.
07

2.
21

−
 1

.0
4

3.
48

2.
59

0.
83

[0
.9

51
]

[0
.4

71
]

[−
 0

.3
13

]
[−

 0
.6

44
]

[0
.0

20
]

[0
.9

09
]

[−
 0

.3
85

]
[1

.5
56

]
[1

.1
56

]
[0

.3
12

]
10

-1
0.

18
2.

18
0.

48
−

 1
.1

8
1.

42
1.

26
1.

39
4.

26
3.

01
1.

92
[0

.0
48

]
[0

.5
57

]
[0

.1
54

]
[−

 –
0.

36
4]

[0
.3

52
]

[0
.3

69
]

[0
.3

78
]

[1
.4

57
]

[1
.0

23
]

[0
.5

34
]



568	 V. Azevedo et al.
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4.3 � Portfolio strategies

As shown in Table 6, the ICC exhibits weak explanatory power in FM regressions. How-
ever, this finding might be driven by small and micro-cap stocks as the FM regressions 
weight the observations equally (Novy-Marx 2013). An additional shortcoming of FM 
regressions is that they are sensitive to outliers. To address these potential issues, we ana-
lyze the performance of value-weighted portfolios sorted by their ICC.

Table  7 presents annual excess returns (in excess of the risk-free return). The stocks 
are sorted into quintiles and deciles based on their respective ICC at the end of June each 
year from 1986 to 2012. We report the performance of the long-short strategies 5 − 1 (fifth 
quintile minus the first quintile) and 10 − 1 (tenth decile minus first decile). We estimate 
ICCs based on earnings from the following models: the CM, AF, CSAF, HVZ, RI, EP, and 
RW. We sort portfolios based on the following ICC approaches: CT, GLS, OJ, and MPEG. 
In addition, we include a Composite ICC, which is the average of the above-mentioned 
approaches. To compute excess returns, we use the one-month Treasury bill rate.

The results of the long-short strategies show that only the ICC estimated with the CM 
and the CSAF model report significant excess returns. The ICC estimated with the CM has 
significant excess returns with the GLS approach for the 5 − 1 (4.45%) and 10 − 1 (4.98%) 
long-short strategies and with the CT approach for the 10 − 1 strategy, with annualized 
excess returns of 6.65%. The ICC estimated with the CSAF model has significant excess 
returns for the strategy 10 − 1 with the CT and Composite ICC. Some of our results here 
may differ from the corresponding results in the original papers for the HVZ, EP, and RI 
models. This may be due to a different return frequency used to compute t-statistics, differ-
ent sample periods, and different stock universes.

In summary, the ICC estimated with the CM reports a stronger correlation with returns 
compared to the other models. The results hold for both dimensions, over-time and cross-
sectionally. The ICC estimated with the CSAF model has similar predictive power com-
pared to the raw analysts’ forecasts but a stronger correlation with returns cross-sectionally.

5 � Firm characteristics and expected returns

We evaluate whether a set of firm characteristics that have been used to explain the cross-
sectional variation of expected returns proxied by average realized returns also have the 
same relation when the ICC as a proxy for expected returns is used. We perform Fama 
and Macbeth (1973) (FM) cross-sectional regressions with ex-post excess realized returns 
from July (year t) to June (year t + 1 ) and excess ICC estimated with different proxies for 
earnings forecasts as dependent variables. The independent variables are firm characteris-
tics available prior to the end of June of year (t). We estimate the ICC30 based on different 
proxies of earnings forecasts at the end of June of each year.

We use the following firm characteristics. We estimate market � at the end of June 
for each stock and for each year using the stock’s previous 60 monthly excess returns 
(we require a minimum of 24 months, and excess returns are in excess of the one-month 
Treasury bill rate taken from Kenneth French’s data library). Idiosyncratic volatility is the 

30  For the sake of brevity, following Hou et al. (2012), we provide the results based only on the Composite 
ICC, which is the average of the CT, GLS, OJ, and MPEG approaches.
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standard deviation of the residuals from regressing the stock’s returns in excess of the one-
month Treasury bill rate on the three Fama and French (1993) factors31 estimated yearly 
at the end of June using the previous 60 monthly returns (we require a minimum of 24 
months) (e.g., Ang et  al. (2006); Hou et  al. (2015)). Asset growth is the change in total 
assets from the fiscal year ending in year ( t − 1 ) to the fiscal year ending in (t), divided by 
( t − 1 ) total assets (e.g., Fama and French (2015)). Size is the natural logarithm of market 
equity at the end of June in year (t). Gross profitability is the ratio of gross profits to total 
assets (e.g., Novy-Marx (2013)). Leverage is book value of debt divided by book equity. 
CapEx is capital expenditures divided by total assets from year ( t − 1 ). ln(beme) is the nat-
ural logarithm of the ratio of book equity to market equity at the previous fiscal year-end. 
In Table 8, we provide the average of the FM regression coefficients estimated yearly for 
the period from June 1986 to June 2012 and the respective t-statistics with Newey-West 
adjustment.32

For market � the results are mixed. While we see negative and significant coefficients for 
the ICC with earnings forecasts from the CM, as well as from the cross-sectional (CSAF, 
HVZ, EP, and RI) models, the ICC using analysts’ earnings forecasts has a positive rela-
tion with market � . The relation between market � and forward returns is not statistically 
significant. These results are similar to Hou et al. (2012), as their ICC model has a negative 
and significant relation to market � while the relation to realized returns is not statistically 
significant. The ICC based on the CM, analysts’ forecasts, EP, and HVZ earnings fore-
casts has a positive and significant relation with leverage, but forward returns and ICC with 
CSAF and RI earnings forecasts have no significant coefficients for leverage.

All proxies of expected returns have positive coefficients for idiosyncratic volatility. 
However, the coefficients are statistically significant only for the ICC with earnings fore-
casts derived from the CM (t-statistic of 2.514), analysts’ forecasts (t-statistic of 4.446), the 
CSAF model (t-statistics of 2.518), and the EP model (t-statistic of 3.218). The results for 
asset growth are interesting since we are able to confirm the negative cross-sectional rela-
tion of asset growth and returns, also shown in Aharoni et al. (2013). Although, the ICC 
estimated with most proxies of earnings forecasts shows a negative and significant rela-
tion with asset growth (the coefficients vary between −0.417 and −1.637 with t-statistics 
between 3.521 and 5.386), the ICC with analysts’ forecasts has a positive and significant 
relation with a coefficient of 0.181 and a t-statistic of 3.076. These findings caution against 
using ICC based on analysts’ forecasts earnings as a proxy for expected returns.

The size effect is stronger when we use the ICC as a proxy for expected returns than 
when realized returns are used. The ICCs based on any of the tested earnings forecasts 
methods show significant coefficients at the 0.01 level. When we analyze the relation of 
size and forward realized returns, the coefficient is not statistically significant. Concerning 
the value effect, the coefficients of ln(beme) are positive and statistically significant for all 
proxies of expected returns, but the t-statistics are higher when the ICC is used as a proxy 
for expected returns than when the ex-post realized returns are used. This is not surprising 
as the ICC is a more sophisticated value measure and is therefore highly correlated with 
the value factor (e.g., Li et al. (2013)).

According to Novy-Marx (2013), gross profitability has a positive and significant rela-
tion to returns. In our study, we confirm these results when using realized returns as the 

31  We download the three Fama and French (1993) factor returns from Kenneth French’s website.
32  We focus our analysis on the sign and the significance of the coefficients since there is no evidence that a 
larger or smaller coefficient would lead to a better model in such a regression.
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dependent variable as the corresponding coefficient is 5.627 with a t-statistic of 3.181. 
The results for the ICC based on the CM (a positive coefficient of 3.013 and a t-statistic 
of 8.492) are also similar to those from the regression using realized returns. However, 
when we analyze the ICCs with earnings forecasts from the HVZ model and the RI model, 
the results show a negative and significant relation, with a t-statistic of 6.657, and 3.280, 
respectively. Finally, CapEx has a negative and significant relation with the ICC based on 
the CM, HVZ, EP, and RI models and an insignificant relation with the other proxies of 
expected returns analyzed in this study.

6 � Extensions to cross‑sectional models and removing predictable 
forecast errors

In this section, we address two potential points of criticism regarding our CM. First, we 
check whether the good performance of the CM could have been achieved by including 
analysts’ forecasts in any of the other cross-sectional earnings forecast models. To this end, 
we include analysts’ earnings forecasts in the HVZ, EP, and RI models. Second, the lit-
erature has developed methods to improve analysts’ forecasts by removing their predict-
able forecast errors (e.g., Mohanram and Gode (2013); Han et al. (2001)). To test if these 
improvements deliver similar results than our CM, we implement the procedure from 
Mohanram and Gode (2013) (henceforth MG model).

In our first test, we replace income before extraordinary items from Compustat with 
one-year-ahead earnings forecasts from I/B/E/S in the HVZ, EP, and RI earnings forecasts 
models. Then we compute forecast bias, accuracy and ERC based on street earnings.33 As 
you can see in Table 9, the tested models based on analysts’ forecasts have lower accuracy 
and weaker earnings response coefficients compared to the CM, and all of them show a 
significant bias in at least one of the three forecast horizons. However, comparing the mod-
els with analysts’ forecasts to the original models, they display improvements in all three 
measures (accuracy, bias, and ERC).

Recent studies show that part of the analysts’ earnings forecast errors (bias) are predict-
able (see Mohanram and Gode (2013); Larocque (2013); Guay et al. (2011)). Mohanram 
and Gode (2013) propose a model to remove the predictable errors, which can be used to 
estimate ICC. The authors show that the ICC estimated with the MG model has a stronger 
cross-sectional correlation with returns. We closely follow Mohanram and Gode (2013)34 
when implementing their model and subsequently compare the results to our analyzed 
models.35

33  As in the CM, we benchmark these forecasts against street earnings, which is the earnings standard 
adopted by the analysts. In unreported results, we perform the regressions with GAAP earnings as realized 
earnings, and it leads to lower accuracy, weaker earnings response coefficients, and similar bias.
34  Although there are other models that remove predictable forecast errors to estimate ICC, such as 
Larocque (2013), we follow the methodology from Mohanram and Gode (2013) because the authors show a 
significant increase in correlation between ICC and realized returns when using their method.
35  The MG model is based on a two-stage regression. In the first stage, the authors regress one-year 
(SURP1) and two-year ahead (SURP2) earnings surprise on lagged underreaction and overreaction vari-
ables based on Hughes et al. (2009). The overreaction variables include accruals, sales growth, growth in 
property, plant, and Equipment (PP&E), and long-term growth estimates, whereas the underreaction var-
iables include recent returns and forecast revisions. In the second stage, the coefficients of the first-step 
regression are multiplied by the current underreaction and overreaction variables. Following Mohanram and 
Gode (2013), we truncate the variables yearly at the 0.5 and 99.5 percentile. The model is estimated in June 
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In unreported results (available on request), we find similar coefficients in the in-sample 
regression and a consistent correlation between SURP1 and SURP2 and the respective ana-
lysts’ forecasts errors. Regarding bias and accuracy, we do not find any statistically signifi-
cant one-year or two-year ahead mean bias, but we find a positive and statistically signifi-
cant median bias for two-year-ahead earnings forecasts (0.011 with t-statistic of 3.92). In 
terms of accuracy, the MG model underperforms the raw analysts’ forecasts in all tests at 
the per-share level. These results are in line with the findings from Hou et al. (2012) who 
also replicate the MG model.

Like Mohanram and Gode (2013), we estimate ICC at the share level. Moreover, we use 
the long-term growth (LTG) forecasts to estimate the three-year ahead earnings forecasts 
and set the short-term growth (STG) forecast equal to LTG in the estimation of the OJ 
and MPEG methods when the two-year ahead forecast is below the one-year-ahead one. 
Table 10 displays the results from cross-sectional tests of realized returns and ICC esti-
mates based on the MG model.

In Panel A of Table  10, we show the Fama-Macbeth regression. From the five ICC 
approaches tested, two report a statistically significant relation with the cross-section of 
returns. Although the MG model reports a smaller number of significant coefficients com-
pared to the CM (see Table 6), the model clearly shows a higher correlation with realized 
returns compared to the raw analysts’ forecasts. The results of the portfolio sorts based on 
the ICC (see Panel B of Table 10) estimated with the MG model also provide similar evi-
dence. Only one of the long-short strategies based on the ICC from the MG model is sta-
tistically different from zero, while three strategies based on the CM display positive and 
significant returns. However, by comparing the MG model with the raw analysts’ forecasts, 
we can see that the MG model indeed leads to an improvement of the correlation between 
ICC and realized returns.

To sum up, although the tested adjustments improve forecast performance compared to 
their unadjusted implementations, we confirm that the CM still scores better in terms of 
accuracy, bias, ERC, and when looking at the correlation between ICC and realized returns.

7 � Conclusion

In this study, we develop a new method to forecast corporate earnings. We build upon ana-
lysts’ earnings forecasts, which are known to be accurate, yet upwardly biased. To improve 
these analysts’ forecasts, we combine them with variables that have proven to be good pre-
dictors of earnings. First, we include gross profits, as Novy-Marx (2013) finds a strong 
association with earnings. Second, we follow Ashton and Wang (2012), who show that 
stock price changes drive earnings, by including recent stock market performance. This 
also mitigates the fact that analysts, on average, need longer to incorporate new informa-
tion into their earnings forecasts than it takes the stock market to incorporate new informa-
tion into the share price (Guay et al. 2011).

We compare our new approach, the CM, to several methods from the literature, namely 
raw analyst forecasts, the model by Hou et al. (2012), the earnings persistent model (Li and 

Footnote 35 (continued)
of each year and one-year (two-year) ahead forecasts are estimated as the sum of one-year (two-year) ahead 
analysts forecasts and the estimated SURP1 (SURP2).
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Table 9   Cross-sectional models with analysts’ forecasts

This table summarizes the mean and median forecast bias (Panel A), accuracy (Panel B), and ERC (Panel 
C) for the HVZ, EP, and RI cross-sectional models including analysts’ forecasts instead of earnings from 
Compustat. We also include the results from the CM in order to facilitate the comparison among the mod-
els. Bias is defined as the difference between earnings forecasts and actual earnings, scaled by the firm’s 
end-of-June market equity and we define accuracy as the absolute difference between actual earnings and 
earnings forecasts, scaled by the firm’s end-of-June market equity. The ERC is estimated by regressing the 
sum of the quarterly earnings announcement returns (market-adjusted, from day −1 to day +1 ) over the next 
one-, two-, and three-years on firm-specific unexpected earnings (i.e., the forecast bias) measured over the 
same horizon. We standardize the unexpected earnings and the returns to make the ERC comparable among 
all models. We estimate one-, two-, and three-year ahead forecast for the periods 1985–2015, 1987–2015, 
and 1989–2015, respectively. The Newey-West t-statistics are presented in brackets. ∗∗ and ∗ denote signifi-
cance at 0.01 and 0.05 levels, respectively

Bias Et+1 Bias Et+2 Bias Et+3

Mean Median Mean Median Mean Median

Panel A: Bias of cross-sectional models with analysts forecasts
CM − 0.006 0.005 − 0.009 0.000 − 0.005 − 0.001

[− 1.08] [1.99] [− 1.06] [0.09] [− 0.38] [− 0.33]
HVZ 0.016 0.003 − 0.008 − 0.001 − 0.024 − 0.009

[4.41]∗∗ [1.48] [1.3] [0.46] [1.76] [1.66]
EP 0.005 0.002 − 0.023 − 0.007 − 0.043 − 0.014

[1.6] [1.07] [2.72]∗ [2.11]∗ [2.1]∗ [1.74]
RI 0.001 0.001 − 0.012 − 0.003 − 0.020 − 0.007

[0.21] [0.46] [2.08]∗ [1.32] [1.82] [1.47]

Accuracy Et+1 Accuracy Et+2 Accuracy Et+3

Mean Median Mean Median Mean Median

Panel B: Accuracy of cross-sectional models with analysts forecasts
CM 0.046 0.015 0.063 0.026 0.070 0.033
HVZ 0.067 0.016 0.067 0.027 0.080 0.036
EP 0.059 0.016 0.077 0.030 0.094 0.040
RI 0.058 0.015 0.072 0.028 0.080 0.036

ERC Et+1 ERC Et+2 ERC Et+3

ERC Adj R-Squared ERC Adj R-Squared ERC Adj R-Squared

Panel C: ERC of cross-sectional models with analysts forecasts
CM 0.132 0.016 0.130 0.017 0.098 0.009

[13.12]∗∗ [5.72]∗∗ [6.75]∗∗
HVZ 0.112 0.013 0.112 0.014 0.075 0.006

[7.65]∗∗ [5.09]∗∗ [6.73]∗∗
EP 0.132 0.016 0.111 0.013 0.070 0.005

[6.53]∗∗ [5.18]∗∗ [4.97]∗∗
RI 0.129 0.015 0.117 0.014 0.087 0.006

[6.99]∗∗ [5.68]∗∗ [10.61]∗∗
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Mohanram 2014), and the residual income model (Li and Mohanram 2014). In addition, we 
add an alternative benchmark, the CSAF model, which is based on a cross-sectional regres-
sion including only analysts’ earnings forecasts as an input. We find that our CM has the low-
est bias and highest accuracy among all the tested models. Regarding market expectations, we 

Table 10   The cross-sectional correlation between returns and ICC estimated with the MG model

Panel A presents the average coefficients of Fama–Macbeth regressions of the value-weighted excess mar-
ket return on the excess ICC, both in excess of the risk free asset. We use the yield on the U.S. 10-year 
government bond as the risk-free asset. The Newey–West t-statistics with three-lag periods are presented in 
brackets in Panel A. Panel B reports the value-weighted excess portfolio returns sorted on the ICC. We sort 
stocks into quintiles and deciles based on ICC at the end of June each year from 1985 to 2012. We report 
results for long–short strategies of 5 − 1 (fifth quintile minus first quintile) and 10 − 1 (tenth decile minus 
first decile). To compute the excess returns, we use the one-month Treasury bill rate downloaded from Ken-
neth French’s data library. OLS t-statistics are presented in brackets in Panel B and excess returns are annu-
alized and are expressed in percentages. The ICC models used in this table are estimated with earnings 
estimated by the Mohanram and Gode (2013) (MG) model, Combined Model (CM), and raw analysts’ fore-
casts (AF). We estimate the ICC based on Claus and Thomas (2001) (CT), Easton (2004) (MPEG), Geb-
hardt et al. (2001) (GLS), and Ohlson and Juettner-Nauroth (2005) (OJ) methods. In addition, we include 
a Composite ICC, which is the average of all of the above-mentioned approaches. ∗∗ and ∗ denote signifi-
cance based on one-tailed tests at 0.01 and 0.05 levels, respectively. The results from the AF and CM are 
included in order to facilitate a comparison with the MG model

Model MG CM AF

Interc. Coeff. Interc. Coeff. Interc. Coeff.

Panel A: FM Regression of ICC based on the MG Model
GLS 4.046 0.665 3.796 0.827 3.440 0.576

[1.612] [1.654] [1.623] [2.354]∗ [1.303] [1.380]
CT 4.191 0.613 4.086 0.681 4.742 0.300

[1.776]∗ [1.808]∗ [1.719]∗ [2.976]∗∗ [1.817]∗ [1.188]
OJ 4.907 0.257 4.350 0.411 4.852 0.167

[1.943]∗ [1.499] [2.095]∗ [1.785]∗ [1.750]∗ [0.679]
MPEG 5.386 0.244 5.603 0.223 5.018 0.123

[2.260]∗ [1.569] [2.484]∗∗ [1.368] [1.842]∗ [0.677]
Composite 3.911 0.609 4.108 0.659 4.344 0.311

[1.491] [1.866]∗ [1.840]∗ [2.439]∗ [1.558] [0.999]

Model MG CM AF

5 − 1 10 − 1 5 − 1 10 − 1 5 − 1 10 − 1

Panel B: Portfolio sorted on ICC based on the MG Model
GLS 2.68 4.34 4.45 4.98 2.52 4.42

[1.269] [1.526] [1.969]∗ [1.656]∗ [1.064] [1.313]
CT 3.32 7.42 2.34 6.65 0.18 0.46

[1.370] [2.242]∗ [0.863] [2.064]∗ [0.065] [0.117]
OJ 2.52 − 0.50 2.38 3.44 − 0.79 1.09

[1.062] [− 0.161] [0.978] [1.129] [− 0.279] [0.298]
MPEG 1.01 0.31 1.97 3.22 0.17 − 0.24

[0.471] [0.106] [0.861] [1.145] [0.060] [− 0.066]
Composite 2.48 2.02 2.33 3.66 0.50 − 0.42

[1.138] [0.719] [0.862] [1.156] [0.177] [− 0.104]
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show that the CM also performs better than the other benchmark models. Furthermore, we 
compute the ICC based on the different earnings forecast models and find that the CM leads 
to ICC estimates that have the strongest association with subsequent realized stock returns. We 
also rule out the possibility that any cross-sectional model can perform as well as our CM by 
including analysts’ forecasts in the HVZ, EP, and RI models. We confirm that this improves 
their forecast performance, but they still trail behind our CM. Finally, we also compare our 
CM to the method from Mohanram and Gode (2013), which removes predictable forecast 
errors from analysts’ earnings forecasts and find that overall, the CM outperforms the forecasts 
based on the MG method.

This new method makes a strong case for combining two different approaches to forecast 
earnings: human forecasts made by financial analysts and cross-sectional forecasts based 
purely on financial data. These two approaches have distinct advantages and disadvantages. 
Analysts’ forecasts are known to be accurate, yet upwardly biased. On the other hand, cross-
sectional forecasts are unbiased, but not as accurate. Combining them into one model miti-
gates both disadvantages while conserving the advantages.

Our findings are relevant for practitioners working with earnings forecasts, as well as aca-
demics employing earnings forecasts as inputs in valuation models, such as the ICC. We rec-
ommend the use of our CM to improve the accuracy and unbiasedness of earnings forecasts, 
which benefits methods that build on these forecasts and applications thereof.
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Appendix 1: Earnings forecasts models

Appendix 1.1: The HVZ model

We estimate the Hou et al. (2012) model with Eq. 7:

where ( E(i,t) ) represents income before extraordinary items of firm (i) in year (t), ( A(i,t−�) ) 
represents total assets of firm (i) in year ( t − � with � = 1 to 3), ( D(i,t−�) ) denotes paid divi-
dends of firm (i) in year ( t − � with � = 1 to 3), ( DD(i,t−�) ) is a dummy variable that equals 1 

(7)
E(i,t) = �0 + �1eA(i,t−�) + �2D(i,t−�) + �3DD(i,t−�) + �4E(i,t−�) + �5NegE(i,t−�)

+ �6Ac(i,t−�) + �(i,t),

http://creativecommons.org/licenses/by/4.0/
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if firm (i) paid a dividend in year ( t − � ) and 0 otherwise, ( NegE(i,t−�) ) is a dummy variable, 
which is set to 1 if company (i) reported negative earnings in year ( t − � ) and 0 otherwise, 
and ( Ac(i,t−�) ) is accruals. Accruals are estimated until 1987 as the change in non-cash cur-
rent assets less the change in the current liabilities, excluding the change in short-term debt 
and the change in taxes payable minus depreciation and amortization expenses (Compustat 
items: (ACT​−CHE)−(LCT−DLC−TXP)−DP). Starting in 1988, we estimate accruals as 
the difference between earnings and cash flows from operations (Compustat items: IB−
(OANCF−XIDOC)) of firm (i) in year ( t − � with � = 1 to 3).

Appendix 1.2: The earnings persistence model

The Earnings Persistence (EP) model according to Li and Mohanram (2014) is specified as:

where ( E(i,t) ) represents income before extraordinary items of firm (i) in year (t),Like Hou 
et al. (2012), we use income before extraordinary items as a proxy for earnings forecasts. 
We use the same proxy for the benchmark models in order to make the comparison con-
sistent. The results are robust to using income before special and extraordinary items as 
proposed by Li and Mohanram (2014). ( NegE(i,t−�) ) is a dummy variable, which is set to 
1 if company (i) reported negative earnings and 0 otherwise, and ( NegE ∗ E(i,t−�) ) is the 
interaction term of the latter two variables.

Appendix 1.3: The residual income model

The Residual Income (RI) model was introduced by Edwards and Bell (1961) and Feltham 
and Ohlson (1996).36 The model was subsequently adjusted by Li and Mohanram (2014) to 
forecast earnings. We estimate the model according to Eq. 9:

where ( E(i,t) ) represents income before extraordinary items of firm (i) in year (t), 
( NegE(i,t−�) ) is a dummy variable, which is set to 1 if company (i) reported negative earn-
ings in year ( t − � with � = 1 to 3) and 0 otherwise, ( NegE ∗ E(i,t−�) ) is the interaction term 
between the negative earnings dummy variable and earnings, ( B(i,t−�) ) denotes book value 
of firm (i) in year ( t − � with � = 1 to 3), and ( TACC(i,t−�) ) is total accruals of firm (i) in 
year ( t − � with � = 1 to 3).37

(8)E(i,t) = �0 + �1eNegE(i,t−�) + �2E(i,t−�) + �3NegE ∗ E(i,t−�) + �(i,t),

(9)
E(i,t) = �0 + �1eNegE(i,t−�) + �2E(i,t−�) + �3NegE ∗ E(i,t−�) + �4B(i,t−�)

+ �5TACC(i,t−�) + �(i,t),

36  The residual income model is also commonly referred to as the Edwards–Bell–Ohlson valuation model.
37  Total accruals are based on Richardson et  al. (2005), calculated as the sum of change in net working 
capital (Compustat items: (ACT − CHE) − (LCT − DLC) ), the change in net non-current operating assets 
(Compustat items: (AT − ACT − IVAO) − (LT − LCT − DLTT) ), and the change in net financial assets 
(Compustat items: (IVST + IVAO) − (DLTT + DLC + PSTK) ). Following Li and Mohanram (2014), we set 
to zero the missing values of TACC(i,t−�).
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Appendix 2: ICC estimation

Model Formulas and Implementation details Source

GLS where Mt is the market equity in year t.ICC is the Implied Cost of Capital. Bt 
is the book equity. Et[] represents market expectations based on information 
available in year t, and (ROEt+� − ICC) × Bt+�−1 , denotes the residual income 
in year (t + �) , i.e., the difference between the return on book equity and the 
ICC multiplied by the book equity in the previous year. We compute the ROE 
from years t+1 to t+3 as FEPSt∕Bt−1 , where the FEPSt is the consensus mean 
I/B/E/S analysts‘ earnings per share of period t. After year t+3, we linearly fade 
for the next nine years to a target industry median. We calculate this proxy as 
a rolling industry median over 5 years, considering only firms that have a posi-
tive ROE. Our industry definition is based on Fama and French (1997). Finally, 
after the period t+12, the terminal value is a simply perpertuity of the residual 
incomes. We estimate the book value based on clean surplus accounting and a 
constant payout ratio PO, i.e., Bt = Bt−1 + FEPSt + (1 − PO).

Gebhardt 
et al. 
(2001)

CT where Mt is the market equips in year t. ICC is the Implied Cost of Capital. Bt 
is the book equity. Et[] represents market expectations based on information 
available in year t, and (ROEt+� − ICC) × Bt+�−1) , denotes the residual income 
in year t + � , i.e., the difference between the return on book equity and tee 
ICC multiplied by the book equity in the previous year. We compute the ROE 
from years t+1 to t+5 as FEPSt∕Bt−1 , where the FEPSt is the consensus mean 
I/B/E/S analysts‘ earnings per share of period t. we estimate the forecasts in 
the years t+4 and t+5 using a long-term growth forecast, g, and the three-year 
ahead forecast. We estimate g as 10-year government bond minus an assumed 
real risk-free rate of three percent. Finally, after the period t+5, the terminal 
value is a simply perpetuity of the residual incomes. We estimate the book 
value based on clean surplus accounting and a constant payout ratio PO, i.e., 
Bt = Bt−1 + FEPSt + (1 − PO).

Claus and 
Thomas 
(2001)

MPEG where Mt is the market equity in year t. ICC is the Implied Cost of Capital. 
Et[] represents market expectations based on information available in year t, 
Et+1 and Et+2 are, the earnings forecast in years t+1 and t+2, respectively. Dt+1 
is the dividend in year t+1.

Easton 
(2004)

OJ where: A = 0.5((� − 1) +
Et [Dt+1]

Mt

) , Mt is the market equity in year t. ICC is the 
Implied Cost of Capital. Et[] represents market expectations based on informa-
tion available in year t, Et+1 is the earnings forecast in years t+1. Dt+1 is the 
dividend in year t+1. g is the short-term growth, computed as the rate between 
EPSt+1 and EPSt+2. � is the perpetual growth rate in abnormal earnings 
beyond the forecast horizon, calculated as 10-year government bond minus an 
assumed real risk-free rate of three percent.

Ohlson and 
Juettner-
Nauroth 
(2005)

Mt = Bt +
∑11

�=1

Et [ROEt+�−ICC×Bt+�−1]

(1+ICC)k
+

Et [(ROEt+12−ICC)×Bt+11]

ICC×(1+ICC)11
(10)

Mt = Bt +
∑5

�=1

Et [ROEt+�−ICC×Bt+�−1]

(1+ICC)k
+

Et [(ROEt+5−ICC)×Bt+4](1+g)

(ICC−g)×(1+ICC)5
(11)

Mt =
Et [Et+2]+ICC×Et [Dt+1]−Et [Et+1]

ICC2
(12)

ICC = A +

√

A2 +
Et [Et+1]

Mt

+ (g − (� − 1)) (13)
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