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Abstract The study aims to identify whether algorithmic

decision making leads to unfair (i.e., unequal) treatment of

certain protected groups in the recruitment context. Firms

increasingly implement algorithmic decision making to

save costs and increase efficiency. Moreover, algorithmic

decision making is considered to be fairer than human

decisions due to social prejudices. Recent publications,

however, imply that the fairness of algorithmic decision

making is not necessarily given. Therefore, to investigate

this further, highly accurate algorithms were used to ana-

lyze a pre-existing data set of 10,000 video clips of indi-

viduals in self-presentation settings. The analysis shows

that the under-representation concerning gender and eth-

nicity in the training data set leads to an unpre-

dictable overestimation and/or underestimation of the

likelihood of inviting representatives of these groups to a

job interview. Furthermore, algorithms replicate the exist-

ing inequalities in the data set. Firms have to be careful

when implementing algorithmic video analysis during

recruitment as biases occur if the underlying training data

set is unbalanced.

Keywords Fairness � Bias � Artificial algorithm decision

making � Recruitment � Asynchronous video interview �
Ethics � HR analytics � Artificial intelligence

1 Introduction

Currently, among recruitment functions, a global wave of

enthusiasm is arising about algorithmic decision making in

the context of recruitment and job interviews (Langer et al.

2019; Persson 2016). Here, algorithmic decision making

can be understood as automated decision making and

remote control as well as standardization of routinized

decisions in the workplace (Möhlmann and Zalmanson

2017). One often-used application of HR analytics in the

recruiting context is algorithmic video analysis, where

firms receive an evaluation of each applicant and a pre-

diction of the applicants’ job performance. The algorithmic

video analysis takes place asynchronously; the applicants

record a video of themselves, which is then algorithmically

evaluated (Langer et al. 2019; Dahm and Dregger 2019).

Limited time and resources of recruiters simultaneously

managing large pools of applicants are some of the main

reasons for the rapid growth of algorithmic decision mak-

ing in many companies (Leicht-Deobald et al. 2019).

Algorithmic decision making in recruitment is presently

well-established in large companies from a variety of

industries, such as Vodafone, KPMG, BASF, and Unilever

(Daugherty and Wilson 2018). It has both practical and

economic benefits as recruiters become more efficient in

handling and screening applicants in less time, which, in

turn, reduces the time-to-hire and increases the speed of the

entire recruitment process (Suen et al. 2019).

Moreover, firms want to increase the objectivity and

fairness of the recruitment process by implementing algo-

rithmic decision making and seeking to diminish human

bias (e.g., prejudices and personal beliefs) (He 2018). In

computer science, two types of fairness can be distin-

guished: group fairness and individual fairness (Zemel

et al. 2013). Group fairness, which is also known as
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statistical parity, ensures that overall positive (negative)

classifications are similar for protected groups and the

overall population (see, e.g., Kamishima et al. (2012)).

Individual fairness ensures that any two individuals who

are ‘‘similar’’ should be classified similarly (Dwork et al.

2012; Zehlike et al. 2020). Concerning group fairness,

operationalizations of fairness measurements are closely

connected and often equal to inter-group differences in

measures of accuracy (Friedler et al. 2019). These types of

algorithms have been considered to be biased because

human biases were transferred to the algorithm (Barocas

and Selbst 2016), thereby making them ‘‘unfair’’ (Mehrabi

et al. 2019). This definition is closely related to the sta-

tistical bias, which is defined as the systematic error (or

tendency) of an estimator (Kauermann and Kuechenhoff

2010).

There are several factors which may lead to biased

algorithms and, in turn, unfairness. A natural cause of a

biased algorithm is biased input data, which may contain

explicit or implicit human judgments and stereotypes (Di-

akopoulos 2015; Suresh and Guttag 2019). Bias may also

occur if the data are inaccurate (Kim 2016) or if there is a

‘‘mismatch between users and system design’’ (see Table 1

in Friedman and Nissenbaum (1996), p. 335). Moreover,

Shankar et al. (2017) discussed the representation bias in

the ImageNet and Open Images data sets, where the rep-

resentation imbalance led to a decreased relative

performance.

It is well-known that impression plays a vital role during

the selection process because recruiters make their con-

clusions based on their impression of the candidate’s per-

sonality and the person-organization fit (Barrick et al.

2010). However, interviewers tend to base their decisions

on limited information from those impressions (Anderson

1960; Springbett 1958; Frieder et al. 2016), known as

subjective human bias. Several subjective aspects might

influence the perception during the interview, such as

applicants’ appearance, ethnicity, gender, or age (Lepri

et al. 2018; Levashina et al. 2014; Schmid Mast et al.

2011). Hence, in addition to cost reduction and efficiency

reasons, companies want to avoid an implicit subjective

human bias by using algorithmic decision making to

increase the objectivity and fairness of the recruitment

process (Langer et al. 2019; Persson 2016).

Several providers offer algorithmic selection tools, such

as the American company HireVue and the German com-

pany Precire. In Germany, more than 100 companies used

Precire�s algorithmic assistance in 2018 (Precire 2020).

While these service providers offer support in handling and

screening applications more efficiently, they are also

claiming to provide psychological profiles of the candi-

dates, such as personality traits (e.g., conscientiousness and

emotional stability) which are associated with job perfor-

mance (Barrick et al. 2010; Linnenbürger et al. 2018).

Despite the enthusiasm for algorithmic decision making

in the recruiting context, there remain concerns regarding

the possible threat of unfairness by relying solely on

algorithmic decision making (Lee 2018; Lindebaum et al.

2019). The unfair implicit treatment could, for example,

jeopardize diversity among employees, which has

increasingly become a business priority (Economist 2019).

Algorithms are often highly accurate, and ‘‘the accuracy

performance of apparent personality recognition models is

generally measured in terms of how close the outcomes of

the approach to the judgments made by external observers

(i.e., annotators) are’’ (Junior et al. 2019, p. 3). However,

with preferential sampling and implicit biases of the

training data, discriminatory tendencies could be repli-

cated, systematically discriminating against a subgroup

(Calders and Verwer 2010; Calders and Žliobait _e 2013).

This concern leads to our particular research question:

Despite a high accuracy, what changes occur to the like-

lihood to be invited for a job interview when there is an

unequal distribution of groups? While it is clear that biased

data lead to biased results, this paper aims to discuss the

imbalanced representation problem in the context of fair-

ness, which is still a research gap. Specifically, we go

beyond the Shankar et al. (2017) findings by analyzing the

nature and relevance of deviations in the classifications in

an HR context.

Table 1 Means and standard deviations of personality trait values in

the First Impressions V2 data set and the classifications of the

test/validation set (n = 2000)

Trait Asian Caucasian African-

American

Training data set

Job interview score 0.52 ± 0.13 0.51 ± 0.15 0.48 ± 0.14

Conscientiousness 0.54 ± 0.14 0.53 ± 0.16 0.49 ± 0.15

Neuroticism 0.47 ± 0.13 0.48 ± 0.15 0.50 ± 0.15

Test data set

Job interview score 0.54 ± 0.10 0.51 ± 0.15 0.46 ± 0.13

Conscientiousness 0.54 ± 0.10 0.53 ± 0.15 0.49 ± 0.14

Neuroticism 0.45 ± 0.11 0.47 ± 0.16 0.52 ± 0.14

BU-NKU (test set)

Job interview score 0.50 ± 0.08 0.51 ± 0.11 0.47 ± 0.10

Conscientiousness 0.54 ± 0.10 0.53 ± 0.15 0.49 ± 0.14

Neuroticism 0.45 ± 0.11 0.47 ± 0.16 0.52 ± 0.14

ROCHCI (test set)

Job interview score 0.50 ± 0.07 0.51 ± 0.07 0.49 ± 0.06

Conscientiousness 0.54 ± 0.10 0.53 ± 0.15 0.49 ± 0.14

Neuroticism 0.45 ± 0.11 0.47 ± 0.16 0.52 ± 0.14
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Therefore, the aim of this study is fourfold. First, we

examine whether algorithms reinforce existing inequalities

in their training data sets, specifically in the recruiting

context. Second, we examine whether an underrepresen-

tation of certain groups (e.g., gender, ethnicity) leads to

unpredictable classifications for those groups when there

was no unfairness previously (see Sect. 2.3.3, where the

representation imbalance is introduced). Our results carry

important implications for the hiring process because the

findings raise doubts about the objectivity and fairness of

algorithmic decision making if the training data set con-

tains inequalities or unknown biases. Third, we contribute

to the current debate on ethical issues associated with HR

analytics and algorithmic decision making, including bias

and unfairness (Barocas and Selbst 2016; Lepri et al.

2018), since there are only a few published academic

articles and knowledge on the potential pitfalls of HR

analytics is still limited (Marler and Boudreau 2017;

Mehrabi et al. 2019).

Furthermore, we contribute to the computer science

literature by providing a representative example in which

the algorithms reinforce existing biases and where an

underrepresentation leads to unpredictable classifications.

This is to be handled separately from the class imbalance

problem, as discussed in Sect. 2.3.3.

To answer our question, we applied an exploratory

approach and used an existing data set of the ChaLearn

Looking at People First Impression V2 challenge consist-

ing of 10,000 15-s video clips and two winning algorithms.

Since a classical hypothesis test would not be appropriate

at this point, we conducted a criterion evaluation using

methods from computer science (Dwork et al. 2012; Hardt

et al. 2016; Feldman et al. 2015). The videos included the

five-factor model (FFM) personality traits and an indica-

tion of whether the person should be invited (Ponce-López

et al. 2016). As conscientiousness and neuroticism are

influential predictors for job performance (Barrick et al.

2001), our study focuses on these two personality traits of

the FFM. With the application of machine learning to

people-related data, we contribute to the evaluation and

validation of video analysis in recruitment.

2 Theoretical Background

2.1 Personality Trait Inference

Since stable individual characteristics are indicators for

behavioral patterns, personality is a valid predictor of job

performance, among other criteria (Hurtz and Donovan

2000; Vinciarelli and Mohammadi 2014). Previous

research has shown that personality traits are influential

factors for employment interview outcomes (Huffcutt et al.

2001). The FFM is the dominant personality framework for

personnel selection and consists of five dimensions:

openness, conscientiousness, extraversion, agreeableness,

and neuroticism (Rothstein and Goffin 2006).

Especially conscientiousness and neuroticism are con-

sidered valid predictors of job performance (Barrick and

Mount 1991; Barrick et al. 2010; Hurtz and Donovan 2000;

Behling 1998). Conscientiousness is, across all situations

and activities, the strongest predictor of general job per-

formance (Barrick et al. 2001). First, Costa and McCrae

(1992) describe conscientious humans as achievement

striving, and Witt et al. (2002) suggest that humans with a

high degree of conscientiousness work more thoroughly.

Moreover, humans with high conscientiousness expression

tend to be responsible, reliable, ambitious, and dependable

(Costa and McCrae 1992). Barrick and Mount (1991) argue

that people with a strong sense of purpose, obligation, and

persistence generally perform better in most jobs. Indeed, it

is difficult to imagine a position where one can be careless,

lazy, impulsive, and low achievement striving (i.e., low

conscientiousness) (Barrick and Mount 1991).

The second important predictor for job performance and

teamwork is neuroticism (Barrick et al. 2001; Tett et al.

1991). Individuals with high neuroticism tend to have poor

interpersonal relationships (Lopes et al. 2003). In contrast,

individuals with a low degree of neuroticism are less vul-

nerable to negative affect and have better emotional con-

trol. Non-neuroticism (i.e., emotional stability) is essential

to the accomplishment of work tasks in many professions,

as anxiety, hostility, personal insecurity, depression, and

not likely to lead to high work performance (Barrick and

Mount 1991). Consequently, companies strive to find

employees who have a low level of neuroticism.

2.2 Algorithmic Hiring

For HR departments, the examination of applications is a

repetitive and time-consuming activity, with the difficulty

of evaluating each applicant with the same attention focus

(Wilson and Daugherty 2018). Using algorithmic decision

making, firms can review a large number of applicants

automatically. Therefore, due to growing pools of appli-

cations and simultaneously limited time of recruiters (Le-

icht-Deobald et al. 2019), firms are increasingly using

algorithmic decision-based selection tools, such as asyn-

chronous video interviews or telephone interviews, with an

algorithmic evaluation (Dahm and Dregger 2019; Lee and

Baykal 2017; Brenner et al. 2016). These algorithmic

decision tools are being increasingly applied before appli-

cants are invited to participate in face-to-face interviews

(Chamorro-Premuzic et al. 2016; van Esch et al. 2019).

With sensor devices, such as cameras and microphones, the

verbal and non-verbal behavior of humans is captured and
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analyzed by an algorithm (Langer et al. 2019). For exam-

ple, candidates answer several questions via video or

telephone (Precire 2020), which are analyzed algorithmi-

cally. During the asynchronous video interview, candidates

must record their answers to certain questions and upload

them to a platform. Facial expressions (e.g., smiles, head

gestures, facial expression), language (e.g., word counts,

topic modeling, complexity, variety), and prosodic infor-

mation (e.g., pitch, intonation, and pauses) are extracted by

an algorithm, resulting in a personality profile of the

applicant (Dahm and Dregger 2019; Naim et al. 2016).

Previous studies have shown that faces and speech are rich

sources of cues for predicting personality (Biel et al. 2012).

Using modern technological advances, complete personal

profiles, along with the FFM personality traits, are created.

Besides being time-efficient, the main objectives are to

reduce the unconscious bias, enhance consistency in the

decision processes, and seek fairer selection outcomes

because human biases occur in in-person job interviews

due to the human interpretation of answers (Lepri et al.

2018; Levashina et al. 2014). Grove et al. (2000) showed,

in a meta-analysis, that mechanical prediction techniques

are, on average, 10% more accurate than clinical predic-

tions. In another meta-analysis of employee selection and

academic admission decisions, Kuncel et al. (2013) found

that the mechanical method’s validity improves the job

prediction by about 50 percent compared to a holistic data

combination. Kuncel et al. (2013) also emphasized that

experts even had more information than the algorithm in

many cases but still made worse decisions (Grove et al.

2000; Kuncel et al. 2013). Facial and speech cues are the

cues taken most into consideration when analyzing per-

sonality from a computational perspective.

Companies often argue that they implement algorithmic

decision-making tools to prevent bias against certain

groups and create a relatively fair selection process (Pers-

son 2016). For example, Deloitte (2018) argues that the

system processes each application with the same attention

according to the same requirements and criteria. In a typ-

ical job interview, bias can occur when interviewers eval-

uate the applicant’s non-job-related aspects, such as sex,

age, gender, race, or attractiveness (Lepri et al. 2018;

Levashina et al. 2014; Schmid Mast et al. 2011). Previous

studies also revealed a biasing effect of physical attrac-

tiveness (Hosoda et al. 2003) and gender when considering

an opposite-sex-type job (Davison and Burke 2000).

2.3 Fairness in Computer Science

Since fairness has been a central focus of interest for the

longest time, ontological, psychological, and mathematical

definitions of fairness exist (Lee and Baykal 2017). For

example, Leventhal (1980) describes fairness as equal

treatment based on people’s performance and needs. With

the expanding debate on algorithmic fairness (Dwork et al.

2012; Hardt et al. 2016), a plethora of fairness measures

has been developed to quantify the fairness of the algo-

rithm (Verma and Rubin 2018). Since the usage of machine

learning algorithms and their validity and fairness is a

topical problem, it is imperative to investigate the algo-

rithm in case (Chouldechova and Roth 2018).

In the algorithmic fairness literature, the authors often

focus on establishing fairness, either as pre- or post-clas-

sification alterations (Calmon et al. 2017; Hardt et al. 2016)

or by using regularizations in classification problems

(Kamishima et al. 2012; Zafar et al. 2015). Typical pre-

classification alterations include re-weighing data (Kami-

ran and Calders 2012) or changing individual data points

(Hajian and Domingo-Ferrer 2013). More recently, statis-

tical frameworks for the pre-mapping of points have been

published, which usually modify the data’s estimated

probability density to a fair representation (Zemel et al.

2013; Calmon et al. 2017). So far, these methods have been

applied to binary classifications (Zemel et al. 2013) but are,

in theory, extendable (Calmon et al. 2017).

Most modifications are proposed to achieve a deal with

modifications in the modeling portion of the procedure.

Here, constraint-based optimization, where constraints are

based on individual notions of fairness, have been proposed

(Kamishima et al. 2012; Zafar et al. 2015). However, note

that all of these notions of fairness cannot be fulfilled

simultaneously (Friedler et al. 2016). Furthermore, the

trade-off between fairness and accuracy is discussed

(Feldman et al. 2015), which shows that only adapting an

algorithm during the modeling phase is most likely not

worthwhile for stakeholders. Apart from these concepts,

several contributions deal with measuring or detecting (un-

)fairness, often as a post-process procedure (Kamishima

et al. 2012). While theoretical contributions focus on

measuring bias and de-biasing data sets, practitioners need

domain-specific approaches and methodologies to auto-

matically audit machine learning models for bias (Holstein

et al. 2019). In the following, we will introduce several

fairness measures to compare their usability in a recruiting

context. These measures may be used as pre- or post-pro-

cess measures and have partially influenced constraint-

based optimization rules.

2.3.1 Fairness as the ‘‘80% Rule’’

According to a guideline of the Equal Employment

Opportunity Commission (EEOC v. Sambo’s of Georgia

1981), the employment rates of one group should not be

less than 80% of other group rates (Barocas and Selbst

2016). This ‘‘80% rule’’ has been picked up in current

fairness literature and has been formalized for margin-
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based classification problems (e.g., by Zafar et al. (2015)).

In a slightly simplified version, Friedler et al. (2019) have

defined disparate impact as a division of probabilities of

estimations for different groups. Specifically, let Y be a

binary random variable to be predicted (such as the risk for

recidivism or credit-worthiness) and Ŷ its estimation.

Furthermore, let there be a random variable G describing

the group membership of a certain person in a certain group

(such as ‘‘non-white’’ for G ¼ 1 and ‘‘white’’ for G ¼ 0).

Then, disparate impact may be formalized as

DI :¼ PðŶ ¼ 1jG ¼ 1Þ
PðŶ ¼ 1jG ¼ 0Þ

� 0:8:

Further variants for the measurement of disparate impact

include the measure by Calders and Verwer (2010), which,

instead of a multiplicative comparison, calculates the dif-

ference between the conditional probabilities.

Another example of a fairness measure for binary clas-

sification is the comparison of false positive/negative rates

motivated by the equalized odds definition of fairness

(Friedler et al. 2019; Hardt et al. 2016; Verma and Rubin

2018). By implementation of Friedler et al. (2019), we

define a fairness measure, equal opportunity via false

negatives (EqOppoFN), as the ratio between the false-

negative rates of different groups, where the variables Y; Ŷ

and G are defined as before:

EqOppoFN ¼ PðŶ ¼ 0jY ¼ 1;G ¼ 1Þ
PðŶ ¼ 0jY ¼ 1;G ¼ 0Þ

� 1:25

Note that, similar to the usage of the ‘‘80% rule’’ in the

DI measure of disparate impact, we have chosen a distance

of 80% between the false-negative rates, as 1/1.25 = 0.8.

Using these fairness measures, we will examine the

effects of imbalances of the training data set of the algo-

rithm with respect to, for example, gender or ethnicity. We

are specifically interested in determining the answer to the

following question: Despite high accuracy, does an unequal

distribution of groups in the data set of an algorithm lead to

an over- or underestimation of the likelihood to be invited

for a job interview?

2.3.2 Fairness as the Differences in Accuracy

Furthermore, a large proportion of fairness measures

detects differences in accuracies between protected and

unprotected groups (Chouldechova and Roth 2018; Feld-

man et al. 2015; Friedler et al. 2019). In many cases,

accuracy measures were developed for binary classifica-

tion, such as the balanced classification rate

BCR ¼ PðŶ ¼ 1jY ¼ 1Þ þ PðŶ ¼ 0jY ¼ 0Þ
2

;

where Y denotes the true class of a data point and Ŷ

denotes the predicted class of a data point. The resulting

fairness measure quantifies the difference in the balanced

classification rates and was introduced by Friedler et al.

(2019).

To extend the measures of fairness that were formulated

for binary classification, we would like to evaluate the

differences of two common accuracy measures as a way to

define fairness measures for continuous variables. The first

is the mean squared error (MSE), a classical tool for the

evaluation of algorithms. The second one uses the mutual

information (see, e.g., Cover and Thomas (1991)), which

may be defined as

MI Ŷ ; Y
� �

¼
X

ŷ;yð Þ2D
PŶ ;Y ŷ; yð Þln

PŶ ;Y ŷ; yð Þ
PŶ ŷð ÞPY yð Þ ;

with a normalization term, leading to

NMI Ŷ; Y
� �

¼ MI Ŷ ; Y
� � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

H Ŷ
� �

H Yð Þ
q

;

where H is an entropy function (also used by Strehl and

Ghosh (2002)). The corresponding fairness measure is the

difference between the normalized mutual information of

the different groups.

2.3.3 Class Imbalance Versus Representation Imbalance

Regarding empirical findings on misrepresentations of data

in a machine learning context, most of the publications deal

with the so-called class imbalance problem (Al Najada and

Zhu 2014), where classifications of imbalanced classes are

made.

This type of imbalance deals with imbalanced classes in

the desired output variable of the classification algorithm.

As shown in Fig. 1, an unweighted support vector machine

Fig. 1 Visualization of the class imbalance problem. Blue and red

dots represent imbalanced classes. In this scenario, an unweighted

support vector machine algorithm would lead to a suboptimal

hyperplane and separation of the classes (color figure online)
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(SVM) would overestimate the overrepresented classes and

lead to an impaired performance. In contrast to that,

imbalances in the representation of the data have been

discussed in the context of worse performances of algo-

rithms for certain subgroups of the population (Sapiezynski

et al. 2017). The representation imbalance is often mis-

taken for the class imbalance problem, though it is con-

ceptually different. The representation imbalance is

visualized in Fig. 2, where a separating hyperplane may,

for example, be optimal for the overall population while

systematically disadvantaging certain subgroups of the

population. Note that in Fig. 2, the classes are balanced. In

fact, the number of blue and red dots is equal. Furthermore,

balancing out the imbalanced groups would worsen the

accuracy (drastically) instead of improving it.

While representation imbalance itself has not been

extensively studied, there have been attempts of correcting

biases. The calibration methods and correction of biases are

mostly implemented as part of the modeling process

(Feldman et al. 2015) and are restricted to a handful of

algorithms (such as logistic regression (LR), SVM, naive

bayes (NB)). Furthermore, random up- and down-sampling

attempts, which are commonly used for class imbalance

problems, will most likely impair the accuracy.

3 Method

To proceed with the criterion evaluation, we will introduce

the data set and algorithms analyzed in this paper and the

fairness measures used to evaluate them.

3.1 Description of the Data Set

ChaLearn is a non-profit organization hosting academic

data science challenges, among which was the ChaLearn

Looking at People 2016 First Impressions challenge

intending to evaluate personality traits from YouTube

videos (Ponce-López et al. 2016). Amazon Mechanical

Turk (AMT) workers labeled these videos through a

ranking procedure, which resulted in five-factor personality

scores in the interval [0,1]. A year later, a second version

(‘‘V2’’) of this data set was released, with an extension of

the data set introducing a job interview variable, which

quantified the likelihood of the person in the video to

receive a job interview invitation. Even though the exper-

imental decision makers (AMT workers) were asked to

make an invite-for-interview decision, the videos are not

from a recruiting context but reflect content typically found

on YouTube (i.e., beauty tutorials).

The First Impressions V2 data set, used in at least two

challenges (Escalante et al. 2018; Ponce-López et al.

2016), contains 10,000 15-second videos collected from

YouTube high definition (HD) videos and annotated with

the help of AMT workers. These videos were extracted

from over 3,000 different YouTube videos of people

standing in front of a camera and speaking in English

(Escalante et al. 2018). In each video, the person talks to a

camera in a self-presentation context similar to video-

conference interviews (Ponce-López et al. 2016). The

participants are of different ages, gender, nationality, and

ethnic backgrounds. The majority of videos are from Q&A

and related contexts (e.g., vlogging, How-To�s, and beauty

tips). In general, few humans appear in the video, and one

unique person is in the foreground with a safe distance to

the camera; and this person speaks with a clear voice and

without much movement (Ponce-López et al. 2016). The

number of videos from one channel was limited to three

videos per YouTube channel. The videos’ origin is quite

diverse regarding views and 5-star ratings (Ponce-López

et al. 2016). For the individuals in the videos, five-factor

personality traits, as well as an ‘‘invite for interview’’ score

(we will call this variable ‘‘job interview’’ score), were

calculated utilizing the Bradley-Terry-Luce model (Brad-

ley and Terry 1952). This resulted in five personality scores

and a job interview score, each between 0 and 1, reflecting

the degree of agreement with the given characteristic.

Specifically, 0 represents the lowest possible agreement,

and 1 indicates the highest level of agreement.

3.1.1 Structure of the Data Set

Since the data set was given within the framework of a

challenge, parts were made available at different times. The

construction of machine learning algorithms is often to

Fig. 2 Visualization of the representation imbalance problem. Blue

and red dots represent two classes. The outer and inner rings represent

two different groups of the population. The separating hyperplane

assigns left to blue and right to red. For the outer (overrepresented)

circle, and for the overall population, this separation is optimal, while

it is the worst case for the inner ring (color figure online)
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predict data (test data) using previously collected data

(training data). However, if using the test data in the

algorithm’s optimization process, this will implicitly lead

to optimization of the algorithm on the test set and not on

previously unseen data. In the case of unknown data, the

true accuracy of the model might differ from the accuracy

on the test set. To avoid this type of overfitting, the data set

was split into three subsets as recommended, e.g., by

Murphy (2012) as follows:

Training, validation, and test data sets: The training

data set contains the video data (n = 6000), as well as

ground truth annotations for the five-factor personality

traits and the job interview variable. This data set was

provided at the beginning of the challenge to train the

algorithms. In the validation data set, video data

(n = 2000) without annotations were given. Participants of

the challenge were able to receive immediate feedback on

their classification’s performance on the CodaLab platform

(Ponce-López et al. 2016). The unlabeled test data

(n = 2000) were made available 1 week before the end of

the challenge. The accuracy of this data set, measured as

the MSE, determined their final scores. After the end of the

challenge, all of this data and the labels were made

available.

3.1.2 Biases in the Data

To analyze biases in the data, we used the annotations of

gender and ethnicity by Escalante et al. (2018). These

annotations were not used in any of the winning algorithms

of the challenge. While the number of females and males

appearing in the videos was somewhat balanced, Fig. 3

shows that the videos mostly depicted people of Caucasian

ethnicity. In contrast, there was an underrepresentation of

Asian and African-American ethnicities.

Ponce-López et al. (2016) analyzed the First Impres-

sions data set with descriptive methods and found several

biases. They have also noted that, even though the same

video was often segmented into 15-s fragments, there was a

rather high intra-video variation of the labels. Because of

the labeling procedure, which was mainly a ranking of all

the videos, we would expect 50% as a fair mean for each of

the groups’ scores. Therefore, we mostly concentrated on

deviations of the scores from 50%. When considering the

means, there was a clear difference in the job interview

score for males and females—females are slightly but

significantly more likely to be invited for a job interview

and had higher assigned values for conscientiousness and

non-neuroticism (Ponce-López et al. 2016). As for eth-

nicity, Asians, in comparison to Caucasians, were more

likely to be invited for a job interview. Table 1 also shows

that there was a tendency of disfavoring African-Ameri-

cans. These tendencies were equally apparent for the other

traits (conscientiousness and non-neuroticism). In this

sense, this data is comparable to real-world data: It reflects

the biases and stereotypes existing in society, for example,

a significantly higher level of conscientiousness among

females (Goodwin and Gotlib 2004) and disfavoring

African-Americans (Ford et al. 2004; Bertrand and Mul-

lainathan 2004; Watson et al. 2011).

3.1.3 Limitations of the Data Set

The data set of the First Impressions V2 challenge has

several limitations. First, personality traits are valid pre-

dictors for job performance, but whether one performs well

in the job depends on the occupation and the situation (Tett

et al. 1991). Due to different job demands, it is essential to

consider the kind of job to accurately assess whether a

person is suitable for this job. In the First Impression data

set, the AMT workers were only told that they are human

resource specialists who should select candidates for

interviews (Tett et al. 1991).

Second, another limitation is that the videos do not

originate from the context of recruitment, specifically job

interviews; they are excerpts from publicly available

YouTube videos. The videos are self-presentation videos

from different Q&A settings, such as beauty or styling

videos (Ponce-López et al. 2016). The limitation is that the

behavior is probably slightly different in a job interview.

However, since the videos come from a self-presentation

context, the videos are similar to job interviews (one

unique person in the foreground, presentation context, clear

voice, little movement) (Ponce-López et al. 2016).
Fig. 3 Total number of Asians, Caucasians, and African-Americans

in videos of the training data set (n = 6000)
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Moreover, the setting is similar to an asynchronous inter-

view because applicants will try to present themselves in

the best way, use impression management, and apply self-

presentation strategies to convey a message or image (Chen

2016; Ma 2017). YouTubers make use of verbal expres-

sions, nonverbal cues, and purposive behaviors (Ma 2017).

The manner in which vloggers introduce themselves is

similar to the interviewee’s self-introduction to a recruiter

(Ma 2017). YouTubers want to make an impression on

their followers, which is comparable to the situation of a

candidate who wishes to convince the recruiter.

Third, another limitation of the data set is that the raters

were AMT workers without further qualifications or

recruitment background. However, since a large number of

videos have been evaluated and the AMT workers repre-

sent a cross-section of American society (Paolacci et al.

2010), and several experiments showed that AMT is an

excellent opportunity to gain a representative sample of

participants, e.g., Thomas and Clifford (2017), the results

still can be considered as meaningful. Additionally, every

person has a first impression of another person, even an

experienced recruiter (Dougherty et al. 1994). This study is

primarily concerned with how fair the algorithms repro-

duce the training data set. We assume that biases occur

even in a professional setting and would therefore like to

refine our research question to the reproduction of these

biases.

3.2 Winning Algorithms

In the following, we will briefly introduce two of the top

algorithms of the ChaLearn First Impressions V2

Challenge.

Model 1 (BU-NKU) Salah and colleagues (researchers

from Bogazici University and Namik Kemal University in

Turkey) submitted the algorithm with the best perfor-

mance, measured as the smallest MSE when compared to

the test set data (Kaya et al. 2017). At the feature level,

they used face, scene, and audio modalities.

The first preprocessing step is recognizing facial fea-

tures, where 49 landmarks are detected on each frame of a

given video (Escalante et al. 2018). After cropping, resiz-

ing, and aligning the faces, features are extracted using the

pre-trained VGG network (Parkhi et al. 2015). This system

is then fine-tuned with respect to emotions using over

30,000 training images of the FER-2013 data set (Good-

fellow et al. 2013). After the extraction of frame-level

features, the videos are summarized using functional

statistics, such as mean, standard deviation, and curvature

(Escalante et al. 2018). These deep facial features are then

combined with Local Gabor Binary Patterns from Three

Orthogonal Planes (LGBP-TOP), which applies Gabor

filters on aligned facial images (Almaev and Valstar 2013).

Furthermore, scene and acoustic features were extracted

using the VGG-VD-19 network (Simonyan and Zisserman

2014), as well as an open-source tool called openSMILE

(Eyben et al. 2010).

The modeling procedure involved an improved method

for the choice of weights in single hidden-layer feedfor-

ward neural networks called extreme learning machine

(ELM; (Huang et al. 2004)) together with a regularization

coefficient for increased robustness and generalization

capability (Escalante et al. 2018). The multi-modal ELM

models are then stacked to a Random Forest (RF), an

ensemble of decision trees, and programmed mostly in

MATLAB (Kaya et al. 2017).

Model 2 (ROCHCI) Another submission came from the

University of Rochester’s Human–Computer Interaction

department (ROCHCI). At the feature level, they used

facial and audio modalities and the transcription of what

was said in the videos. Four groups of features were used

for the classification. The first group of features was hand-

picked and -tuned from a facial tracker (available on

GitHub: https://github.com/go2chayan/FacialAction). This

involved, e.g., the position of the eyes and other landmarks

(12 in total). Apart from this, they also used a tool called

Praat to extract audio features, such as loudness or pitch of

the sound. Furthermore, facial and meta attributes were

extracted using SHORE, a commercially available face

recognition software. As the last group of features, the

video’s transcription was used to implement simple word

statistics, such as the number of unique words and the

number of filler words. All of the features were then con-

catenated. The data was modeled using gradient boosting

regression (Hastie et al. 2009) and was programmed mostly

in Python.

The reimplementation of the algorithms involved sev-

eral difficulties, which will be discussed in the following.

Several toolboxes (which have to be purchased sepa-

rately) are used. In the case of this examination, pre-

implemented functions from missing toolboxes had to be

re-implemented. As for the ROCHCI algorithm, it was

mostly programmed in Python 2.7, which had to be

migrated to Python 3.7. Furthermore, running the algo-

rithms entails large calculation times, as the data is very

large (around 16 GB). Furthermore, most algorithms used

external software, which was either commercial or free.

This adds a risk factor in replicating the results, as this

software may no longer be available. Because of these

difficulties, it cannot be guaranteed that these algorithms

were replicated one to one. However, it was verified that

the algorithms still yielded very high accuracies (over

0.98), which is the main concern of the examination at

hand.
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3.3 Connection to Practice

We aim to examine realistic scenarios and threats in con-

nection to AI- and video-based automatic selection pro-

cesses. Therefore, we conducted a thorough web-search for

‘‘off-the-shelf’’ products offering algorithms or

environments for such an automatic selection process. We

found 29 companies providing varying services. We con-

tacted them personally and gathered information on their

product’s technical details from their own or related web-

sites. A list of the companies is available upon request. We

discovered significant similarities between the different

algorithms, such as the usage of transfer learning, usage of

external products, usage of audio, video, and scenic data.

Most surprisingly, one company, in fact, used the First

Impressions data set for pre-training their own method. For

the remaining companies, at least 15 used video data of

applicants, four used external software or data, 12 used

deep learning methods, and four used other types of

machine learning algorithms. Only one company used a

purely theory-driven method from psychological research.

Note that 11 companies provided little or even no infor-

mation about their product’s technical aspects on their

website. In summary, we found significant similarities

between ‘‘off the shelf’’ algorithms actually used in the

industry and our reimplementation of the highly accurate

winning algorithms.

Fig. 4 Parallel plots of mean values for the job interview score, conscientiousness, and neuroticism scores in the training and test set, as well as

the classifications of BU-NKU and ROCHCI on the test set

Table 2 Accuracy-based fairness measures applied to the job inter-

view score in the classified labels of winning algorithms

Method Male Female Asian Caucasian African-American

BU-NKU

BCR 0.74 0.80 0.71 0.78 0.73

NMI 0.78 0.77 0.91 0.75 0.85

1-MSE 0.99 0.99 0.99 0.99 0.99

ROCHCI

BCR 0.66 0.70 0.61 0.69 0.63

NMI 0.78 0.77 0.91 0.75 0.85

1-MSE 0.98 0.99 0.99 0.99 0.98
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4 Results

We have re-implemented two winning algorithms of the

ChaLearn First Impressions V2 challenge and evaluated

the classifications in terms of fairness, and will present our

results in the following.

4.1 Comparison of Means and Standard Deviations

The First Impressions V2 data set contains biases as well as

an imbalanced representation of ethnicities. In Table 1, we

have summarized the descriptive statistics of the training

and test sets, as well as the classified labels of the winning

algorithms grouped by ethnicities. In the training and test

sets, Asian people were often preferred for job invitations

compared to Caucasian people, and they, in turn, were

preferred compared to African-American people. These

preferential tendencies were similar for conscientiousness

and non-neuroticism.

However, running the BU-NKU and the ROCHCI

algorithms on the test set, Fig. 4 shows that the job inter-

view score and conscientiousness are underestimated for

Asian people. Asian people were given, on average, lower

job interview scores than Caucasian people, with smaller

standard deviations. Furthermore, the strength of the bias in

favor of Asians differs between training and test set. It is

striking that, even though Asian people had higher job

interview scores in the training and the test set (see

Table 1), the BU-NKU and ROCHCI algorithms strongly

underestimated these values in their classifications.

Furthermore, as depicted in Table 1, the variances of all

predicted job interview scores are smaller in comparison to

the ground truth labels.

4.2 Accuracy and Fairness Measures

To evaluate the different algorithms, we began by com-

puting different accuracy measures, as depicted in Table 2.

We see that especially the measures NMI and BCR, which

are also used in the fairness literature, seem to pick up the

differences between the groups more sensitively compared

to the MSE, which was optimized by the algorithms. In an

attempt to quantify both the independence of the groups

(Dwork et al. 2012), as well as the independence of the

groups given the outcome (Hardt et al. 2016), we calculated

the fairness measures DI and EqOppoFN. The results

reported in Table 3 show that both of these measures pick

up the biases found in a prior descriptive analysis of the

data (see Table 1). For these measures, two extrema could

be detected. First, as visualized in Table 3, the requirement

Table 3 Group-comparison-

based fairness measures applied

to the job interview score in

training and test set, as well as

the classified labels of winning

algorithms on the test set

Method Male Female Asian Caucasian African-American

Training data set

DI 0.97 1.03 1.01 1.03 0.96

Test set

DI 0.89 1.12 1.18 1.25 0.72

BU-NKU (test set)

DI 0.86 1.17 0.92 1.39 0.68

1
EqOppoFN

0.65 1.54 0.76 1.74 0.82

ROCHCI (test set)

DI 0.82 1.22 1.05 1.15 0.83

1
EqOppoFN

0.64 1.56 0.95 1.34 0.80

Table 4 Statistics for the data

classified by the BU-NKU and

ROCHCI algorithms: p-values
for paired t-tests and Cohen’s d

values for different attributes

and ethnicities

Attribute Group BU-NKU ROCHCI

p d p d

Conscientiousness 0.01 - 0.38 0.01 - 0.40

Job interview score Asian 0.13 - 0.23 0.12 - 0.26

Neuroticism 0.03 0.28 0.22 0.18

Conscientiousness 0.07 - 0.03 0.06 - 0.05

Job interview score Caucasian 0.45 - 0.01 0.03 - 0.06

Neuroticism 0.50 0.01 0.29 - 0.03

Conscientiousness 0.36 0.05 0.00 0.30

Job interview score African-American 0.90 - 0.01 0.13 0.13

Neuroticism 0.74 - 0.02 0.00 0.30
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of the DI value being above 0.8, i.e., the 80% rule, was not

achieved for the group of African-American people when

the BU-NKU classification was used. Furthermore, the

ratio of negative classifications, as quantified by the

EqOppoFN value, was the highest for the male group.

As can be seen in Table 3, neither the training nor the

test set contained large (enough) group differences to result

in a DI score below 0.8 for males. However, in the clas-

sified data, they fail the 80% rule multiple times.

Using paired t-tests, the significances in the differences

between algorithmic scoring and true annotations of the

test set were calculated, grouped by ethnicities and gender.

The detailed results, when grouped by ethnicity, are

depicted in Table 4. Here, the BU-NKU predictions

showed significant discrepancies (with medium effect

sizes) for Asians, and the ROCHCI predictions showed

significant discrepancies for Asians and African-Ameri-

cans. Regarding the job interview score, the ROCHCI

predictions were significantly different for Asians and

African-Americans, with effect sizes of - 0.3 and - 0.4,

respectively. However, for Caucasians, the largest group in

both data sets, we found no differences.

5 Discussion

We have replicated two highly accurate algorithms for

classification tasks in the recruiting context and found that

these algorithms still have deficits concerning inherent

biases and unpredictable classifications. First, the predic-

tive models replicate the bias existing in the training data.

Both of the reproduced machine learning models trans-

ferred bias from the data set, even though they used very

different algorithms (neural networks and decision trees,

gradient boosting).

Second, consistent biases in the training data tend to be

amplified by the predictive models when there is a bal-

anced representation of groups in the data set. Both of the

technically different, high-accuracy machine learning

models increased the gender bias (favoring women) from

the gender-balanced data set. As a result, the model’s

output failed the 80% rule test multiple times, even though

the training data did not. The amplification of the bias does

not impact the model accuracy between groups when

measured by the MSE. As for the other fairness measures,

the NMI seems to be less sensitive to tendencies and biases

than, for example, the BCR.

And third, biases favoring or disfavoring underrepre-

sented groups in the data set (in this case, ethnicity) may be

both over- or underestimated by machine learning models.

For example, in the case of ethnicities, Asians were dis-

favored even though this tendency was neither observable

in the training data nor the test data; thus, this outcome was

unpredictable. Unlike standard procedures in statistics,

general guidelines or precise calculations for recommend-

able sample sizes do not exist in the machine learning

literature. And much less for subgroup sizes, as in the case

of Asians. Note that a small subgroup size may be per-

missible due to general contextual information, which can

be extracted from any sample and is valid for the whole

population (such as landmarks of the face, language, and so

on). Therefore, we cannot exclude that this might be a

sampling effect due to the small subgroup sample of

Asians. Because of the known tendencies of machine

learning algorithms in class imbalance, it may be natural to

expect the tendency of over- and underestimation to

transfer to the representation imbalance problem. However,

we would like to point out that a rigorous proof of this has

yet to be published to the best of the authors’ knowledge.

This paper aimed at raising awareness about the possible

difficulties regarding the unfairness of algorithmic decision

making despite the high accuracy of the algorithm in the

context of HR analytics. Previous research highlighted the

advantages, such as cost and time savings (Suen et al.

2019; Leicht-Deobald et al. 2019), but knowledge of the

potential problems of algorithmic decision making is still

limited in the HRM literature. Using naturally occurring

and realistic data, our findings add to the current knowl-

edge in several ways. First, although companies stress the

importance of implementing algorithmic decision making

to become more objective and fairer in their recruitment

process (Deloitte 2018), our results show that algorithmic

decision making does not eliminate the threat of implicit

biases and unfairness towards certain groups of people.

Therefore, algorithms still lead to biased outcomes con-

cerning gender, ethnicity, and personality traits if they

build upon inaccurate, biased, unrepresentative, or unbal-

anced training data (Mehrabi et al. 2019; Barocas and

Selbst 2016). In this case, the algorithm replicates and

reinforces the existing biases and subjective prejudices in a

society (Crawford and Schultz 2014).

Second, both algorithms replicated the biases of human

judgments and (partially) amplified them. Females, for

example, had higher job interview scores than males. Thus,

even though algorithmic decision making should help

companies to increase the objectivity and fairness of their

recruitment process (He 2018), algorithmic decision mak-

ing is not a panacea for eliminating biases, especially if the

training data are inaccurate or unrepresentative in several

ways. Complicating this issue, the specific kind of bias

might be less apparent, as is the case for our data sets of the

First Impressions challenge. For example, the ethnicity of

the person in the video was coded after the challenge, and

the resulting bias only appears because we tested the

algorithm for these additional characteristics. Therefore,

companies’ recruiting functions need to know more about
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the specific aspects of the training data set used by service

providers. Otherwise, there is a threat of excluding well-

fitting candidates by the algorithm due to hidden biases.

Third, we found that underrepresentation in the data set

might lead to unpredictable classifications. For example,

there was an underrepresentation of Asians in the data sets

used here, and in turn, both of the algorithms underesti-

mated the job interview score for Asians. All applicants

should have equal hiring opportunities, although under-

representation in the applied algorithm’s training data set

reduces one’s chance to get invited to a job interview if a

person belongs to an underrepresented group. Therefore,

when implementing algorithmic decision making, compa-

nies need to control and understand the training data set

and should try to avoid any underrepresentation of certain

groups of people or personal characteristics (Holstein et al.

2019). Otherwise, companies might jeopardize a diverse

workforce in the enterprise, which is often a business pri-

ority (Economist 2019).

6 Practical Implications

There are important practical implications that follow from

our results. First of all, our analysis shows that HR man-

agers have to be careful when implementing algorithmic

decision-based interview tools.

Our findings are in line with the notion forwarded by

other researchers (e.g., (Langer et al. 2019; Holstein et al.

2019)) that companies must be cautioned to enforce and

apply such algorithmic decision-making procedures care-

fully. Moreover, when implementing an algorithm,

responsibilities and accountability must be clarified

(Tambe et al. 2019). The HR management should coop-

erate with members of the organizations who have ade-

quate expertise and a sophisticated understanding of the

used tools to meet the challenges that the implementation

of algorithmic decision making might face (Barocas and

Selbst 2016; Cheng and Hackett 2019; Canhoto and Clear

2020). HR managers need to understand, with the help of

the company’s data scientists, how the algorithms operate

(e.g., how the algorithm uses data and evaluates specific

criteria) and disclose the aspects for the algorithmic deci-

sion. This comes with responsibility; organizations should

clearly define humans responsible for applying algorithmic

decision-tools (Lepri et al. 2018).

Furthermore, companies need to control the training

data set and be responsible for applying the algorithmic

decision-making tool (Lepri et al. 2018). Firms should

implement proactive auditing methods (Holstein et al.

2019) since it is important to verify and audit the algo-

rithmic decision process regularly (Kim 2016). Since

fairness and, conversely, unfairness depends on the specific

context (Lee 2018), and these contexts may vary remark-

ably, there is a need to develop automated auditing tools

and innovative approaches to assess the context-specific

fairness of algorithmic decision-making tools and machine

learning (ML) systems (Holstein et al. 2019).

Firms investing in external service providers for HR

algorithms need to know more about the training data set to

evaluate if they (mis-)fit their company context. Often, the

algorithm’s code and training data set are not transparent to

the clients (Raghavan et al. 2020; Sánchez-Monedero et al.

2020). For example, if a service provider trained its algo-

rithms only on a specific ethnic group, the recruitment of

international applicants might be biased if companies

solely rely on the algorithm’s suggestions for their hiring

decisions. HireVue, for example, does not give detailed

information about the training data set on their website.

HireVue mentions that they do not have a one-size-fits-all

algorithm. The data set of Precire consists of only 5201

persons representing the German population, including

people with a German speech level of at least C1 (Stulle

2018). No information is available about the origin of the

5201 people (Linnenbürger et al. 2018). HR managers

should receive detailed information about the data sets, the

codes, and the service provider’s procedures and measures

to prevent biases. This information should be discussed

with the company’s data scientist because the interplay of

domain knowledge and programming is indispensable.

In summary, companies should not rely solely on the

information provided by algorithms or even implement

automatic decision making without any human control. As

a prominent example, Amazon’s hiring algorithm yielded

an extreme bias in favor of only male applicants, which

finally led Amazon to shut down the complete automatic

decision-making systems for their hiring decisions (Sack-

mann 2018). While a gender bias of algorithmic decision

making in the case of Amazon seems obvious, implicit

biases of less apparent characteristics might be more

problematic because they are more difficult to identify (and

test for).

7 Limitations and Future Research

The data set of the First Impressions V2 challenge has

several limitations, as mentioned in Chapter 3.1.3 and in

the study itself. The limitations give rise to further ideas for

future research. First, it would be interesting to test video

clips of interviews originating from the recruitment con-

text. However, it is incredibly difficult to obtain videos

from the recruitment context due to data protection

regulations.

Moreover, the employment description must be more

precise, and several types of jobs should be examined. In a
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further study, it would be interesting to test algorithms

from the application context for their unfairness potential.

We tried to obtain algorithms from the recruitment context

(see Sect. 3.3), but most service providers were unwilling

to share their algorithms for research purposes. A list of

contacted service providers is available upon request.

Furthermore, we have restricted ourselves to reproduc-

ing highly accurate algorithms, as they might be used in the

industry, instead of proposing ways to correct the bias. The

ways of reweighting the data set or using constraint-based

optimization in current research have been proposed for

relatively simple data sets. It is unclear how to modify

videos or the various feature engineering procedures for

fairness. This also goes beyond the scope of this paper. It

would have been possible to recalibrate the data after the

procedures (which would mean to artificially ‘‘boost’’ the

scores of, e.g., African-Americans by adding a small con-

stant), but this would not only lack explainability but also

be unrealistic for real-world purposes. Additionally, since a

single definition of or a consensus on how fairness may be

quantified does not yet exist (Mehrabi et al. 2019), the

ways to achieve universal fairness remain unclear. The

future research question could be: ‘‘To what extent can

algorithmic de-biasing strategies be applied?’’ or ‘‘What

are possible ways to avoid bias?’’.

Another future research avenue is to take a closer look at

the difference in reliability and validity between algorith-

mic decision making and humans (Suen et al. 2019). Even

though deviances from optimal fairness can be shown in

many algorithmic decision-making settings, it is important,

especially for practitioners, to know whether it would still

be a positive change compared to human raters. Conse-

quently, another future research question could be: ‘‘What

is the difference in reliability and validity between AI-

decision-makers and human raters?’’.

Furthermore, we only considered asynchronous video

interviews and tested them for fairness. The literature is

still at the beginning concerning other selection tools and

assessing their fairness or unfairness, for example, gami-

fication or algorithmic CV screening. Relatedly, a fruitful

research avenue is a search for and detection of unfairness

in other real-life data sets over and beyond observable

characteristics (Mehrabi et al. 2019). Consequently, a

complete algorithmic-based selection process with several

stages could be tested for fairness or unfairness in future

research.

8 Conclusion

In this paper, we show that even highly accurate algorithms

can be discriminatory, and we highlight the ethical issues

that might occur when using algorithms in the HR context.

Our analysis emphasizes the importance of considering

fairness aspects when implementing algorithmic decision

making in the HR context. This article contributes to a

better understanding of the unfairness potential of algo-

rithms in HR recruitment. Companies are increasingly

using algorithmic decision making in recruitment to save

costs and achieve more objectivity in the recruitment and

selection context. However, the utilization of algorithms in

recruitment does not necessarily free companies from

prejudices. As our study shows, the algorithmic outcomes

can be biased, existing inequalities can be amplified

depending on the training data, and unpredictable classifi-

cations can result from underrepresentation in the training

data set. Therefore, it is essential to audit the quality of the

training data set to prevent unfairness in advance. If

companies use an algorithm in the hiring process, they risk

losing well-fitting applicants because the algorithm does

not put all suitable candidates on the shortlist for a job

interview. In this case, the pre-selection of the algorithm is

problematic, and the human recruiter is unable to detect or

solve this issue.
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