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Abstract
Since the use of business analytics promises automation of business processes and 
time savings, the budgeting process seems predestined for the integration of analyti-
cal methods. Therefore, this study examines the determinants of the use of business 
analytics in the budgeting process and its effect on satisfaction with the budgeting 
process. Specifically, we focus on one technical determinant (data infrastructure 
sophistication) and the importance of the two major budgeting functions (the plan-
ning and the evaluation function), which could affect the degree of dissemination of 
using analytical methods. Based on a survey among German companies, we find, as 
predicted, that the sophistication of the data infrastructure is positively associated 
with the use of business analytics in the budgeting process. Further, the more a com-
pany emphasizes the planning function, the greater the extent to which business ana-
lytics is used in the budgeting process. In contrast, we find no association between 
the evaluation function and the use of business analytics in the budgeting process. 
Finally, we find that the use of business analytics is positively associated with sat-
isfaction with the budgeting process. Thus, the use of business analytics can help to 
overcome dissatisfaction with traditional budgeting systems. Overall, our findings 
provide practitioners with valuable indications under which circumstances the use of 
analytical methods appears reasonable.
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1 Introduction

Budgets are widespread but are criticized just as strongly by practitioners and aca-
demics (Ekholm and Wallin 2000; Hope and Fraser 2003; Jensen 2003; Sivabalan 
et al. 2009). Frequently cited points of criticism are, for example, that budgets are 
time-consuming, add too little value given the time required to prepare them, or 
that they are too often based on unsupported assumptions and guesswork (Hansen 
et al. 2003; Neely et al. 2003). Although research has presented alternatives such 
as non-budgeting (Becker 2014), beyond budgeting (Bøgsnes 2009; Østergren 
and Stensaker 2011; Becker 2014) and better budgeting (Neely et al. 2003), tradi-
tional budgeting tends to keep its strong position in companies (Henttu-Aho and 
Järvinen 2013).

Yet, the current advances in information technology have the potential to make 
a lasting difference to the ways that accounting in general and budgeting in spe-
cific is carried out (e.g., Taipaleenmäki and Ikäheimo 2013). Business intelli-
gence (BI) solutions offer new opportunities to automatically collect and lever-
age data that support data-driven decision making (Brynjolfsson and McElheran 
2016). In fact, there seems to be an upward trend for using quantitative modeling 
such as business analytics (Fotr et al. 2015), which refers to the extensive use of 
data and corresponding sophisticated analyses. These new advances can surpass 
human performance levels and help companies to improve decision making. Fur-
ther, prior research highlights that the successful implementation of information 
technology (IT) innovations, in general, allows companies to achieve significant 
improvements in the areas of time savings and convenience (Brynjolfsson and 
Hitt 1995, 2000; Davenport and Short 1990).

Time savings and increased convenience seem particularly promising for the 
budgeting process as both relate directly to frequently cited points of criticism. 
Therefore, we investigate whether the use of business analytics in the budgeting 
process increases satisfaction with the budgeting process. Further, we consider 
that the use of business analytics in the budgeting process likely differs between 
companies because the required costs are high while the organizational advan-
tages are uncertain ex-ante (Brynjolfsson et al. 2019). Therefore, we also examine 
factors that potentially affect the cost–benefit-ratio and consequently the degree 
of dissemination of using analytical methods. Specifically, we focus on one tech-
nical determinant, which is the sophistication of data infrastructure, because a 
more sophisticated data infrastructure reduces the additional costs of implement-
ing business analytics in the budgeting process. We also consider that the impor-
tance of the two major budgeting functions (the planning and the evaluation func-
tion) could have an impact on the urgency of investing in analytical solutions and, 
thus, could affect the degree of dissemination of using analytical methods. This 
can be attributed to the different purposes of the budgeting functions, which range 
from the best estimate of an expected outcome (planning function) to a motiva-
tional target (evaluation function) (Emmanuel et  al. 1990). Business analytics 
likely supports the planning function because they can help companies to reduce 
the duration of budgeting and to improve the accuracy of planning. Therefore, we 
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expect that a company’s importance of the planning function is positively associ-
ated with its use of business analytics. With regard to the evaluation function, the 
use of business analytics could allow companies to set more accurate targets by 
the use of technology. However, companies that emphasize the evaluation func-
tion could also consciously avoid the use of business analytics because employee 
participation in the budgeting process offers psychology-based reasons for higher 
employee performance. Therefore, we expect that there is no association between 
a firm’s importance of the evaluation function and the use of business analytics.

To investigate these potential determinants of the use of business analytics in the 
budgeting process and to examine the effect of business analytics on satisfaction with 
the budgeting process, we conducted a survey among German companies. Our data 
set contains 115 responses of company representatives. Using a partial least squares 
model (PLS), the empirical results provide statistical support for our predictions. We 
find that data infrastructure sophistication is significantly positively associated with 
the extent of using business analytics in the budgeting process. Further, we find that 
a firm’s importance of the planning function of budgeting is significantly positively 
associated with the use of business analytics in the budgeting process. However, we 
find no statistically significant association between a firm’s emphasis on the evalu-
ation function and use of business analytics in the budgeting process. Finally, the 
empirical findings support our expectation of increased satisfaction with the budget-
ing process in association with a greater extent of using business analytics.

Our study contributes to research and practice in several ways. First, by investi-
gating the use of business analytics in the budgeting process, we respond to several 
calls from prior literature to analyze how technology affects management account-
ing. As we examine the effect of business analytics on satisfaction with the budg-
eting process, we illuminate an important “technology-driven significant change 
[…] in the field of accounting” (Taipaleenmäki and Ikäheimo 2013, 341). With 
the explicit focus on analytical methods as a subpart of BI solutions, we also add 
to Elbashir et  al. (2011, 178), who posit that “future research should explore this 
[BI] diffusion phenomenon in order to better understand the impact on management 
accountants’ roles.” Second, we investigate the effects of business analytics on one 
of the most important management accounting tools, namely budgeting. Thereby, 
we add to the predominantly descriptive literature stream that assesses the status 
quo of digitization and the use of business analytics in accounting and “Control-
ling” (e.g., Keimer and Egle 2018; Schäffer and Weber 2018). More specifically, we 
identify factors that influence the extent of the use of business analytics in the budg-
eting process. Third, while prior research has mainly focused on the performance 
effects of digitization (e.g., Chae et al. 2014; Elbashir et al. 2008; Côrte-Real et al. 
2017) and system success (e.g., Chapman and Kihn 2009; Elbashir et al. 2011), we 
contribute to this research stream by investigating the effect of digitization on the 
perceptual measure of satisfaction with the budgeting process. Finally, we expand 
prior research on budgeting by using self-created measures, which is in line with the 
call of Sivabalan et al. (2009, 868) to “broaden the way we measure existing budget 
variables.”

From a practical point of view, we inform practitioners that investments in 
the data infrastructure are necessary to improve processes. Further, we provide 
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indications when these investments are particularly necessary, i.e., when the plan-
ning function of budgeting is pursued, but not when the evaluation function is pre-
ferred. We also show that efforts to support the budgeting process with analytical 
methods lead to overall higher satisfaction with the process. Hence, firms who are 
dissatisfied with the budgeting process could evaluate whether analytics could ben-
efit them with overcoming their problems.

The remainder of this study proceeds as follows. Section  2 provides the back-
ground to budgeting in general and its interplay with business analytics. Section 3 
presents the hypotheses development. Section 4 describes the methodology of our 
study. Section 5 presents the survey results. Section 6 concludes the paper.

2  Background and related literature

2.1  Budgeting

Budgets are an important tool for short-term planning and control in organizations 
(Anthony et al. 2007; Otley 1999). They assist companies in making decisions about 
alternative courses of action (Merchant and Van der Stede 2012) and allow them to 
reflect on their operating capacity utilization (Langfield-Smith et al. 2005). In this 
sense, we define budgeting as the entirety of the processes that describe the develop-
ment and use of budgets.

Budgeting can be used for both operational and strategic functions. However, as 
the potential benefits of digitization for companies are much more apparent in opera-
tional budgeting functions than in strategic functions, we are focusing on the opera-
tional budgeting functions (Hansen et  al. 2003; Hansen and Van der Stede 2004; 
Sivabalan et al. 2009). Thereby, budgeting can serve different operational functions, 
each with different implications. Extant research identifies three major functions of 
operational budgeting: evaluation, planning, and control (Henttu-Aho and Järvinen 
2013; Sivabalan et al. 2009).

The evaluation function of budgeting refers to the budget-based performance-
evaluation. Since performance evaluation can apply to both individuals and organi-
zational units, it can be divided into staff evaluation and business unit evaluation. 
Such a distinction can be particularly useful in highly volatile environments where 
companies may refuse to use budgets to evaluate their employees but still want to 
know how the business unit has been performing relative to a budget (Sivabalan 
et al. 2009). Yet, prior research focuses on the staff evaluation function of budgeting 
because of its great practical importance and its inherent conflicts between superiors 
and subordinates. We follow this line of research and focus on the staff evaluation 
function in the following.

The planning function of budgeting refers to the development of plans. It includes 
the coordination of resources across organizational units, formulation of action plans, 
determination of expected costs as a basis of price floors, and encouragement of inno-
vative behavior (Sivabalan et al. 2009). Conceptually, the planning function is decou-
pled from budget-based performance-evaluation aspects so that the accuracy of plan-
ning should only reflect the ability to predict changing circumstances and should not 
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include evaluative or motivating considerations (Arnold and Artz 2019; Henttu-Aho 
2018). Vice versa, when providing estimates, managers who prioritize the evaluation 
function of budgeting could, therefore, distort information due to the (un)conscious 
evaluation focus.

The control function is regarded as another standalone function of budgeting. Spe-
cifically, the board of directors tends to use budgets as a monitoring device since budg-
ets are one of the few formal financial controls that are provided to directors (Baysinger 
and Butler 1985). Further, budgets can also be used for the control of costs during the 
period. However, the control function is independent of predicting future developments 
and also less time-consuming. Since the advantages of business analytics are unlikely 
to materialize in the control function, our study focuses on the planning and staff evalu-
ation functions of budgeting.

While budgets can be expressed in different ways, annual budgets are often set up 
as formal financial controls (Merchant and Van der Stede 2012; Sivabalan et al. 2009). 
The time horizon of annual budgets for budget planning is 1 year, and the results are 
accompanied by formal process guidelines and close integration with the annual per-
formance assessment (Merchant and Van der Stede 2012). In addition to annual budg-
ets, companies also use alternative budget forms that are updated more than once a year 
such as rolling forecasts (Haka and Krishnan 2005). Rolling forecasts refer to continu-
ous and periodical (monthly or quarterly) forecast updates of the budget so that com-
panies can adapt flexibly to new market conditions (Haka and Krishnan 2005; Hansen 
2011; Hansen and Van der Stede 2004).

As annual budgets and rolling forecasts have different time horizons, the findings of 
recent research suggest that companies are using rolling forecasts as a complementary 
tool supporting the planning and control functions of annual budgeting (Ekholm and 
Wallin 2000; Henttu-Aho and Järvinen 2013; Sivabalan et al. 2009). It is thus likely and 
plausible that rolling forecasts are well interrelated with the annual budgeting process 
in practice. In fact, elements of rolling forecasts can also be found in annual budgeting 
in the sense that companies update their budgets after extraordinary events (Henttu-
Aho 2018). However, these findings also imply that the dimensions of annual budgets 
and rolling forecasts overlap with the budgeting functions. With respect to Sivabalan 
et al. (2009), who find that the planning and control functions are regarded as more 
important than the evaluation function of budgeting, it appears that this relation is valid 
for both annual budgets and rolling forecasts. Besides, the focus of companies is often 
shifted to the corporate environment so that organizational considerations are pushed 
into the background. Especially when companies operate in a volatile environment, 
the importance of the planning function grows, such that forecasts have to be carried 
out much more frequently and with higher accuracy (Becker et al. 2016; Goretzki and 
Messner 2016; Palermo 2018). In other words, there is a clear tendency towards more 
predictive accounting practices (Henttu-Aho 2018), which can be supported by analyti-
cal software.
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2.2  Business analytics

BI systems typically build on an existing enterprise resource planning (ERP) system 
to enhance data integration, preparation and analysis, and to support decision-mak-
ing (Halladay 2013). In recent years, there has been substantial progress in data stor-
age and processing technologies so that managers can now incorporate new oppor-
tunities in collecting and handling data into their decision-making (Brynjolfsson 
and McElheran 2016). In addition, BI systems are generally designed in such a way 
that they can also be used effectively in managerial control (Huikku et al. 2017). As 
such, BI comprises a number of different analysis techniques or simply put business 
analytics.

Previous research on business analytics has not yet been able to agree on a com-
mon definition. Instead, different perspectives have emerged in an attempt to define 
business analytics (e.g., Holsapple et al. 2014). From a frequently cited capability-
set perspective, business analytics can be understood as “the extensive use of data, 
statistical and quantitative analysis, explanatory and predictive models, and fact-
based management to drive decisions and actions” (Davenport and Harris 2007, 7). 
In this sense, business analytics can be classified as descriptive and diagnostic, pre-
dictive, and prescriptive analytics (Applebaum et  al. 2017). Descriptive and diag-
nostic analytics refer to the basic question of what has happened. Typically, descrip-
tive statistics, dashboards and other forms of visualizations are applied (Dilla et al. 
2010). Predictive analytics is aimed at uncovering patterns and relationships in data, 
thereby answering the question of what could happen (Applebaum et al. 2017; Gan-
domi and Haider 2015). Methods of predictive analytics typically cover statistical 
techniques such as regression, factor analysis, and clustering or machine learning 
techniques such as neural networks (Chen et al. 2012; Gandomi and Haider 2015). 
What distinguishes predictive analytics is its proactive focus on forecasting, while 
descriptive and diagnostic analytics mainly concentrate on the analysis and report-
ing of past data (Halper 2013). In other words, predictive analytics uses an inductive 
logic instead of a deductive logic (Huikku et al. 2017). Finally, prescriptive analyt-
ics refers to the question of what should be done and follow an optimizing approach 
(Gandomi and Haider 2015).

Other definitional approaches understand business analytics as a collection of 
specific technologies or activities [e.g., online analytical processing (OLAP)] that 
contributes to improved guidance of human decisions but also provides automated 
decisions (Bose 2009; O’Dwyer and Renner 2011; Tyagi 2003).

With respect to the general trend of digitization and machine task automation, 
routine tasks (i.e., precise and carefully codified procedures) are potentially subject 
to computational automation (Autor et  al. 2003; Autor 2013). Given the steadily 
increasing computational power, IT implementations such as business analytics can 
expand its scope beyond simple back-office support (Bresnahan et al. 2002). Since 
budgeting involves a number of recurring process steps, the effects of digitization 
could be integrated comparatively quickly into companies’ budgeting processes 
(Warren et  al. 2015). Further, there is a general upward trend for using quantita-
tive modeling (Fotr et al. 2015), which is expected to benefit budgeting as it may 
produce more accurate forecasts for annual budgeting and rolling forecasts (Huikku 
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et al. 2017). Especially in a volatile business environment, more accurate forecasts 
could prove to be a tremendous competitive advantage (Hofer et al. 2015). There-
fore, the use of business analytics in the budgeting process represents a promising 
improvement in budgeting. Although business analytics does not guarantee exact 
forecasts, the improved pace and, thus, convenience (Brynjolfsson and Hitt 1995, 
2000; Davenport and Short 1990) of the budgeting process appear as enticing 
prospects, given that time consumption is a major point of criticism of budgeting 
(Hansen et al. 2003).

Hence, this study investigates the drivers of the use of business analytics in the 
budgeting process and its effect on satisfaction with the budgeting process. In light 
of various definitional approaches, we understand business analytics in a multifac-
eted way so that it consists of a collection of technologies or activities that can con-
tribute to the automation of business processes, but its concrete use depends on the 
time horizon concerned (descriptive, diagnostic, predictive, and prescriptive analyt-
ics). Satisfaction with the budgeting process refers to the satisfaction of the employ-
ees who are responsible for the budgeting process with regard to the duration of the 
process, the use of resources, and costs. In the following, we derive our hypotheses 
regarding the drivers of the use of business analytics in the budgeting process and its 
effect on satisfaction with the budgeting process.

3  Hypotheses development

3.1  Data infrastructure sophistication

The data infrastructure sophistication is part of the IT infrastructure sophistication, 
which refers to “the extent to which an organization has diffused the key information 
technologies into its foundation for supporting business applications” (Armstrong 
and Sambamurthy 1999, 309). A more sophisticated data infrastructure relates to a 
more embedded data management with more standardized and higher quality data 
that enables companies to acquire and store data and to prepare and retrieve it for 
analysis (Chen et al. 2012; Gandomi and Haider 2015; Grover et al. 2018; Labrinidis 
and Jagadish 2012). Data quality is characterized by precision, completeness, timeli-
ness, consistency, unambiguousness, or accessibility of data (Fox et al. 1994; Miller 
1996).

While these descriptions may lead to the assumption that all companies use a 
highly sophisticated data infrastructure to remain competitive, Brynjolfsson et  al. 
(2019) point to the time lag between the IT investment and its benefits. Specifically, 
they argue that the more far-reaching the investment charges because of a stronger 
IT implementation, the longer the average time lag between the initial invention of 
a technology and its full impact on companies. This is because the establishment 
of a highly sophisticated data infrastructure is frequently accompanied by losses in 
local autonomy, flexibility, and implementation costs (Goodhue et  al. 1992). Fur-
ther, the time lag between the IT investment and its positive impact on companies 
implies that companies have fewer problems estimating the contemporary IT invest-
ment than future advantages. For example, the use of a highly sophisticated data 
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infrastructure requires skilled but also costly managers and employees that make use 
of the data availability (Bresnahan et al. 2002). In contrast, the positive effects on 
decision making are comparatively uncertain. Therefore, it is not only important but 
also challenging for companies to determine the specific level of the sophistication 
of the data infrastructure whose benefits exceed the costs of implementation (Good-
hue et al. 1992).

With regard to business analytics, companies aim at evaluating complex and rel-
evant data that is available in the company-wide database along with other infor-
mation (Granlund and Malmi 2002). This implies that the use of such highly com-
puterized organizational processes is accompanied by greater production of data 
(Bresnahan et al. 2002). The ability to process new information and make external 
data usable is, therefore, one of the most important factors in the integration of BI 
systems into corporate structures (Elbashir et  al. 2011). Hence, business analytics 
creates more value for companies when they are integrated more within the data 
infrastructure (Elbashir et al. 2013). As a result, more sophisticated data infrastruc-
ture increases the benefits of business analytics (Elbashir et al. 2011). Specifically, 
companies have to undergo some kind of learning process in order to overcome 
obstacles and to make individual adaptations that meet their needs. Vice versa, a 
more sophisticated data infrastructure reduces the additional costs of implementing 
business analytics and thus makes it more likely that its benefits exceed the costs of 
implementation.

Since the positive effects of business analytics are higher and accessible at lower 
costs when companies have made higher investments in their data infrastructure, we 
expect that a more sophisticated data infrastructure facilitates the use of business 
analytics in the budgeting process. Thus, we propose the following hypothesis:

H1: The sophistication of the data infrastructure is positively associated with a 
company’s use of business analytics in the budgeting process.

3.2  Planning and evaluation function of budgeting

Like almost all business processes, budgeting follows a clear economic logic: at the 
beginning, the budgeting process is assigned to employees because they are flexible 
and adaptive. With a steady increase in formalization and codification, forecast esti-
mations become more accessible for business analytics since computers usually out-
perform humans in the execution of repetitive mathematical tasks (Autor 2013). In 
addition, analytical methods can better incorporate planning constraints such as lim-
ited resources and dependencies between subunits than humans (Grover et al. 2018). 
Further, business analytics promises a faster budgeting process and thus greater con-
venience (Brynjolfsson and Hitt 1995, 2000; Davenport and Short 1990), which is 
an important advantage in view of the otherwise time-consuming budgeting process.

With regard to the planning function of budgeting, business analytics enables 
companies to better predict future developments and simplify scenario analyses 
(Davenport and Harris 2007). Then, the predicted forecast reflects the actual out-
come more precisely. This is important because it allows firms to set up more 
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accurate plans and therefore to improve decision making. Prior research supports 
this argument because a high level of forecast accuracy can be a decisive advan-
tage when companies operate in a highly competitive or uncertain environment, 
(Becker et  al. 2016; Goretzki and Messner 2016; Palermo 2018). Research also 
provides evidence that the budgeting process duration is higher when forecast 
accuracy is lower (Schäffer and Weber 2016). This result suggests that business 
analytics can help to reduce the budgeting process’s duration and improve fore-
cast accuracy simultaneously. Against this background, we argue that business 
analytics is particularly beneficial for enhancing the development of plans. Con-
sequently, we expect that the more the company emphasizes the planning func-
tion of budgeting, the more likely it is that the use of business analytics in the 
budgeting process will be present. We formally state the following hypothesis.

H2a: A company’s importance of the planning function of budgeting is positively 
associated with its use of business analytics in the budgeting process.

With regard to the evaluation function of budgeting, on the one hand, compa-
nies may also benefit from more accurate budgets and more efficient budgeting 
processes. As the use of business analytics helps companies to determine more 
realistic estimates, companies can also deduce budgets that are likely challenging 
targets (Becker 2014; Bourmistrov and Kaarbøe 2013; Henttu-Aho and Järvinen 
2013). Then, companies can also be more confident that variances are due to agents’ 
insufficient effort. Further, the use of business analytics can help companies to cir-
cumvent issues related to agents’ strategic behavior when determining the budget if 
agents deploy their informational advantage opportunistically during the budgeting 
processes. Therefore, companies that emphasize the evaluation function of budget-
ing could be more inclined to use business analytics in the budgeting process.

On the other hand, companies may explicitly refrain from using business analyt-
ics when they emphasize the evaluation function of budgeting if companies prefer 
that their employees participate in the budgeting process. Prior research on par-
ticipation in budgeting shows that participation can be valuable for the principle 
because it increases agents’ performance for psychology-based reasons (e.g., Wong-
On-Wing et  al. 2010). According to Locke and Schweiger (1979), agents’ perfor-
mance can increase if agents participate in the budgeting process because they attain 
their own values, greater motivation, and improved flow of information. Further, in 
an environment of high uncertainty, companies are often inclined not to use budgets 
to evaluate employees because the unpredictable circumstances make it difficult to 
utilize the budget as an appropriate performance benchmark (Sivabalan et al. 2009), 
which in turn would suggest that business analytics are particularly useful. Finally, if 
budget accuracy is understood to mean how well the budget-related target has been 
met (Otley 1978; Van der Stede 2000), then no discernible value contribution can 
be seen from analytical methods, as it is purely intended to serve as an evaluative 
element. In this case, a company whose major priority is employee motivation will 
initially avoid the investment costs of a sophisticated data infrastructure and the use 
of analytical methods in the budgeting process.
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To account for the theoretical uncertainty of whether a company’s importance of 
the evaluation function of budgeting has a positive or negative effect on the use of 
business analytics in the budgeting process, we formulate the following hypothesis 
in the null form.

H2b: There is no association between a company’s importance of the evaluation 
function of budgeting and its use of business analytics in the budgeting process.

3.3  Effect of business analytics on satisfaction with the budgeting process

Finally, we consider the effect of the use of business analytics in the budgeting pro-
cess on satisfaction with the budgeting process. Recall that budgets are among the 
most important and most frequently used instruments in management accounting 
because budgets offer advantages in terms of planning and coordination (Sivabalan 
et al. 2009). However, budgets are also often the subject of criticism by both prac-
titioners and researchers (Hope and Fraser 2003; Jensen 2003; Libby and Lindsay 
2010; Wallander 1999). The time consumption and the consequently low value rela-
tive to the invested time are the main sources of dissatisfaction with the budgeting 
process (Hansen et al. 2003).

While the use of business analytics in the budgeting process cannot eliminate all 
problems, it is likely to improve time consumption by potentially offering shorter 
turnaround times (Grover et al. 2018). Simultaneously, the use of business analyt-
ics in the budgeting process requires fewer resources because it increases the pro-
cess’ automation. In addition, the potentially higher forecasting accuracy is ulti-
mately attributed to the employee who has been responsible for budget estimation, 
which should also contribute positively to satisfaction. Therefore, we expect that the 
increased use of business analytics in the budgeting process will lead to higher sat-
isfaction with the budgeting process. This is reflected in the following hypothesis.

H3: A company’s use of business analytics during the budgeting process is posi-
tively associated with satisfaction with the budgeting process.

Figure 1 graphically summarizes our research model.

4  Method

4.1  Sample description

To test our hypotheses, we conducted a survey among German companies using 
the DAFNE database by Bureau van Dyk. To reach potential companies that cur-
rently deal with topics of digitization, we restricted our sample selection to compa-
nies that employ at least 100 employees and have annual revenue of at least 30 mil-
lion euros. This results in approximately 17,000 potential addressees, of which we 
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have randomly chosen 2000 companies. We sent a paper-based questionnaire with 
a signed cover letter to the management accounting (“Controlling”) departments of 
the companies. Additionally, we provided a short link within the cover letter for par-
ticipants who wanted to answer the survey online.

The survey period ran from mid-June to mid-July 2018. In total, we received 
159 questionnaires, which equates to a response rate of approximately 8%. 107 out 
of 159 respondents answered the survey online. However, several questionnaires 
exhibit missing entries of certain items. While we cannot rule out that some data 
is missing systematically, we decided to exclude observations with missing data 
instead of extrapolating missing values (e.g., Byrne 2001). Therefore, the final num-
ber of observations for our hypothesis tests is reduced to 115. Table 1 provides an 

Satisfaction with
the Budgeting

Process

Data 
Infrastructure 
Sophistication

Planning
Function

Evaluation 
Function

Business 
Analytics

H1 (+)

H2a (+)

H2b (0)

H3 (+)

Fig. 1  Theoretical model

Table 1  Industry breakdown

Industry Frequency (Percent)

01 Consumer goods 6 (5.2)
02 Chemicals, pharmaceuticals, and health care 14 (12.2)
03 Metal producers and machinery 19 (16.5)
04 Other product manufacturers 11 (9.6)
05 Construction 10 (8.7)
06 Real estate 6 (5.2)
07 Transportation 3 (2.6)
08 Financial 2 (1.7)
09 Media, telecommunication, and IT 7 (6.1)
10 Utilities 10 (8.7)
11 Retailers, servicing, and maintenance 11 (9.6)
12 Automotive 6 (5.2)
13 Miscellaneous 10 (8.7)
Total 115 (100.0)
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industry breakdown of our sample. While metal and mechanical engineering busi-
nesses have a slight edge in our sample, the breakdown presents a rather balanced 
and broad set of companies.

Table  2 presents sample characteristics. Specifically, our questionnaire targeted 
employees who were working for the finance or (management) accounting (“Con-
trolling”) department of their company, favorably in an executive position. We 
achieved this goal because all respondents indicated that they work in finance or 
controlling. In addition, almost 75% of these respondents stated to have an execu-
tive function. The respondents’ average working experience within their current 

Table 2  Sample characteristics (n = 115)

The percentages may not add up to 100% due to rounding errors

Description Absolute number (Percentage)

Respondents’ function
 CEO/CFO 5 (4.3)
 Head of finance/accounting 81 (70.4)
 Management accountant, financial analyst, etc. 29 (25.2)

Company-specific tenure (n = 113)
 Less than 5 years 20 (17.7)
 Between 5 and 9 years 29 (25.7)
 Between 10 and 20 years 42 (37.2)
 More than 20 years 22 (19.5)

IT proficiency
 1 (Beginner) 0
 2 0
 3 6 (5.2)
 4 46 (40.0)
 5 54 (47.0)
 6 (Expert) 9 (7.8)

Total annual revenue (in million euros)
 Less than 50 15 (13.0)
 Between 50 and 1000 68 (59.1)
 Between 1000 and 5000 24 (20.9)
 More than 5000 8 (7.0)

Consolidated companies
 1 14 (12.2)
 Between 2 and 5 37 (32.2)
 Between 6 and 20 38 (33.0)
 Between 21 and 50 17 (14.8)
 Between 51 and 100 3 (2.6)
 More than 100 6 (5.2)
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company is 12.7 years (median: 10.5 years). On average, survey participants self-
assessed their proficiency in information technologies with 4.6 (median: 5), based 
on a 6-point Likert scale. Besides, only 6 respondents stated a 3, indicating more 
of a beginner level while about 95% would rate themselves between an advanced 
or expert level.1 More than half of our respondents state that their companies’ total 
annual revenues lie between 50 and 1000 million euros and more than a fourth 
report revenues above 1000 million euros. Finally, most of our respondents state that 
their company belongs to a group that has several consolidated companies, which is 
an indicator of the importance of budgets within these organizations.

To test for a potential (non-)response bias (see, e.g., Armstrong and Overton 
1977), we divide our sample into three parts, depending on when the survey has 
been answered. Performing a Kruskal–Wallis test, all survey constructs show no 
significant differences between early, middle and late respondents (p > 0.180, two-
tailed). Hence, we infer that a potential non-response bias is unlikely to affect our 
inferences.

4.2  Variable measurement and control variables

Our questionnaire consists of three main areas. First, we gather information about 
the budgeting process and related aspects, such as satisfaction with the process. 
Second, we gather information about current software use, data governance, and 
deployed analytical techniques. Third, we pose questions about the respondents’ 
companies and personal attributes.

Based on a thorough literature review, we found that there are no existing instru-
ments that will adequately capture the construct of using analytical methods in the 
budgeting process. We, therefore, use self-developed items because of at least two 
reasons. First, we intended to create items, which are particularly suited for German 
companies because of their specific style of budgeting (Kloock and Schiller 1997; 
Guenther 2013). Second, by using self-developed items we follow the call of Siva-
balan et  al. (2009) for alternative ways to measure budgeting variables. Although 
we are aware that the budgeting process can differ vastly (e.g., annual budgets vs. 
rolling forecasts), the general reasons for budgeting do not vary between its con-
crete types. Irrespective of the frequency of setting the budget, companies regularly 
pursue a specific purpose with budgets. In line with that reasoning, Sivabalan et al. 
(2009) find that there is no difference in the importance of the motives of planning/
control and evaluation between rolling forecasts and annual budgets. In addition, 
they indicate that it is hard to separate annual budgets from rolling forecasts because 
companies often use rolling forecasts in parallel to annual budgets.

While developing new scales is always considered a sensitive process (Schmitt 
and Klimoski 1991), the frequently listed difficulties in the development process are 
mainly due to the aspiration to create behavioral measures (McCoach et al. 2013). In 

1 While this result gives an indication that the respondents are familiar with IT in their company, the 
mean value should not be over-interpreted against the background of a potential self-serving bias.
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contrast, our scale captures methods or techniques that are deployed. Thus, the use 
of questions regarding a firm’s deployment of an analytical method is less prone to 
social desirability reporting (Edwards 1957) because it does not induce the respond-
ent to self-report a favorable behavior. Besides, the wording of the items is likely to 
be less of an issue here since the items consist only of the analytical methods (e.g., 
“online analytical processing”). Nevertheless, we follow the typical steps to vali-
date our measure. After an extensive item generation period that comprised extant 
literature, we pre-tested the content of our scale by using expert judges (DeVellis 
2017). For this purpose, we have conducted several interviews with practitioners and 
adjusted our items accordingly. Lastly, we use a confirmatory factor analysis for data 
reduction and refining constructs (Ford et  al. 1986) and goodness-of-fit indices to 
assess the model’s fit (MacKenzie et al. 1991). This will be further discussed in the 
measurement model section.

In accordance with Elbashir et  al. (2011), our final measurement instrument 
consists of key components that capture the dimensions of business analytics, data 
infrastructure sophistication, as well as the importance of the planning and evalua-
tion functions of budgeting. We use multiple items to measure each of our hypoth-
esized variables since the use of multiple items for measuring theoretical constructs 
is considered robust (Gorsuch 1997). Unless stated otherwise, we deployed 6-point 
Likert-scales to prevent respondents from simply choosing the midpoint.

Use of business analytics in the budgeting process (ANALYT) Due to the mul-
tifaceted nature and the correspondingly various definitional approaches of business 
analytics, we created a large number of items that more or less accurately reflect our 
desired construct. In total, we ask survey participants about the extent to which their 
company (1) has or uses automated data integration and harmonization, (2) deploys 
technologies such as OLAP, big data analytics, text mining, natural language gen-
eration, regression analyses, time-series analyses, or classification, and we ask par-
ticipants to rate the (3) overall extent to which methods from descriptive analytics, 
diagnostic analytics, predictive analytics, and prescriptive analytics are used. Lastly, 
we survey how they would assess the company’s level of automated processes dur-
ing the budgeting process. However, the large number of items is also associated 
with a certain amount of dispersion, which means that not all items meet the validity 
criteria in order to be included in the final latent variable. As indicated, the measure-
ment model section describes how we derive the final model.

Data infrastructure sophistication (DATA_INFRA) With this construct, we 
also aim to cover a broad field with our used items. We capture the extent to which 
the respondent’s company has standardized master data, data governance as well as 
the perceived data quality in terms of precision, completeness, timeliness, consist-
ency, unambiguousness, and accessibility.

Importance of the planning function of budgeting (PLAN) To measure one 
of the two major functional areas, we ask respondents to indicate the importance 
of different functions of budgeting, anchored by 1 (extremely unimportant) and 6 
(extremely important). More specifically, respondents assessed how important their 
companies consider coordination, codification, resource allocation, forecasts, align-
ment with the company’s objectives, and assignment of decision-making and spend-
ing authority as a function of budgeting.
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Importance of the evaluation function of budgeting (EVAL) To measure the 
second functional area, we ask respondents to indicate how important their company 
considers motivating target attainment, performance evaluation, deviation analyses, 
and compensation as a function of budgeting.

Satisfaction with the budgeting process (BUDG_SAT) To assess employees’ 
satisfaction with the process of budget preparation, we break the satisfaction with 
the process down into single process components by examining respondents’ satis-
faction with the fulfillment of budgeting functions as well as the process’ duration, 
use of resources, and costs.

Control variables In addition to our main variables, we include control variables 
that could have an impact on the budgeting process or satisfaction with it, distort the 
response to the survey, or have an impact on business analytics.

With regard to the budgeting process, size and complexity appear as impor-
tant attributes (Brynjolfsson and McElheran 2016). Hence, we take the company’s 
annual revenue (REV) and the number of consolidated companies (CONSOL) into 
account. By using a dummy variable, we split the sample into almost equal parts 
and divide large companies from smaller ones. We code REV as 1 if the respond-
ent marked an annual revenue of at least one billion euros, 0 otherwise. Regarding 
CONSOL, we also perform a sample split and code it as 1 when the respondents 
indicated at least 6–20 consolidated companies on the scale, resulting in a sample 
split of 51 companies with comparably low consolidation efforts and 64 highly con-
solidated companies.

Moreover, we add two aspects that are potentially associated with the satisfaction 
of the budgeting process. First, we include the approximate duration of the budget 
preparation process in weeks (BUDG_DURA ), as time consumption is a major point 
of criticism (Hansen et al. 2003). Second, we add a factor measuring the perceived 
participation in the company’s budget preparation process (BUDG_PART ) because 
a process design allowing for higher levels of participation is likely to increase 
employees’ satisfaction with the process (Derfuß 2016). The corresponding factor 
consists of three items, capturing the extent of employees’ input when setting the 
budgets.

Further, the respondent’s position (EXEC) within the company may alter his 
or her view on satisfaction with the budgeting process. We code EXEC as 1 if the 
respondent indicated that he or she has an executive position either in top manage-
ment or in the finance or accounting department.

Finally, we include attributes that could influence (the evaluation of) the use of 
business analytics in the budgeting process. In accordance with Brynjolfsson and 
McElheran (2016), we control for the respondents’ knowledge and expertise regard-
ing IT (IT_EXP), which may potentially lead to biased responses in terms of the 
state of the use of business analytics. Moreover, we distinguish between group sub-
sidiaries (SUBSID) and group headquarters since this will likely affect the budgeting 
process and, hence, the degree of use of digitization. We code SUBSID as 1 if the 
respondent stated that he or she works for a subsidiary, 0 otherwise.
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4.3  Measurement model

We evaluate our theoretical model with confirmatory factor analysis (Gerbing and 
Anderson 1988). We assess the model fit by using a two-step modeling approach 
that first evaluates the measurement model to assure its fit and then examines the 
full structural model (Schumacker and Lomax 2016). Since the majority of the con-
structs in this study were new constructs, factor analysis has been performed ini-
tially to clarify the elements of the constructs. In this way, we also check the reliabil-
ity, convergent validity, and discriminant validity (Chin 1998; Fornell and Bookstein 
1982; Tenenhaus et al. 2005) of our measures. The scales resulting from the analysis 
were then used in the final confirmatory factor analysis. This approach is similar to 
that in Fullerton and Wempe (2009).

We use average variance extracted (AVE) and composite reliability (CR) to 
assess the general reliability (Chin 1998; Fornell and Larcker 1981). With respect to 
AVE, only BUDG_SAT (0.64) and EVAL (0.55) exceed the general threshold of 0.5. 
However, Fornell and Larcker (1981) point out that if AVE is less than 0.5, but CR 
is higher than 0.6, the convergent validity of the construct is still adequate. All latent 
variables exceed the threshold of 0.6 (Bagozzi and Yi 1988), with PLAN having the 
worst CR with 0.73.2 These results indicate good consistency of all constructs, even 
when using another suggested threshold of 0.70 (Nunnally 1978).

Regarding convergent validity, we check the factor loadings of the measures on 
their respective constructs (Chin 1998; Tenenhaus et al. 2005). We use the common 
threshold of 0.5 as a cut-off value (Hair et al. 1995, 2010; Hulland 1999) and retain 
all items whose reliability exceeds this value. In contrast, this means that we delete 
9 out of 38 items due to insufficient factor loadings. Table 3 provides an overview of 
the final items, their corresponding factor loadings, means, and standard deviations.

With regard to the means, Table  3 also shows that respondents indicate a pre-
dominantly average level of satisfaction with the duration (3.347) and commitment 
of resources (3.339) of the budgeting process. Satisfaction with the costs of the pro-
cess is significantly higher than the scale’s midpoint of 3.50 (t = 3.77, p < 0.001; 
one-tailed). Regarding the use of business analytics (ANALYT), the items of OLAP, 
descriptive analytics, and diagnostic analytics have the highest standard deviations 
of the sample, indicating considerable differences between companies. Moreover, all 
items of ANALYT have mean values that are significantly lower than the scales mid-
point (all p ≤ 0.016, one-tailed). In addition, the frequency of use decreases when 
we cross the line from reporting and analyzing historical data to proactively fore-
casting the future (Halper 2013; Huikku et al. 2017). Specifically, sample firms use 
descriptive analytics significantly more frequently than predictive analytics (t = 4.09, 
p < 0.001, one-tailed). This marks an interesting IT-related productivity paradox 

2 We use composite reliability (McDonald 1970; Raykov 1997a) instead of Cronbach’s alpha because 
the latter measure wrongly assumes equal factor loadings of all items in a factorial model (tau-equiva-
lence) (Bollen 1989; Raykov 1997b). In contrast, composite reliability constitutes a superior choice and 
considers standardized loadings and measurement error for each item (Shook et al. 2004).
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while digitization is a trending topic with great opportunities, but companies cur-
rently struggle to implement corresponding solutions (Brynjolfsson et al. 2019).

Table 3  Confirmatory factor analysis and measurement model estimates (convergent validity)

AVE average variance extracted, CR composite reliability, SD standard deviation
All items are significant (p < 0.001)

Latent constructs and survey items 
1 = never used/very poor/strongly disagree,
6 = heavily used/very good/strongly agree

Standard-
ized load-
ing

Mean SD

Satisfaction with the budgeting process (BUDG_SAT)
(CR = 0.839, AVE = 0.641)
 budg_sat1 Satisfaction with the process’ duration 0.843 3.347 1.379
 budg_sat2 Satisfaction with the process’ commitment of resources 0.910 3.339 1.206
 budg_sat3 Satisfaction with the process’ costs 0.619 3.922 1.200

Use of business analytics in the budgeting process (ANALYT)
(CR = 0.828, AVE = 0.415)
 analyt1 Data automation 0.867 3.261 1.185
 analyt2 OLAP 0.574 3.035 1.955
 analyt3 Degree of automation 0.707 2.617 0.960
 analyt4 Descriptive analytics 0.508 2.200 1.540
 analyt5 Diagnostic analytics 0.559 2.296 1.561
 analy6 Predictive analytics 0.605 1.739 1.185
 analyt7 Prescriptive analytics 0.623 1.600 1.041

Data infrastructure sophistication (DATA_INFRA)
(CR = 0.856, AVE = 0.432)
 data_infra1 Standardized master data 0.66 3.774 1.178
 data_infra2 Level of data governance 0.60 3.287 1.283
 data_infra3 Precision 0.81 4.287 1.049
 data_infra4 Completeness 0.76 4.296 1.043
 data_infra5 Timeliness 0.70 4.357 0.993
 data_infra6 Consistency 0.82 4.052 1.083
 data_infra7 Unambiguousness 0.77 4.139 1.050
 data_infra8 Accessibility 0.55 4.200 1.149

Planning function (PLAN)
(CR = 0.727, AVE = 0.347)
 plan1 Coordination 0.62 4.652 1.101
 plan2 Codification 0.77 2.896 1.385
 plan3 Resource allocation 0.77 4.183 1.240
 plan4 Alignment with the company’s objectives 0.61 5.035 0.999
 plan5 Assignment of decision-making and spending rights 0.77 3.922 1.285

Evaluation function (EVAL)
(CR = 0.781, AVE = 0.550)
 eval1 Motivating target attainment 0.602 4.217 1.168
 eval2 Performance evaluation 0.901 3.965 1.344
 eval3 Compensation 0.691 3.817 1.418
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To ensure discriminant validity, we compare the square root of the AVE of each 
latent variable with the correlation of the latent constructs in the model. Hence, 
Table 4 presents the correlations between the different constructs in the lower left, 
off-diagonal elements of the matrix, and the square root of the AVE for each of 
the constructs along the diagonal (marked in bold). As can be seen from Table 4, 
every square root of each construct’s AVE has a higher value than the correlations 
with other latent constructs. Therefore, the Fornell–Larcker criterion is met so that 
we can assume adequate discriminant validity (Fornell and Larcker 1981; Hulland 
1999).

5  Results

5.1  Hypothesis tests

To account for the sample size, we employ the partial least squares path modeling 
method (PLS). Since PLS is a distribution-free method, it is generally not possible 
to obtain p values and confidence intervals for the parameters of the model. For this 
reason, the model is usually computed using bootstrapping (Davison and Hinkley 
1997). Thereby, the standard errors of the individual parameters are estimated using 
bootstrapping procedures (e.g., Hair et al. 2017). To test the effects and statistical 
significance of our constructs in the structural model, we use a bootstrapping proce-
dure with 500 resamples (Chin 1998, 2001). Table 5 shows results (Panel A without 
controls, Panel B with controls). Figure 2 illustrates them in a graphical model.

H1 predicts that data infrastructure sophistication (DATA_INFRA) is positively 
associated with the use of business analytics in the budgeting process. In line 
with our prediction, the standardized coefficient of DATA_INFRA is positive and 
significant (β = 0.33, p < 0.001), which supports our argument that companies 
with a higher sophistication level of their data infrastructure are better enabled 
to integrate analytics solutions. Panel B of Table 5 shows that the result is robust 
(β = 0.28, p < 0.001) when controls are added.

H2a predicts a positive association between the importance of the planning func-
tion (PLAN) and the degree of the use of business analytics in the budgeting process 
(ANALYT). The empirical results support this prediction with a positive and signifi-
cant coefficient (Panel A: β = 0.23, p = 0.007; Panel B: β = 0.23, p = 0.004). Thus, 

Table 4  Correlation matrix and 
discriminant validity

Bold values in the diagonal show the square root of the average vari-
ance extracted for latent variables

(1) (2) (3) (4) (5)

(1) BUDG_SAT 0.8004
(2) ANALYT 0.2566 0.6444
(3) DATA_INFRA 0.1250 0.3593 0.6572
(4) PLAN − 0.1654 0.2686 − 0.1314 0.5893
(5) EVAL 0.0406 0.0474 − 0.1983 − 0.3196 0.7418
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companies use business analytics more when they put more emphasis on the plan-
ning function of budgeting. Concerning the evaluation function (EVAL), H2b makes 

Table 5  PLS bootstrapping statistics (500 replications)

This table presents the bootstrapped standardized coefficients of the PLS model. Bold standardized coef-
ficients and p values indicate p values < 0.1. Cohen’s f2 ≥ 0.02, f2 ≥ 0.15, and f2 ≥ 0.35 represent small, 
medium, and large effect sizes, respectively. Bold values for  Cohen’s f2 indicate at least small effect sizes

Hypothesis 
(Expected direc-
tion)

Independent variable Dependent variable Standardized coef-
ficient (p value)

Cohen’s f2

Panel A: PLS base model
 H1 (+) DATA_INFRA ANALYT 0.330

(< 0.001)
0.107

 H2a (+) PLAN ANALYT 0.225
(0.007)

0.028

 H2b (0) EVAL ANALYT 0.077
(0.379)

0.008

 Adj. R2 0.214

 H3 (+) ANALYT BUDG_SAT 0.246
(0.001)

0.055

 Adj. R2 0.052

Panel B: PLS model with control paths
 H1 (+) DATA_INFRA ANALYT 0.279

(< 0.001)
0.081

 H2a (+) PLAN ANALYT 0.233
(0.004)

0.042

 H2b (0) EVAL ANALYT 0.072
(0.414)

0.004

IT_EXP ANALYT 0.168
(0.023)

0.025

SUBSID ANALYT − 0.171
(0.067)

0.019

 Adj. R2 0.191

 H3 (+) ANALYT BUDG_SAT 0.155
(0.079)

0.020

BUDG_DURA BUDG_SAT − 0.337
(< 0.001)

0.131

BUDG_PART BUDG_SAT 0.199
(0.019)

0.037

CONSOL BUDG_SAT − 0.344
(0.039)

0.016

EXEC BUDG_SAT 0.094
(0.621)

< 0.001

REV BUDG_SAT − 0.142
(0.428)

< 0.001

 Adj. R2 0.245
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no prediction regarding the link to ANALYT. In fact, we do find a slightly positive 
but insignificant coefficient, both for the base model (β = 0.08, p = 0.379) and the 
model with control variables (β = 0.07, p = 0.414). While this result agrees with the 
theoretical considerations, the insignificant correlation may also be related to the 
small sample size. We discuss this result in more detail in the conclusion.

Concerning H3, we predict that increased use of business analytics in the budg-
eting process (ANALYT) will ultimately increase the perceived level of satisfaction 
with the budgeting process (BUDG_SAT). As predicted, we find statistical support 
for a positive association between ANALYT and BUDG_SAT for both the base model 
(β = 0.25, p = 0.001) and the model with control paths (β = 0.16, p = 0.079).

To see how much predictive value the latent variables add to the model, we deter-
mine their additive explanatory power by calculating Cohen’s f2 effect size measure 
(Chin et al. 2003; Cohen 1988). The results show that all significant predictor vari-
ables also have Cohen’s f2 measures greater than 0.02, indicating that the inclusion 
of the latent variables DATA_INFRA, PLAN, and ANALYT increases the explanatory 
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Fig. 2  Results of the empirical analyses (upper: base model; lower: model with controls)
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power of the model. In addition, when control variables are added, the effect strength 
classification does not change. Overall, the effect sizes of DATA_INFRA (f2 = 0.107), 
PLAN (f2 = 0.028), and ANALYT (f2 = 0.055) are small. However, this may also be 
related to the small sample size.

Some of the control variables may also contribute to the explanation of the 
model. For instance, we find significant indications that the respondents’ IT exper-
tise (IT_EXP) explains some of the variance of ANALYT (β = 0.17, p = 0.023). The 
corresponding effect size is small, though (f2 = 0.025). Further, SUBSID is nega-
tively associated with ANALYT (β = -0.17, p = 0.067, f2 = 0.019), which suggests 
that analytical methods are used more at the group level than in subsidiaries, which 
appears plausible. With regard to possible other variables that could explain satis-
faction with the budgeting process, the PLS reveals a negative and highly significant 
influence (β = − 0.34, p < 0.001, f2 = 0.131) of the duration of the budgeting process 
(BUDG_DURA ). This effect is in line with prior literature, which highlights the 
time-consuming duration of the budgeting process (Hansen et al. 2003; Neely et al. 
2003). Conversely, the shorter the process, the more satisfied the employees are 
with the budgeting process. Finally, CONSOL has a negative and significant effect 
on BUDG_SAT (β = − 0.34, p = 0.039, f2 = 0.016). This result is intuitive since the 
coordination within the budgeting process is more complex, the larger the group of 
consolidated companies. In sum, we find a qualitatively identical level of statistical 
support for our hypotheses by adding control variables.

5.2  Robustness check

To test the robustness of our findings, we additionally examine our theoretical model 
using a covariance-based structural equation model (SEM). We use maximum like-
lihood estimation for both the measurement model and the full structural model. 
Where suggested by the statistical computations and justified theoretically, we 
include covariances between error terms of the same construct (Baines and Lang-
field-Smith 2003; Shields et al. 2000). Given the small sample size, we take a care-
ful approach and use robust standard errors.

We evaluate the structural fit of the measurement model by using various indica-
tors. Although the model’s χ2 is highly significant, the χ2/df ratio is less than two, 
indicating an acceptable fit (Kline 2015). In addition, further goodness-of-fit statis-
tics confirm the acceptable fit. Both the Comparative Fit Index (CFI) and the Root 
Mean Square Error of Approximation (RMSEA) are above/below their acceptable 
fit level of 0.90 or 0.08, respectively (Bentler 1990; Browne and Cudeck 1993).

Table  6 reveals the standardized coefficients for both models. In essence, the 
covariance-based SEM largely supports the previously presented results of the PLS 
model. Concerning our base model, significance levels and effect sizes remain quali-
tatively unchanged. The associations between DATA_INFRA and ANALYT (β = 0.37, 
p < 0.001, f2 = 0.121), PLAN and ANALYT (β = 0.26, p = 0.022, f2 = 0.034), and ANA-
LYT and BUDG_SAT (β = 0.26, p = 0.023, f2 = 0.071) all remain significant in the 
base model. When computing the covariance-based SEM with control variables, 
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Table 6  Additional analysis: results of the covariance-based structural equation model

Hypothesis (Expected 
direction)

Independent variable Dependent variable Standardized 
coefficient (p 
value)

Cohen’s f2

Panel A: Base model
 H1 (+) DATA_INFRA ANALYT 0.369

(< 0.001)
0.121

 H2a (+) PLAN ANALYT 0.260
(0.022)

0.034

 H2b (0) EVAL ANALYT 0.037
(0.749)

< 0.001

 H3 (+) ANALYT BUDG_SAT 0.257
(0.023)

0.071

 Model fit statistics
  χ2 410.68
  df 306
  χ2/df 1.34
  CFI 0.92
  RMSEA 0.055
  Coefficient of determi-

nation
0.995

  n 115

Panel B: Model with control paths
 H1 (+) DATA_INFRA ANALYT 0.332

(0.002)
0.064

 H2a (+) PLAN ANALYT 0.267
(0.020)

0.036

 H2b (0) EVAL ANALYT 0.078
(0.518)

< 0.001

IT_EXP ANALYT 0.160
(0.061)

0.013

SUBSID ANALYT − 0.180
(0.062)

0.039

H3 (+) ANALYT BUDG_SAT 0.222
(0.048)

0.047

BUDG_DURA BUDG_SAT − 0.367
(< 0.001)

0.164

BUDG_PART BUDG_SAT 0.086
(0.419)

0.008

CONSOL BUDG_SAT − 0.160
(0.086)

0.036

EXEC BUDG_SAT 0.064
(0.495)

0.005

REV BUDG_SAT − 0.098
(0.284)

0.008

 Model fit statistics
  χ2 735.95
  df 560
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DATA_INFRA (β = 0.33, p = 0.002, f2 = 0.064) and PLAN (β = 0.27, p = 0.020, 
f2 = 0.036) maintain their significant signs and effect sizes. With respect to the effect 
of ANALYT on BUDG_SAT, the associations also remain statistically significant 
(β = 0.22, p = 0.048, f2 = 0.047). In addition, the control variables BUDG_DURA , 
CONSOL, and SUBSID retain their previously shown indications.

6  Conclusion

This study examines potential drivers of the use of business analytics in the budg-
eting process and the relation between business analytics and satisfaction with the 
budgeting process. Budgeting is usually very data-driven, which makes it suitable 
for the application of analytical methods. While traditional budgeting systems are 
often criticized for being too time-consuming, costly, and inflexible (Hansen et al. 
2003; Neely et al. 2003), business analytics may overcome these problems, leading 
to increased satisfaction with the budgeting process.

We conduct a survey using a data set of 115 German companies to investigate 
factors determining the use of business analytics in the budgeting process and its 
effect on satisfaction with the budgeting process. Regarding potential drivers of 
the use of business analytics in the budgeting process, we predict and find that a 
sophisticated data infrastructure is positively associated with the use of analytical 
methods. Moreover, we investigate two major functions of budgeting as possible 
determinants. On the one hand, our results show that the importance of the planning 
function is positively associated with the use of business analytics in the budget-
ing process. Thus, the use of business analytics in the budgeting process seems to 
be particularly appropriate when a company puts a high emphasis on aspects such 
as planning, forecasting, coordination, and resource allocation. On the other hand, 
we find no statistically significant association between a company’s emphasis on the 
evaluation function of budgeting and the use of business analytics in the budget-
ing process. While this result could be due to the small sample size, our theoretical 

This table presents the standardized (robust) coefficients of the covariance-based structural equation 
model. Bold standardized coefficients and p values indicate p values < 0.1. Cohen’s f2 ≥ 0.02, f2 ≥ 0.15, 
and f2 ≥ 0.35 represent small, medium, and large effect sizes, respectively. Bold values for Cohen’s f2 
indicate at least small effect sizes

Table 6  (continued)

Hypothesis (Expected 
direction)

Independent variable Dependent variable Standardized 
coefficient (p 
value)

Cohen’s f2

  χ2/df 1.31
  CFI 0.89
  RMSEA 0.052
  Coefficient of determi-

nation
> 0.999

  n 115
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arguments are also mixed. Specifically, we argue that companies with a strong focus 
on the evaluation function prefer that their agents participate in the budgeting pro-
cess because participation has positive psychology-based effects on performance. In 
fact, companies with a strong emphasis on the evaluation function might use other 
tools (e.g., Groves schemes or Weitzman schemes) to elicit “true” budget estimates 
from agents instead of business analytics. Finally, we find that a greater extent of 
the use of business analytics in the budgeting process leads to increased satisfaction 
with the budgeting process.

Our study contributes to both theory and practice. From a theory perspective, we 
respond to earlier calls of previous research to investigate the influence of digiti-
zation, especially of business intelligence elements such as analytical methods, on 
instruments of management accounting and control Elbashir et al. 2011; Taipaleen-
mäki and Ikäheimo 2013). Specifically, we contribute to empirical evidence on 
digitization in budgeting and identify factors that influence the extent of business 
analytics in the budgeting process. While Chae et al. (2014) examine how the use 
of business analytics contributes to manufacturing planning quality and operational 
performance, we provide further insights into what are the determinants for the use 
of business analytics in the budgeting process and how it affects satisfaction with the 
budgeting process. We also contribute to the research stream of digitization in (man-
agement) accounting by investigating the effect of digitization on the perceptual 
measure of satisfaction with the budgeting process instead of performance or sys-
tem success. Studies such as Keimer and Egle (2018) or Schäffer and Weber (2018) 
highlight the importance of sophisticated data governance or data management as a 
prerequisite for successful digitization in management accounting. In this context, 
our study can supplement this perspective with a positive association between the 
data infrastructure sophistication and the use of business analytics in the budget-
ing process. From a practical point of view, our results inform practitioners about 
important factors for and the benefits of increased investment in analytical methods. 
In this sense, our results indicate that there is at least a perceived positive associa-
tion between the increased use of business analytics in the budgeting process and 
satisfaction with the budgeting process so that the investment can pay off.

Since our study is based on a survey among 115 accounting representatives of 
German companies, it is subject to a number of limitations. First, there is a threat 
for potential self-selection bias in our study because it is plausible that particularly 
companies, which have made substantial progress in analytics, tend to participate in 
a survey as ours. Therefore, our study could overestimate the current state of the use 
of business analytics in German companies. Second, our study covers only a short 
time frame that does not enable the examination of intertemporal effects of increased 
use of business analytics in the budgeting process. Future studies could, therefore, 
conduct consecutive surveys to gain new insights. Third, German companies inher-
ited a specific way of cost accounting and budgeting (Kloock and Schiller 1997; 
Guenther 2013). Therefore, our findings may not be transferable to other European 
countries or Anglo-Saxon companies. Fourth, while our results study the perceived 
satisfaction with the budgeting process, we cannot draw inferences about forecast 
accuracy. However, accuracy is only one possible outcome of business analytics in 
the budgeting process because business analytics could also provide more insights, 
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allow better coordination, or increase convenience. The various potential outcomes 
of business analytics might also explain why business analytics are not clearly use-
ful for evaluation purposes. We leave it to future research to investigate the vari-
ous potential outcomes of business analytics in budgeting. Finally, while we sur-
veyed managers or (management) accountants in an executive function, our results 
are likely to present biased results in terms of employee satisfaction. Regarding the 
budgeting process, one could argue about diverging interests between (1) subunits 
and management accountants, and (2) superiors and subordinates, especially in the 
accounting department. Thus, future studies could investigate the effects of the use 
of business analytics on satisfaction with the budgeting process from a subunit point 
of view. Similarly, the threats of budgeting automation to the job security of lower-
level management accountants could be examined (Huerta and Jensen 2017).
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