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Value investing via Bayesian inference
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2Ernst-Abbe Hochschule Jena, Jena, Classic value investing a la Graham & Dodd (Security analysis: The classic,

Germany McGrawHill, New York, 1934) focuses on selecting stocks that seem cheap rela-

c tive to their intrinsic value and fundamental quality. We use Bayesian inference
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Email: marcel.rueenaufer@uni-jena.de ity stocks and sells expensive junk stocks selected via Bayesian inference yields

high risk-adjusted returns and Sharpe ratios for equal-weighted portfolios. We
also find that using value-weighted portfolios introduces size-based dilutions and
shifts the focus away from actual quality characteristics like profitability, payout,
safety, and past growth. Our findings suggest that while the relative benefit of ac-
counting for uncertainty via Bayesian inference is not large over shorter holding
periods, it pays off for investment horizons longer than a month.
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1 | INTRODUCTION

Assessing the valuation accuracy and valuation bias of different equity valuation models in research is (almost) as old as
the models themselves. Examples of contributions assessing the accuracy and bias of several discounted payoff valuation
models are Penman and Sougiannis (1998), Ahmed et al. (2000), Francis et al. (2000), Frankel and Lee (1998), Courteau
et al. (2001), Barth et al. (2005), Choi et al. (2006), Dittmann and Maug (2008), Henschke (2009), Jorgensen et al. (2011),
Chang et al. (2012), Ho et al. (2017), Anesten et al. (2019) and Gao et al. (2019). Despite the large amount of research, the
field has been dealing with several pervasive problems.

Most studies in the field focus on the replication of current stock prices, implying a semi-strong level of market effi-
ciency in accordance with Fama (1970). If market prices are efficient, they form a useful benchmark for intrinsic value
estimates. If they are not (e.g., due to a noticeable influence of low-information trading as shown by Dontoh et al. (2007)),
then little is gained by replicating them because the benchmark is biased. It is also unclear whether a model that repli-
cates current prices accurately and without bias has a higher predictive utility for subsequent stock returns.” In line with
Graham and Dodd (1934) and Piotroski and So (2012), our empirical analysis anchors on the convergence assumption
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of the market price toward intrinsic value over time, which leads to (expectedly) predictable return patterns. Following
Lee (2015) and Asness et al. (2019), firms that justify high (low) intrinsic values relative to their price should yield higher
(lower) returns. In other words, cheap quality stocks are expected to yield higher returns than expensive junk stocks, and
this expectation is supported by empirical research. Most studies in the field, however, take B/P as the one “true” indica-
tor for cheapness (e.g., Piotroski (2000) or Piotroski and So (2012)). This is surprising since the true intrinsic value (and
thus the cheapness of a stock) is unobservable. Consequentially, there is substantial uncertainty about the empirical va-
lidity of proxies for cheapness. We contribute to the field by comparing the ability of different accounting-based intrinsic
value estimates to predict future excess stock returns.

Another issue is that existing estimates for intrinsic values are almost exclusively point estimates, again ne-
glecting the large amount of uncertainty involved in valuation. As a potential solution, Bird and Gerlach (2003),
Ying et al. (2005) and Higgins and Nandram (2006) apply Bayesian inference to stock price forecasting. Bird and
Gerlach (2003) perform Bayesian model averaging using 5-year historical data on fundamentals to predict the prob-
ability of value stocks to outperform the market. Their methodology extends on Piotroski (2000) by incorporating
uncertainty about the true model for quality, but they rely on book-to-price (B/P) as the sole proxy for cheapness.
Higgins and Nandram (2006) rely on quarterly historical time-series data in a finite forecast horizon variant of the
Ohlson (1995) model to predict the next quarter's stock price. They show that the predictions for future prices based
on the autoregressive Bayesian model are more accurate than a comparable OLS-based approach. They do not, how-
ever, include a measure of a firm's inherent quality. In a similar vein, Ying et al. (2005) use a hierarchical Bayesian
approach anchoring on the finite forecast Ohlson (1995) model. In line with Higgins and Nandram (2006), they find
that the Bayesian model improves the accuracy of return prediction compared to other maximum-likelihood-based
estimates. They also, however, do not consider quality. This empirical evidence indicates that Bayesian inference
can be a fruitful approach to measure cheapness while accounting for the large amount of uncertainty involved in
the process.’

Our goal is, therefore, to provide investors and researchers with a tool that:

 Accounts for a large amount of uncertainty in the measurement of cheapness.
« Includes a suitable measure of quality.
« Is empirically valid.

Our analysis primarily anchors on Frankel and Lee (1998), Gao et al. (2019), Rueenaufer (2022), and Huefner
et al. (2021). As alternatives to B/P, Frankel and Lee (1998), Gao et al. (2019), and Huefner et al. (2021) provide
several point-estimate measures for cheapness that form benchmarks for the Bayesian workflow proposed by
Rueenaufer (2022). Huefner et al. (2021) derive a parsimonious quality index based on valuation theory similar to
Piotroski (2000)'s FScore and prove to be empirically valid. This quality index complements the cheapness measures
in our analysis. In the analysis, we find that portfolios sorted using the Bayesian cheapness measure (operationalized
as the posterior predictive probability of intrinsic value to exceed price) yield higher Sharpe ratios (higher excess
returns at lower risk) in annual return windows compared to the other point estimates. They further exhibit higher
shares of positive returns. These results apply to portfolios sorted on cheapness alone and conditional sorts combined
with quality. For monthly returns, portfolios sorted on B/P and the Gao et al. (2019) hybrid model yield comparable
Sharpe ratios and shares of positive returns. It, therefore, seems that accounting for uncertainty mainly pays off for
longer holding periods.

Further, we discuss whether the application of value-weighted makes sense in the context of value-based investment
strategies (as paradox as it sounds). We find that value-weighted portfolios are (logically) dominated by fewer large stocks
and assign lower weights to quality characteristics that value investors look for (profitability, payout, safety, past growth).
Furthermore, value-weighted portfolios generally mimic the market, going against the underlying paradigm of Graham
and Dodd (1934) that price and value might differ.

The remainder of the paper is structured as follows: First, we summarize and combine existing literature on funda-
mental quality, cheapness, and equity valuation errors in Section 2. Section 3 then provides an outline of the Bayesian
workflow proposed by Rueenaufer (2022). In Section 4, we provide the operationalizations for the different measures for
cheapness and VScore. Section 5 critically discusses equal-weighted and value-weighted approaches to portfolio forma-
tion. Section 6 then includes the development of the main hypotheses and Section 6 describes the data acquisition and
includes descriptive statistics. Section 8 includes the main empirical analysis and limitations. In Section 9, we perform
additional robustness tests and sensitivity analyses before we provide concluding remarks in Section 10.
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2 | COMBINING RESEARCH ON VALUATION ACCURACY, VALUATION
BIAS, AND FUNDAMENTAL QUALITY

2.1 | Predicting stock returns using measures of fundamental quality and cheapness

In capital-market-based accounting and finance research, a large diversity of investment strategies exist that try to predict
future stock returns by shifting the return distribution to the right. A common approach anchors on the book-to-price
ratio (B/P) due to the historically documented B/P premium on future returns (also labeled as the “value” premium).3
The B/P premium varies over time and has declined since the financial crisis in 2007, as Arnott et al. (2021) show. A
major drawback of such a simple (heuristic) approach is that it neglects many other factors that have predictive power
for subsequent stock returns. This can lead investors into the so-called value trap, as value stocks may be cheap for a
fundamentally justified reason.” That is why other contributions refine the B/P strategy by including additional metrics
of fundamental performance or different proxies for intrinsic value—like Frankel and Lee (1998), Piotroski (2000), Bird
and Gerlach (2003), Mohanram (2005), Piotroski and So (2012), Penman and Reggiani (2013, 2018), Lee (2015), Penman
et al. (2018), Asness et al. (2019), Li and Mohanram (2019), Walksh&usl (2020) and Huefner et al. (2021). These studies
provide evidence for the predictive ability of fundamental quality for future stock returns on the US market before and
after the financial crisis. They focus on the incongruence of market expectations to fundamental data by creating portfo-
lios based on the relation of quality and cheapness, where portfolios including cheap quality firms (expensive junk firms)
exhibit higher (lower) Sharpe ratios and factor model alphas.

2.2 | Approaches to measuring valuation accuracy, valuation bias, and cheapness

A main takeaway from the studies in the field of value investing is that capturing “value” requires more than one dimen-
sion (cheapness and quality), that is, B/P is not a sufficient indicator of value. Despite a large history of research on the
relation of B/P and returns however, it remains unclear under which conditions a stock should be seen as cheap: cheap-
ness portfolios are constructed using quantile-based approaches, for example, in Piotroski (2000) or Asness et al. (2019),
or using absolute boundaries, like in Huefner et al. (2021). As a starting point for the model development, we use pricing
error research. Pricing error terms in the existing literature are commonly expressed as signed pricing errors (PE)—
reflecting valuation bias—or absolute pricing errors (APE)—reflecting valuation accuracy; see Henschke (2009) and
Anesten et al. (2019) and references therein for more details:

VO_PO

0

VO_PO

Py

PE = or APE =

; (€]

where V is the investor's current estimate of intrinsic value and P, is the current observable market price. These error
measures can also be transformed to assign different weights to outliers, e.g. to squared or logarithmic errors as shown in
Dittmann and Maug (2008). Most valuation accuracy studies focus on the replication of current prices so that ideally V,, = P,
holds. But even if a model or strategy can replicate current prices perfectly—so that both error measures are zero—that does
not necessarily lead to a good predictive ability of the model for subsequent stock returns. When measuring intrinsic value,
it is required to assume that V,, = P;, where P, is the future market price at date t=1. While the exact pace of convergence
(the timespan between t=0 and t=1) is uncertain, it is reasonable to assume that the market distinguishes between firms
with poor and strong fundamental performance well enough to eventually make “prices gravitate towards fundamentals”, as
Penman (2011) states. Formally, this relation can be expressed through the total (or cum-dividend) stock return T SRl5 :

D, W
TSRl:P_O+P_O_1=DY1+R1' 2)

The dividend yield (DY) is the same for all models (only V,, varies across the estimates, not D;), so the following theo-
retical comparison focuses on the forward buy-and-hold-return R, as implied by the value-to-price ratio (V,/P,) minus 1.
This way, V, becomes an indicator for expected returns and thus a stock's inherent cheapness. With B/P as the indicator
for cheapness, V equals By, which in turn is a RIM valuation with no future expected residual income. Then, the forward
buy-and-hold return can be expressed in a first simple modeling variant of the intrinsic value as follows:
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VB
RE = P—O —1,with V¥ =B, 3)
0

This is a main (often implicit) premise of common value investing strategies where firms with a high B/P ratio are
expected to yield higher returns than low B/P firms (as implied by Fama and French (1992)'s high-minus-low (HML) B/P
factor). This might be a rather conservative estimate, as Zhang (2000) and Skogsvik and Juettner-Nauroth (2013) theoret-
ically show that accounting conservatism induces positive future residual income. The result of conservative accounting
is that value estimates obtained through the RIM are negatively biased (i.e. they have a tendency for negative pricing
errors and expected returns, so that Rf <0).° Among others, Lev and Gu (2014) argue that market and valuation dynam-
ics have changed significantly over the course of the 21st century, but accounting numbers do not reflect those changes.
One aspect of change is the increased importance of intangible investments for value creation. Since a large share of
intangible investment is expensed immediately, book values are increasingly understated compared to market prices.
This led to a recent development of conservatism corrections that anchor on a retroactive recognition and depreciation of
R&D and SG&A for example, as in Penman and Zhang (2002), Peters and Taylor (2017), or Igbal et al. (2022). As a result,
using book value as a proxy for cheapness is a conservative measure. Huefner et al. (2021) extend B/P by incorporating
short-term residual income (STE,) into this equation, so that V10 equals a RIM with no residual income after the precise
forecast horizon, leading to the following slightly upgraded modeling variant of intrinsic value:

VSTE ROE, —r)B
RSTE = O _ 1 with VSTE = B, + M )
P, (1+7r)

Frankel and Lee (1998) calculate V/P ratios by inserting analyst forecasts, a perpetual growth rate of zero, and CAPM-
based cost of capital into a standard RIM formula. They show that their V/P ratios are positively associated with future
stock returns. Based on their analysis, portfolios formed on V/P yield higher returns compared to B/P portfolios over
longer-time horizons. In that case, V,, equals a RIM with a zero-growth steady state assumption after the precise forecast
horizon, leading to the third and further extended modeling variant of intrinsic value:

Vit (ROE, —r)B, (ROE,-r)B
Ry = —> —1,with VL = B, + ! 04 2 !
FLZ Ry N o TR T A+0r 5)

Even though a zero-growth RIM seems conservative, the long-run earnings growth rate implied by that assumption
can be large as it depends on the starting ROE in the numerator of the terminal value. Another stream of research
uses market prices and accounting variables to determine the degree of conservatism, like Basu (1997) or Khan and
Watts (2009). These approaches involve valuation multiples, such as E/P and B/P. While they are assumed to not be the
sole proxy for conservatism—Khan and Watts (2009) also employ Size and Leverage—they represent the difference in
earnings recognized in the accounting and future earnings implied by market expectations. That is one reason why the
hybrid RIM derived by Gao et al. (2019) reduces the negative valuation bias in RIM-based approaches, as it incorporates
the contemporaneous “normal” P/B (¢y,), leading to our fourth modeling variant of intrinsic value:

1
vH b (ROE, - r)B, - (1 - —>D2
RE =0 _qwichvii= DL P g, n—| ©)
P, Q+r) Q+r) r—g

Circularity problems concerning market (in)efficiency aside, reducing valuation bias is one of the advantages of
multiple-based valuation—it captures market-wide developments in the time series and considers that firms and peers
are often priced in similar ways. In turn, we use the hybrid model as the fourth proxy for cheapness.

3 | OUTLINE OF THE BAYESIAN VALUATION WORKFLOW

As proposed by Rueenaufer (2022), we model the time series of stock prices as P, = P,_; + 7, with 7, being an i.i.d. ran-
dom variable that represents price innovations and is defined on the interval ( — Py, oo ). If one further assumes that value
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leads price (P; = V), a firm's value-to-book ratio (VB) follows the same distribution as z, / B, shifted by the firm's price-
to-book (PB) ratio to the right and is thus strictly positive. Anchoring on this, we assume that VB follows a I'(gamma)-
distribution with unknown shape and scale parameters a and /3, so that VB~ I'(«, ). Then, following Bayes' theorem, the
posterior distribution for a and S given the data (VB) is proportional to prior times likelihood:

p(a, f| VB) « p(VB| a, p)p(, p). @)

p(a, p) is the joint prior distribution for @ and f. Assuming independence between « and f, this equals p(a)p(f). Since
both a and f are strictly positive, prior distributions for them should be defined on the same parameter space (e.g., via
x>-priors).

This joint prior is multiplied by p(VB| a, #), the likelihood of observing the data given @ and . The likelihood is
the backbone of Bayesian inference and has to resemble the data-generating process closely. In turn, it should be de-
fined on the same parameter space as the data. Note that while we ground on Rueenaufer (2022) and use RIM-based
value estimates as the input data, it is possible to use any other set of point estimates as long as they fulfill the present
value of expected dividends condition (PVED). Ceteris paribus, the more point estimates are generated, the larger the
weight of the likelihood in the determination of the posterior. The RIM formula for the value-to-book ratio employed by
Rueenaufer (2022) looks as follows:

V_g:H(ROEl—r) ﬂ(ROEz—r)ziJrT_l‘ ®
B, aQ+r) By(1+r)(r—g B, B,

The data generation is then done by making different assumptions on the behavior of r, ROE, , and g. In order to keep
V; positive, the point estimates have to fulfill going-concern and transversality. If closed-form inference is not suitable
for the decision problem at hand, the posterior p(a, #| VB) can only be approximated. The common approach to do so is
Markow-Chain-Monte-Carlo simulations, which use iterative algorithms to sample from the posterior distribution di-
rectly. Since closed forms limit the prior distributions for @ and f to a particular family, we rely on MCMC in this paper.

As the basis for inference, the posterior samples obtained via MCMC can be used to generate samples from the poste-
rior predictive distribution p(VB*| VB).” The posterior is of limited use on its own, as it only includes uncertainty about
the parameter values for « and f and ignores uncertainty about the data generation. The samples from the posterior
predictive are then used to approximate the integral on a previously defined interval. This procedure allows investors to
make probabilistic statements about the predicted values for VB, conditional on the observed data, likelihood, and the
prior. The Bayesian measure for cheapness is Vf W the posterior predictive probability of VB to exceed the current PB

ratio so that V> = p(VB*| VB) > PB.

4 | OPERATIONALIZATION OF INTRINSIC VALUE ESTIMATES AND
VSCORE

For the operationalization of the point estimates of intrinsic value, we generally follow Frankel and Lee (1998), Gao
et al. (2019), and Huefner et al. (2021). All variables are estimated at the portfolio formation date, using only informa-
tion that is available at the time. B is the most recent book value of equity per share, while E; , and D; , are forecasts
for earnings per share and dividends per share for the next two fiscal years. Future book values for VOF L are predicted
using clean-surplus accounting. Whenever required, the cost of equity capital r is estimated using the CAPM, so that
7= 1f+ B;MRP +¢;. Here, rf is the 10-year U.S. treasury bond yield at portfolio formation, and the MRP is set to 5% for all
firms. ﬁi is estimated using 60 monthly returns with the S&P500 as the reference index. In case ﬁi is negative, we set it
to 1. For the hybrid model VSH , ¢y, is measured as the median P/B ratio of the market at portfolio formation. The future
expected payout ratios k; are calculated as dividends per share relative to earnings per share for the respective forecast
period. Analogously, the forecasts for ROE, , are calculated as earnings per share relative to the beginning book value of
equity per share for the respective forecast period, with book values predicted via clean-surplus accounting. The long-run
growth rate in the hybrid model is set to 0.9, as proposed by Gao et al. (2019). For Vf e we employ the following priors
for a and f:

a” 24
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B~ r*(3)

These priors ensure that the mode of the prior predictive distribution for VB is 1 (thus anchoring the prior predictive
on book value). They are also weakly informative, as they are defined on the entire positive range with large variances
(8 and 6, respectively). For the data input for the likelihood, we follow Rueenaufer (2022) and specify point estimates for
VB for each firm at each portfolio formation date, which depend on varying assumptions on ROE, ,, r, and g. The first
estimate is always equal to 1 (ROE; = ROE, = r, no future residual income). For the second estimate, we assume that
ROE, = r (no long-run residual income). Then, we include three different scenarios for g: g = 0.5r,g =0,and g = — 0.5r.
For each of these variations of payoffs, we use three different scenarios for r (MRP=0.03, MRP=0.05, and MRP =0.06),
resulting in 13 total estimates.

For the sampling process, we rely on Hamiltonian MCMC via STAN.® We implement the I-model for each observation
with a total number of 1200 iterations and 200 burn-in samples in a single chain. We sample from the posterior predic-
tive distribution p(VB*| VB) and then count the number of samples from the posterior predictive that exceed the current
PB-ratio to approximate Vf ¢ In case any value estimate (including the non-Bayesian estimates) is negative, we set it
to one cent.’

These specifications are the same for all firms in the sample; portfolio- or industry-based approaches could be
the subject of future research. Finally, we operationalize VScore the same way as Huefner et al. (2021), where all
eight signals are measured at the portfolio formation date and only involve financial statement information that is
available.*

5 | ABNORMAL RETURN PATTERNS AND PORTFOLIO FORMATION
TECHNIQUES

After replicating several of the previously abnormal return patterns, several studies (e.g., Fama (1998) and Kothari and
Warner (1997)) showed that abnormal return patterns are often fragile and disappear whenever value-weighted portfo-
lios are applied instead of equal-weighted portfolios."' In turn, more recent papers (e.g., Asness et al. (2019)) use value-
weights since they are (a) more reflective of the market environment and (b) have less liquidity problems caused by
smaller stocks. However, as Chiang (2002) argues, that argument can also be turned around: value-weighted portfolios
assign larger weights to stocks that are already favored on the market, with momentum becoming a driving factor of
portfolio returns (past winners dominate value-weights). As of March 15, 2023, for example, seven stocks are responsible
for around 50% of the NASDAQ100's total market capitalization, as shown in Table 1.

Equal-weighted portfolios “give all stocks the same chance” on each portfolio formation date, which is more in line
with Graham and Dodd (1934)'s mantra of buying cheap quality stocks, regardless of their size and market capitalization.
In consequence, we decided to place emphasis on equal-weighted portfolios in our analyses, but we show additional com-
parative statistics including value-weighted portfolios as part of our sensitivity analyses. It is important to acknowledge
that illiquidity can indeed cause problems if trading strategies cannot be implemented consistently. We, therefore, control
for liquidity issues in a separate section later on.

6 | HYPOTHESIS DEVELOPMENT AND RESEARCH METHODOLOGY
BASED ON CHEAPNESS AND QUALITY

In our analysis, undervalued stocks are characterized as cheap relative to their quality (high or middle VScore, high
cheapness), while overvalued stocks are expensive relative to their quality (low or middle VScore, low cheapness).
This incongruence of market expectations with fundamentals leads to predictable return patterns, as Piotroski and
So (2012) and Huefner et al. (2021) show. In expectation, portfolios that are classified as undervalued yield higher
returns than portfolios that are classified as overvalued—this assumption grounds on Piotroski and So (2012). A
different way of looking at this dynamic is to regard both quality and cheapness as predictors of returns. Asness
et al. (2019) construct a quality factor by subtracting the returns of low-quality portfolios from the returns of high-
quality portfolios (quality minus junk, QMJ). They show that QM]J yields excess returns (via factor model alphas)
in various specifications of pooled factor regressions. In a similar vein, the difference in returns between high-
and low-cheapness portfolios is an explanation for the documented empirical relevance of the CME (cheap minus
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expensive) factor. Combining these two factors then leads to Figure 1, the errors-in-expectations matrix as described
by Piotroski and So (2012).

Our main analysis tests for return differences across equal-weighted portfolios sorted on quality (VScore) and cheap-
ness (Vy/P, — 1), where Vj, is proxied by the five different intrinsic value estimates V5, VgTE, Vi, v, and V(? e First,
we test for return differences in QMJ portfolios to assess the validity of VScore as a measure for QMJ through a compar-
ison of Sharpe Ratios (SRs). For all comparisons of Sharpe Ratios, we employ both 1-month and 1-year ahead returns
because Frankel and Lee (1998), Piotroski and So (2012), and Huefner et al. (2021) show that the errors-in-expectations
are often corrected over horizons longer than 1 month. The QM]J portfolios are created using VScore. Akin to Huefner
et al. (2021), firms with a VScore higher than six are labeled as quality, while firms with a Score lower than two are la-
beled as junk. We further run pooled calendar-time regressions with monthly QMJ returns using six factors: MKT, SMB,
one of the five different CME factors, RMW, CMA, and UMD."? If QMJ yields excess returns on its own regardless of the
measurement of CME (and the other factors), the intercept (alpha) of each regression will be positive and statistically
significant.

Then, we focus on the different CME factors in isolation by looking at differences in Sharpe ratios for CME portfolios
without a consideration of QMJ. Portfolios for V5, VOSTE, V(f L and Véq are created using the 20th and 80th percentiles as
cutoff points (the lowest 20% are expensive, highest 20% are cheap), while portfolios for Vf Y% <0.2 are created using
Vy ™ <0.2and Vo™ > 0.8, respectively. This leads to balanced CME portfolios for VZ, VSTE, VFL, and V7, while the port-
folios of V(fayes do not have to be balanced. To test absolute boundaries for the point estimate measures, we also create
portfolios using values of 0.2 and 0.8, respectively. The results are robust to this specification. Then, we run another set of
pooled factor regressions for the different CME factors to test whether they yield excess returns and assess their relations
to commonly applied risk factors.

TABLE 1 Market capitalization of top seven companies in the NASDAQ100.

Company (NASDAQ 100) Weight in %
Apple Inc. 12.426
Microsoft Corp. 12.069
Alphabet Inc 7.230
Amazon.com Inc. 6.053
NVIDIA Corp. 4.793
Tesla Inc. 3.582
Meta Platforms Inc. 3.425
Rest 50.422
CME
Low V/Py-1 High V(/Py-1

Middle Vo/Py-1

(Expensive) (Cheap)
Low VScore E[V,/Py] > E[VScore] BB SNAEEIM E[V,/P,] = E[VScore]

(Junk) Likely Overvalued Potentially Overvalued Aligned

E Middle VScore E[V,/P] > E[VScore] E[V,/Py] = E[VScore] | Lo/ Ip)(gt:nggscore]
5 Potentially Overvalued Aligned Undervalued
High VScore E[Vy/Py] < E[VScore] | FWVo/Pol <ELVScore]l | gy p 1 givscore]
X . Potentially .
(Quality) Aligned Undervalued Likely Undervalued

FIGURE 1 Errors-in-expectations matrix with CME and QM]J factors. This figure shows the classification of firms into overvalued,
aligned and undervalued portfolios based on the firm's fundamental quality implied by VScore and cheapness implied by the expected stock
return. Here, V,, is the estimate of the firm's intrinsic value at portfolio formation and P, is the current market price. VScore is the sum of
eight signals of fundamental quality as shown in Huefner et al. (2021).
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Afterward, we examine returns for portfolios sorted on quality and cheapness simultaneously. Out of the five esti-
mates, Vf has the lowest data requirements, but comes at the cost of not including any explication of future expectations.
V5 and V3TE are very similar since the incremental change from added STE is small. V™ is more volatile because it
depends on viable point estimates for ROE; and ROE, to yield feasible results. Therefore, we expect a higher share of
misclassified firms for Vg L due to one-cent estimates whenever ROE, or ROE, are negative. Excluding negative estimates
for VOF L reduces the sample size, leading to lower practical utility. How the misclassification of firms for V(f L changes the
return patterns is hard to predict ex-ante. This misclassification distorts the results if quantile-based portfolios are used
and may weaken or nullify the expected abnormal returns earned by CME. Overall, we expect the hybrid model Véq to
increase intrinsic value estimates compared to the others since historical P/B ratios are larger than 1 (it has a median of
~2 in our sample). This lowers valuation bias, but comes at the cost of lower return predictability because including the
contemporaneous market sentiment may create a larger deviation from firm fundamentals (a dilution of quality). Finally,
V59 mimics the behavior of VE, but does not require market-wide data to function due to its probabilistic nature (it stays
between 0 and 1). Furthermore, it excludes firms with a large uncertainty concerning the intrinsic value estimate com-
pared to VB We, therefore, expect it to provide additional assurance for quality when paired with VScore. Empirically, we
expect VBayes to increase Sharpe ratios compared to VB by avoiding the value trap more reliably. Finally, we examine the
time- serles behavior of the share of quality firms that are classified as cheap by V W over time to assess the consistency
of the strategy. Expectedly, market sentiment plays an important role here since the share of cheap firms should be larger
in times when overall market expectations are low and vice versa. Similarly, the share of quality firms should be smaller
in times of economic downturn.

7 | DATA ACQUISITION AND DESCRIPTIVE STATISTICS
7.1 | Data acquisition

Our sample includes all firms listed on the US Stock Market (Nasdaq and NYSE) and historical prices of the S&P500
price index from June 2002 to July 2022 (monthly and annual dataset range from June 2002 until July 2021-
230 Months), taken from Refinitiv Eikon. Historical data is obtained from Refinitiv DataStream and analyst forecasts
stem from I/B/E/S. Portfolios are formed at the beginning of each month (calendar time approach). Factor model
data is obtained from the Kenneth French Database. QMJ and the five different CME factors are calculated for each
portfolio formation date. Firms need to have data for VScore and CME factors available. We set dividends and invest-
ment income to zero when they are unavailable to increase coverage. Firms with a per-share value lower than 3$
are excluded because they are subject to microstructure effects and have a highly right-skewed distribution, as Ball
et al. (1995). Our results are robust to alternative low-dollar thresholds (the higher the threshold, the more extreme
returns are excluded). This mainly affects junk stocks, because the majority of low-dollar stock is concentrated there.
Total stock returns need to be available for both 1 month ahead and 1year ahead of portfolio formation. Unless they
are available on DataStream, delist returns are set to —30% following Shumway (1997). After applying all filters,
425,967 monthly observations remain. Due to the large sample size, test statistics (even for subsamples) may exhibit
natively high significance levels, which is why we focus on both statistical and economic significance, at the cost of
(potentially) more subjective inferences."?

7.2 | Descriptive statistics and basic correlations

As the baseline of the empirical analysis, Table 2 includes descriptive statistics for the input variables. Panel A shows re-
turn statistics, Panel B shows statistics for the eight VScore variables and Panel C shows statistics for the expected returns
implied by the five different intrinsic value estimates. It is visible in Panel A that the average annual (monthly) total stock
return in the sample is 9.03% (0.25%), indicating that the sample covers a bull market period. That is further reinforced by
the median and share of positive returns since the median is positive and the share of positive returns is greater than 50%.
Panel B includes a few large outliers for many input variables for VScore, making the means and standard deviations un-
reliable. The percentile statistics and shares of binaries set to 1 are more robust to outliers, which is why we concentrate
on them. Payout ratios exhibit (as expected) a large share of zeroes, since they are set to zero if they are unavailable. They
are also among the biggest gatekeepers for quality, with only 51.52% and 45.19% cases of positive binaries. Aside from
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that, the VScore statistics indicate that many EROEs are only positive because firms use the leverage effect, not because
of actual excess operating profitability (high positive binary EROE,, and FLG,,, but lower EORBA, and IRBA,)). Finally,
Panel C reveals that both returns implied by Vé3 and Vg‘TE have a negative bias (consistent with prior research), since
only a small fraction of these returns is positive and both medians are negative. Akin to Panel B, the means and standard
deviations for the expected returns are unreliable (aside from V¥ and Vf %) Part of the negative bias in V? and V3TE is
eliminated in VOF L and Véq since they increase both the share of positives and the medians. This, however, comes at the
cost of very high standard deviations caused by large positive outliers, reducing the overall accuracy. The last intrinsic
value estimate V(])3 @ also includes a negative bias, since the average posterior probability for a positive return is only
32.30% and the median is only 26.80%.

As a means to test for statistical relationships between the input variables, Table 3 shows basic correlations. Note
that significance levels for either panel might be affected by the large sample size, which causes them to be statistically
significant, even for values that appear economically negligible. Panel A includes Pearson correlations between the eight
binaries for VScore and Panel B includes Spearman correlations between the actual returns and the expected returns
implied by the different intrinsic value estimates.

Large correlations in Panel A (0.634 and 0.743) exist between historical and expected EROEs and payout ratios, in
line with prior research (e.g. Huefner et al. (2021)). It thus seems that analyst forecasts tend to project prior profitability
and payout behavior into the future. Another relatively strong positive correlation exists between the two EROEs and

TABLE 2 Descriptive statistics for actual returns, VScore, and expected returns.

Panel A: Returns—descriptive statistics

Returns Mean (p) 1st Perc. 20th Perc. = Median 80th Perc. 99th Perc. SD (o) % >0

TSR (t=1/12) 0.25% —30.39% —6.34% 0.59% 7.30% 24.76% 10.05% 58.65%
TSR (t=1) 9.03% —74.21% —19.62% 6.37% 33.81% 136.50% 39.50% 53.59%
Panel B: VScore—descriptive statistics

VScore Mean (p) 1st Perc. 20th Perc. = Median 80th Perc. 99th Perc. SD (o) Binary >0
EROE, 4.76% —62.97% —2.86% 3.66% 12.94% 151.29% 8.41 68.04%
EORBA, 2.61% —28.56% —5.00% 0.20% 6.58% 38.45% 1.51 51.26%
IRBA, 0.19% 0.00% 0.00% 0.00% 0.24% 2.85% 0.06 51.49%
FLG, 19.36% —5.21% 0.74% 5.87% 14.54% 182.40% 3.10 86.03%

k, 52.66% 0.00% 0.00% 18.26% 55.94% 525.00% 3.36 51.52%
EROE,; 112.97% —16.41% —1.55% 4.28% 12.78% 139.89% 100.27 73.48%

k, 29.26% 0.00% 0.00% 5.54% 45.16% 288.24% 2.19 45.19%
STRIG 20.11% —200.00% —29.11% 9.12% 86.71% 200.00% 0.96 60.20%
Panel C: Intrinsic value-based expected returns—descriptive statistics

Expected return  Mean (n) 1st Perc. 20th Perc. @~ Median 80th Perc. 99th Perc. SD (o) % >0

Rf —44.26% —96.07% —74.09% —51.92% —20.63% 78.57% 58.87% 9.34%
R3TE 80.48% —92.81% —71.55% —49.92% —19.83% 73.72% 12,516.90% 9.69%
RfL 2284.66% —96.08% —52.70% —21.76% 23.04% 224.72% 232,145% 33.73%
R{{ 2207.77% —79.81% —23.07% 19.58% 75.71% 256.90% 216,424% 64.36%
1/ Bayes 32.30% 0.00% 5.80% 26.80% 58.20% 92.20% 26.40% /

0

Note: This table includes descriptive statistics for the input data of the empirical analysis of 425,967 monthly firm observations, starting in June 2022 and
ending in July 2021 (230 months). Panel A includes descriptive statistics for monthly (t=1/12) and annual (t=1) returns after portfolio formation at the
beginning of each month (calendar time returns). TSR is the total stock return, including dividend payments if they fall into the return window. Panel B
includes descriptive statistics for the eight VScore inputs. The detailed descriptions of the input variables for VScore are shown in Huefner et al. (2021). EROE,,
is the excess ROE over the cost of equity capital for the last fiscal year, EORBA, is the excess operating return over the cost of equity capital for the last fiscal
year, IRBA, is the investment return for the last fiscal year, FLG, is the financial leverage gain over the cost of debt for the last fiscal year, k; is the payout ratio
for the last fiscal year, EROE, is the excess ROE over the cost of equity capital for the next fiscal year, k; is the payout ratio for the next fiscal year and STRIG

is the growth rate in residual income from the last to the next fiscal year. R}

described in Section 2 and

Vg“y “ is the posterior predictive probability of intrinsic value to exceed price.

,RSTE, RFL_ RH are the expected returns implied by the intrinsic value estimates
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operating profitability, with values of 0.450 and 0.489 for EROE, and EROE,, respectively. Aside from those correlations,
most Pearson correlations are moderately positive, moderately negative, or close to zero. This indicates that overall, the
eight variables add incremental value to VScore. In Panel B, the Spearman correlations between actual and expected
returns are rather weak, while several different expected return measures exhibit strong positive correlations with each
other. Especially for V(]f and VOSTE, the correlation is almost perfectly positive (0.990). This indicates a low incremental
benefit of adding short-term expectations to the anchoring book value. There is also a strong positive correlation between
V;g ¢ and the expected returns implied by the other estimates. Since V(? # includes the other estimates aside from Vf){
as input, that is not surprising.

8 | EMPIRICAL RESULTS
8.1 | Comparison of returns for Quality-Minus-Junk portfolios (QMJ)

The first endeavor of the empirical analysis is to test whether quality can predict returns on its own, as shown
by Piotroski (2000) and Asness et al. (2019). We calculated return statistics (excess returns, standard deviations,
and Sharpe Ratios) for the nine different portfolios formed on the different values for VScore. Panel A of Table 4
shows these statistics for both monthly and annual returns after the portfolio formation date, while Panel B shows
t-statistics and F-statistics for QMJ portfolios. It is visible that there is a larger share of observations that are classified
as quality compared to junk. As is common in these event studies over longer horizons, this could be the result of a

TABLE 3 Basic correlations between VScore binaries and returns (actual and expected).

Panel A: Pearson correlations for VScore binaries

p (Pearson) EROE, EORBA, IRBA, FLG, ko EROE, ky STRIG
EROE,

EORBA, 0.450%%*

IRBA, —0.0217 0.124%%*

FLG, 0.061%** 0.006*** —0.121%

ko 0.283%%* 0.153%%* —0.109%* 0.178%**

EROE, 0.634%%* 0.489%%* —0.013*** 0.090%** 0.227%%*

k, 0.216%** 0.150%"* —0.092* 0.196%** 0.743%%% 0.234%%*

STRIG —0.161%* 0.057%%* 0.046%** 0044+ —0.072%%  0.143%*  0.016™*

Panel B: Spearman correlations for returns (actual and expected)

p (Spearman) TSR (t=1/12) TSR (t=1) R? RSTE R R Ve
TSR (t=1/12)

TSR (t=1) 0.265%**

RE 0.028*** 0.077%%*

R3TE 0.030%*** 0.0827* 0.990%**

REL 0.029°** 0.0947%* 0.331%%* 0.417%%*

RH 0.015%** 0.033%** 0.725%** 0.785%** 0.762***

y/Bayes 0.034%%+ 0.110%** 0.497%** 0.576%** 0.965%** 0.831%**

0

Note: This table includes correlations for the input data of the empirical analysis of 425,967 monthly firm observations, starting in June 2022 and ending in July
2021 (230 months). Panel A includes Pearson correlations for the for the eight VScore binaries. The detailed descriptions of the input variables for VScore are
shown in Huefner et al. (2021). EROE; is the excess ROE over the cost of equity capital for the last fiscal year, EORBA,, is the excess operating return over the
cost of equity capital for the last fiscal year, IRBA, is the investment return for the last fiscal year, FLG, is the financial leverage gain over the cost of debt for
the last fiscal year, k, is the payout ratio for the last fiscal year, EROE; is the excess ROE over the cost of equity capital for the next fiscal year, k; is the payout
ratio for the next fiscal year and STRIG is the growth rate in residual income from the last to the next fiscal year. Panel B includes Spearman rank correlations
for monthly (=1/12) and annual (t=1) returns after portfolio formation at the beginning of each month (calendar time returns). TSR is the total stock return,
including dividend payments if they fall into the return window. R?, RSTE, R, RH and V2 are the expected returns implied by the intrinsic value estimates
described in Sections 2 and 3 and P, is the current market price. ***, ** and * indicate significance levels of 0.01, 0.05, and 0.1, respectively.
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survivorship bias on the market (successful quality firms survive longer and thus form a larger share of the sample).
Looking at the excess returns and standard deviations for the nine portfolios in Panel A, it is clearly visible that re-
turns increase with VScore, while the standard deviation behaves the opposite way. It is, therefore, not surprising
that the test-statistics in Panel B are both economically and statistically significant, indicating that QMJ predicts
Sharpe Ratios on its own.'*

In order to further validate VScore as a quality measure, we also calculate pooled calendar time regressions with
the five different cheap-minus-expensive (CME) measures described in Section 2. V(f is analogous to the classic HML
factor outlined by Fama and French (1992). Table 5 reports the regression coefficients, ¢-statistics, and adjusted R’s
for pooled regressions of QMJ on the other factors. Here, all alphas are positive, range between 1.10% and 1.23% and
remain statistically significant. Aside from Vé{ , the hybrid model, and VOF L the terminal value RIM, the CME factors
yield a negative sign and have small significance levels on the respective coefficients. For the hybrid model, the factor
loading on CME is close to zero and statistically insignificant, while the coefficient on VOF L is positive and statisti-
cally significant. The latter could be an outcome of the misclassification on CME due to the inconsistencies in the
terminal value. The coefficient on RMW is strongly positive and significant; since profitability is a factor of quality
as well (gross profit relative to total assets should correlate positively with ROE), the positive sign is in line with the
expectation (we perform additional analyses involving RMW later). For SMB and MKT, the signs are consistently
negative for all CME factors. This implies that quality stocks are less exposed to those risk factors. This reinforces
the impression that quality stocks seem safer than junk stocks overall, consistent with Asness et al. (2019). Finally,
CMA and UMD are inconsistent in terms of sign and/or significance, indicating that they have rather weak explan-
atory power for QMJ returns. The adjusted R* always ranges between 0.52 and 0.55, which implies that a relatively
large share of the variance in QMJ returns is explained by the six respective factors. In summary, it seems that QMJ
based on VScore predicts Sharpe ratios for both monthly and annual return windows following portfolio formation.
The main inference remains the same after controlling for commonly applied risk factors, including several different
operationalizations of CME.

TABLE 4 Return statistics for portfolios formed on quality and junk (QMJ).

Panel A: Quality returns Monthly TSR-rf (t=1/12) Annual TSR-rf (t=1)
Classification VScore n 7} c SR "] c SR
Junk 0 1732 —1.66% 0.14 —-11.79% 8.11% 51.22% 15.84%
1 14,975 —0.38% 0.12 —-3.19% 8.78% 50.40% 17.41%
Middle 2 37,639 —0.12% 0.12 —1.08% 9.17% 47.20% 19.44%
3 53,789 —0.02% 0.11 —0.18% 7.77% 44.54% 17.44%
4 67,133 0.08% 0.11 0.73% 8.45% 42.39% 19.93%
5 82,045 0.22% 0.10 2.15% 8.10% 39.76% 20.38%
6 77,342 0.46% 0.09 5.07% 10.11% 35.43% 28.54%
Quality 7 57,831 0.62% 0.08 7.46% 10.10% 31.17% 32.39%
8 33,472 0.69% 0.08 8.84% 10.18% 28.70% 35.48%
Panel B: QMJ Returns Monthly TSR-rf (t=1/12) Annual TSR-rf (t=1)
Classification 7 c SR 7 c SR
Junk —0.40% 12.11% 14.83% 8.71% 50.49% —-3.29%
Quality 0.65% 8.18% 10.13% 10.13% 30.29% 7.98%
QMJ 1.05% —-3.93% 22.64% 1.42% —20.20% 11.27%
Stat 11.871%** 0.447%#* 4.26%** 0.35%#*

Note: This table shows average excess total stock returns (u), standard deviations (o), and Sharpe Ratios (SR) for returns of equal-weighted portfolios classified
based on their quality for a total amount of 425,967 monthly observations of US-Firms from June 2002 to July 2021. For Panel A, firms are classified based

on VScore each month and for Panel B, firms are classified as Quality if they achieve a VScore greater than 5 and as Junk when their VScore is lower than 2.
TSR-rf is the excess total stock return for the subsequent month, including dividend payments if they occur in the respective window, less the risk-free rate.
SR is calculated as excess returns divided by the respective standard deviation. For QM]J, t-statistics and F-statistics are shown below the excess return and
standard deviation, with *** ** and * indicating significance levels of 0.01, 0.05 and 0.1, respectively. If a firm is delisted within the return window, we follow
Shumway (1997) and set it to —30%.
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TABLE 5 Asset pricing tests for QMJ factors.
B STE FL H Bayes
QMJ v, v, v, v, v,
Alpha (in %) 1.23 1.21 1.10 1.15 1.15
9.07%** 8.88%** 8.02%** 8.19%** 8.21#**
MKT —0.10 —0.10 —0.07 —0.10 —0.10
—2.94%%* —2.88%** —2.1** —2.86%** —2.82%%*
SMB —0.38 —0.40 —0.47 —0.47 —0.47
—6.27%** —6.61%** —8.16%** —7.8%*% —8.12%#*
RMW 0.55 0.56 0.44 0.52 0.52
7.53%%* 7.48%** 5.51%%* 6.73%** 6.87***
CMA 0.09 0.07 —0.08 —0.03 —0.03
1.02 0.73 —0.89 -0.37 —0.36
UMD —0.05 —0.05 —0.04 —0.05 —0.05
—1.89* —1.92* —1.28 —1.68* —1.68*
CME —-0.22 —0.18 0.19 0.00 0.00
—3.93%xx —3.24%%* 3.02%** 0.08 —0.01
Adj. R? 0.55 0.54 0.54 0.52 0.52

Note: This table shows six-factor alphas for different operationalizations of equal-weighted CME portfolios. The regression is a pooled time-series regression

of QMJ on six commonly applied risk factors. Alpha is the intercept and can be interpreted as the average excess return (in basis points) of the QMJ portfolios.
MKT, SMB, RMW, and UMD are taken from Kenneth French's website. The descriptions of the five factors on the website are as follows: MKT is the excess
return of the market portfolio, including all NYSE, AMEX, and NASDAQ firms. SMB (Small Minus Big) is the average return on the nine small stock
portfolios minus the average return on the nine big stock portfolios, RMW (Robust Minus Weak) is the average return on the two robust operating profitability
portfolios minus the average return on the two weak operating profitability portfolios, CMA (Conservative Minus Aggressive) is the average return on the two
conservative investment portfolios minus the average return on the two aggressive investment portfolios and UMD is the average return on the two high prior

return portfolios minus the average return on the two low prior return portfolios. The CME factors are constructed using V, V38, VL, fo ,and Vf % The

t statistics are shown below the coefficients, with ***, ** and * indicating significance levels of 0.01, 0.05, and 0.1, respectively. If a firm is delisted within the
return window, we follow Shumway (1997) and set it to —30%.

8.2 | Comparison of returns for CME portfolios

Based on the errors-in-expectations matrix, CME complements QMJ as the second explanatory factor for return patterns,
as Piotroski and So (2012) and Huefner et al. (2021) show. Our next focal point in the analysis is, therefore, the compari-
son of different operationalizations of CME in isolation, that is, which CME factor appears as the best complement for
QMLJ. In order to test the respective validity, we first calculate return statistics for each CME factor. Table 6 shows those
statistics, with Panel A including monthly returns and Panel B including annual returns following portfolio formation.
Overall, monthly and annual returns for all CME factors aside from VgL yield consistent patterns. Cheap stocks yield
the highest returns, but also inherit higher risk; this risk is only consistent for annual returns (for monthly returns, it is
largely statistically and/or economically insignificant). Cheap stocks include a larger share of positive returns, particu-
larly over the annual horizon. Hence, positive CME returns manifest over short and long horizons, but cheap portfolios
have heavier tails with larger gains and losses on individual stocks over the subsequent year. One could see the higher
returns as a compensation for risk (over longer horizons), but as Huefner et al. (2021) show, there are fundamental differ-
ences across the three cheap portfolios that can be explained by QMJ. Interestingly, Vf W yields by far the largest Sharpe
Ratios and the largest share of positive returns for annual returns, while the difference is not economically significant for
monthly returns (it does still have the highest return difference, with 0.51%). It, therefore, seems that the utility of the
Bayesian estimate manifests over horizons longer than 1 month after portfolio formation.

The large annual returns for cheap firms identified by Vf 3¢ exhibit a jump in standard deviation, indicating that
the higher returns are not free lunch. It is, therefore, of interest whether combining Vf W with a quality measure might
counter that affect, if at least partially. The unbalanced portfolios for V(])3 @ also lead to a much smaller number of cheap
firms. Due to the probabilistic nature of the Bayesian CME factor, a larger number of stocks is excluded, so that the cheap
portfolios for V(? ¢ are smaller than the portfolios formed on the other CME factors (25,330 vs. 85,292 observations).

To control for risk factors, we again run pooled calendar-time regressions, this time with one of the five CME factors
as the variable to explain each regression. Consistent with Table 6, all factors in Table 7 aside from V(f L yield positive and
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significant alphas, with lower alphas for V!’ and VBay compared to V& and VSTE. The adjusted R? is lower for V¥ and
V(]f ¢ indicating that the other risk factors explaln less of the variance of these two CME factors. The loading on RMW
is once again consistently positive and significant; high expected returns implied by CME go along with high expected
returns implied by RMW. Additionally, it seems that momentum (UMD) does not affect CME factors. QMI is highly sig-
nificant for VZ, VTE, and V™, but has a lower significance level for VBalyes Negative signs on QMIJ indicate that cheaper
stocks have lower quality overall for VB, VSTE, and VBayes This is con51stent with the finding of Asness et al. (2019) that
quality usually comes at a price. The main dlfference between VBayes and VB lies in SMB: for VBayeS there is no significant

effect of size on the returns, while the coefficient for VB is 51gn1flcant1y posmve In turn, it seems that VB generally iden-

tifies larger firms, while there is no size difference between stocks that are identified as cheap and expensive for VBayes
Overall, the lower R* shows a weaker exposure of VH and VBayes to the different risk factors.
TABLE 6 Return statistics for portfolios formed different CME factors.
Panel A: Monthly TSR-rf (t=1/12) Panel B: Annual TSR-rf (t=1)
Pos SR Pos
Factor Class n i c (%) (%) 7 c (%) SR (%)
V(f Expensive 85,292 0.10% 0.10 53.39 0.95 8.34% 0.39 58.33 21.23
Middle 255,383 0.22% 0.10 53.37 2.23 8.15% 0.38 58.07 21.44
Cheap 85,292 0.50% 0.10 54.48 4.86 12.34% 0.44 60.79 28.24
CME 0.41% 0.00 1.10 3.91 4.00% 0.04 2.46 7.01
Stat 8.21%** 1.04 19.90%** 1.24
VOSTE Expensive 85,292 0.08% 0.10 53.28 0.82 8.35% 0.40 58.07 20.93
Middle 255,383 0.22% 0.10 53.38 2.27 8.17% 0.38 58.11 21.55
Cheap 85,292 0.51% 0.10 54.58 4.92 12.30% 0.43 60.96 28.31
CME 0.42% 0.00 1.30 4.09 3.95% 0.04 2.89 7.38
Stat 8.49%** 1.01 19.58%** 1.19
V(fL Expensive 85,292 —0.02% 0.11 51.95 -0.21 8.49% 0.45 54.94 19.08
Middle 255,383 0.35% 0.10 53.98 3.58 9.30% 0.38 59.49 24.68
Cheap 85,292 0.24% 0.10 54.10 2.48 8.76% 0.39 59.95 22.21
CME 0.26% —-0.02 2.16 2.68 0.28% —0.05 5.01 3.13
Stat 5.18%** 0.75%** 1.351% 0.786***
ng Expensive 85,409 —0.02% 0.10 52.49 —0.23 8.10% 0.41 57.11 19.76
Middle 255,769 0.29% 0.10 53.70 2.93 8.58% 0.38 58.75 22.86
Cheap 85,409 0.43% 0.10 54.41 4.15 11.32% 0.43 59.99 26.05
CME 0.45% 0.00 1.92 4.38 3.22% 0.02 2.88 6.29
Stat 8.96%** 0.96%** 15.718*** 1.12
Vfayes Expensive 177,691 0.02% 0.10 51.85 0.15 5.35% 0.39 53.63 13.61
Middle 222,946 0.41% 0.10 54.68 4.17 10.65% 0.38 61.58 27.97
Cheap 25,330 0.53% 0.12 56.36 4.50 20.60% 0.49 68.37 42.22
CME 0.51% 0.02 4.51 4.34 15.25% 0.09 14.74 28.61
Stat 6.62%** 1.38 47.58%* 1.54

Note: This table shows average excess total stock returns (u), standard deviations (o), the share of positive returns (Pos), and Sharpe Ratios (SR) for equal-
weighted portfolios that are classified as low cheapness, middle cheapness, or high cheapness for a total amount of 425,967 observations of US-Firms from June
2002 to July 2021 (230 months). Each month, firms are classified based on cheapness via different proxies for intrinsic value (VZ, VST, VF-, v and VBayes)

The cheapness portfolios for overvalued (undervalued) consist of the 20% lowest (highest) observations for intrinsic value estimates at portfoho formation.

For Vf e, portfolios are constructed based on the posterior predictive probability. Panel A shows characteristics of monthly returns following the portfolio
formation date, while Panel B Shows the same statistics for annual returns. TSR is the total stock return for the subsequent month, including dividend
payments if they fall into the respective window. Pos is the share of positive TSRs in the portfolio. Sharpe Ratios are calculated as excess returns divided by the
respective standard deviation. For the CME returns, ¢-statistics and F-statistics are shown below the excess return and standard deviation, with ***, ** and *
indicating significance levels of 0.01, 0.05, and 0.1, respectively. ¢-test are one-sided tests for High > Low and F-Tests are one-sided for High < Low. If a firm is

delisted within the return window, we follow Shumway (1997) and set it to —30%.
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TABLE 7 Asset pricing tests for CME factors.
CME factor vE VSTE Vv vi vyaves
Alpha (in %) 0.68 0.65 0.04 0.38 0.38
3.87%%* 3.5k 0.27 2.05%* 2.05%*
MKT —0.02 —0.01 —0.12 —0.03 —0.11
—0.64 —0.37 —3.17%%* —0.63 —2.71%**
SMB 0.27 0.28 0.06 0.31 0.03
3.7 3.57%F* 0.92 3.97%F* 0.34
RMW 0.29 0.33 0.35 0.31 0.17
3.08%*** 3.37%k* 4.07%%* 3.18%** 1.8*
CMA 0.56 0.55 0.26 0.36 0.24
5.65%** 5.34%%% 2.76%%* 3.471%%* 2.32%*
UMD —0.03 —0.04 —0.06 —0.04 —0.07
—0.98 =127 —1.83* =127 —1.95*
QMJ —0.29 —0.25 0.21 0.01 0.00
—3.93%x —3.24%%% 3.02%%* 0.08 —0.01
Adj. R’ 0.32 0.28 0.30 0.15 0.10

Note: This table shows six-factor alphas for different operationalizations of equal-weighted high-minus-low cheapness portfolios (CME). The regression is a
time-series regression of CME on six commonly applied risk factors. Alpha is the intercept and can be interpreted as the average excess return of the respective
CME portfolios. MKT, SMB, RMW, and UMD are taken from Kenneth French's website. The descriptions of the five factors on the website are as follows:

MKT is the excess return of the market portfolio, including all NYSE, AMEX, and NASDAQ firms. SMB (Small Minus Big) is the average return on the nine
small stock portfolios minus the average return on the nine big stock portfolios, RMW (Robust Minus Weak) is the average return on the two robust operating
profitability portfolios minus the average return on the two weak operating profitability portfolios, CMA (Conservative Minus Aggressive) is the average return
on the two conservative investment portfolios minus the average return on the two aggressive investment portfolios and UMD is the average return on the two

high prior return portfolios minus the average return on the two low prior return portfolios. The CME factors are constructed using V&, V3T, VEt, VI, and
VB‘iycs The t statistics are shown below the coefficients, with ***, ** and * indicating significance levels of 0.01, 0.05, and 0.1, respectively. If a firm is delisted

Wlthln the return window, we follow Shumway (1997) and set it to —30%.

8.3 | Comparison of returns for portfolios formed on QMJ and CME

Since both QMJ and CME-based portfolios yield positive alphas, the next step in the analysis is the combination of both
strategies to exploit the errors-in-expectations hypothesis further. In order to do so, we form portfolios on quality and
cheapness simultaneously, in the form of undervalued (UV) and overvalued (OV) portfolios. The result is another factor,
Undervalued-minus-Overvalued (UMO). Table 8 includes return statistics for portfolios formed on UMO for the five dif-
ferent intrinsic value estimates, with Panel A of Table 8 showing monthly statistics and Panel B showing annual statis-
tics. For both monthly and annual return windows, the results are consistent with the errors-in-expectations hypothesis,
as UMO is positive for all five cheapness measures. Except for VF L (with a UMO of 0.81%), all return differences on UMO
are economically significant. Interestingly, V Bayes yields the hlghest UMO return and the largest difference in the share
of positive returns for both monthly and annual returns. As expected, the standard deviation decreases consistently from
overvalued to undervalued for all five CME factors. It is also important to acknowledge that the SR for UV portfolios
formed on V Y in Table 8 is lower than the SR for cheap portfolios formed on VBayes in Table 6, but only for annual
returns. VBayes as a standalone CME factor yields high returns, but picks up on risk for both monthly and annual returns.
Adding the quality dimension leads to a reduction of both risk and return for the longer window because cheap junk
firms are removed, while more quality firms are added. For monthly returns, combining cheapness and quality increases
returns and reduces risk for all five measures, with VB showing the largest difference returns and Sharpe ratios (but not
by far compared to V5T and VBayeS)

It, therefore, seems that the Bayesian estimate starts outperforming the others only for holding periods longer than
1month. Table 8 includes the UMO factors, but does not grant insight into the full errors-in-expectations pattern as
shown in Figure 1. To provide full insight, Table 9 includes return statistics for the nine Vf W portfolios (Panel A again
with monthly returns, Panel B with annual returns). For the monthly returns in Panel A, the contrarian portfolios (top
left and bottom right) follow the pattern implied by errors-in-expectations. Cheap quality stocks have the highest returns
at low (but not the lowest) risk and the highest share of positive returns. In Panel A, the cheap junk stocks stand out,
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TABLE 8 Return statistics for portfolios formed on QMJ and CME factors.

Panel A: Monthly returns (t=1/12)

REVIEW of
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ECONOMICS

Panel B: Annual returns (t=1)

Factor Class n 7] c Pos SR 7} c Pos SR

V(f ov 64,924 —-0.19% 0.11 51.76 —-1.69 7.76% 0.44 54.85 17.22
A 224,637 0.17% 0.10 53.09 1.69 7.97% 0.39 57.25 20.51
uv 136,406 0.60% 0.09 55.31 6.37 11.39% 0.38 62.72 29.83
UMO 0.79% —0.02 3.55 8.06 3.63% —0.06 7.87 12.60
Stat 15.52%* 0.717%#* 17.90%** 0.74%#*

VOSTE ov 67,306 —0.17% 0.11 51.74 —1.55 7.80% 0.45 54.80 17.44
A 220,699 0.17% 0.10 53.11 1.72 8.03% 0.39 57.33 20.76
uv 137,962 0.59% 0.09 55.29 6.27 11.24% 0.38 62.71 29.58
UMO 0.76% —0.02 3.54 7.83 3.43% —0.07 7.91 12.14
Stat 15.24%%* 0.70%** 17.13%%* 0.72%**

VEL ov 85,490 —0.07% 0.11 51.74 —0.62 8.44% 0.45 54.52 18.57
A 194,834 0.27% 0.10 53.38 2.63 9.13% 0.39 58.14 23.15
uv 145,643 0.42% 0.09 54.99 4.68 9.25% 0.36 61.82 25.95
UMO 0.49% —0.02 3.25 5.31 0.81% —0.10 7.30 7.38
Stat 10.87%** 0.63%+* 4.46%** 0.61%+*

Vé{ oV 77,068 —0.16% 0.11 51.59 —1.47 7.85% 0.44 55.14 17.84
A 203,506 0.21% 0.10 53.22 2.06 8.40% 0.39 57.61 21.61
uv 145,393 0.53% 0.09 55.19 5.72 10.55% 0.38 62.02 27.91
UMO 0.70% —0.02 3.60 7.20 2.70% —0.06 6.88 10.07
Stat 14.91%** O 7115 14.47%%* 0.74%**

V:‘*Yes ov 155,016 —0.06% 0.10 51.46 —0.60 5.46% 0.41 52.79 13.19
A 185,843 0.33% 0.10 53.98 3.32 9.82% 0.39 59.70 25.28
uv 85,108 0.65% 0.09 56.67 6.99 13.82% 0.37 67.13 37.64
UMO 0.72% —0.01 5.21 7.59 8.36% —0.05 14.34 24.46
Stat 17.22%%* 0.80%*** 50.99%+* 0.79%**

Note: This table shows average excess total stock returns (u), standard deviations of returns (o), the share of positive returns (Pos) and Sharpe Ratios (SR) for
equal-weighted portfolios that are classified as overvalued (OV), aligned (A) or undervalued (UV) for a total amount of 425,967 observations of US-Firms from
June 2002 to July 2021 (230 months). Each month, firms are classified based on cheapness via different proxies for intrinsic value (VZ, V™, VL, VI, and

V: %) and then further classified based on quality through VScore. The cheapness portfolios for overvalued (undervalued) firms for V2, VST, VL, and v
consist of the 20% lowest (highest) observations for intrinsic value estimates at portfolio formation. For Vf e portfolios are constructed based on the posterior
predictive probability, so that overvalued (undervalued) portfolios include all firms with a posterior predictive probability of intrinsic value to exceed price
lower than 20% (larger than 80%). Panel A shows characteristics of monthly returns following the portfolio formation date, while Panel B Shows the same
statistics for annual returns. TSR is the total stock return for the subsequent timeframe, including dividend payments if they fall into the respective window.
Rfis the 1 month and 10-year US-treasury bond yield at the time. Pos is the share of positive excess returns (TSR-rf) in the portfolio. SR is calculated as excess
return divided by the respective standard deviation. For the CME returns, t-statistics and F-statistics for Stat 0 are shown below the excess return and
standard deviation, with ***, ** and * indicating significance levels of 0.01, 0.05, and 0.1, respectively. If a firm is delisted within the return window, we follow
Shumway (1997) and set it to —30%.

because they have negative returns (—0.53%) and inherit the highest standard deviation (0.14). These negative returns
reverse for the annual return window in Panel B. There, cheap junk stocks, middle cheapness junk stocks, and cheap
middle-quality stocks yield very high excess returns (19.78%, 19.18%, and 21.15%, respectively). These returns come at a
cost, as they also have fairly high standard deviations (0.53, 0.57, and 0.51, respectively). Ball et al. (1995) argue that low-
dollar value stocks (penny stocks) create issues in event studies (like ours) because they have very large positive returns
over longer horizons with little impact on the market due to low market capitalizations. This leads to a large sensitivity
of returns of portfolios including these stocks to alternative specifications (caused by large impacts of brokerage/trans-
action costs and liquidity problems). Indeed, setting different low-dollar thresholds changes the excess returns from
these two portfolios noticeably, while other portfolio statistics remain robust. A noticeable portion of the large positive
excess returns for these portfolios comes from investing in low-dollar stocks. Considering their high standard deviation,
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the low-dollar stocks entail a high risk of being cheap for a justifiable reason. The excess return, standard deviation, and
share of positive returns for the cheap quality portfolio remain robust to alternative dollar value thresholds. Aside from
this deviation, the results in Panel B are consistent with the returns implied by errors-in-expectations using VOB wes,

8.4 | Time-series analysis of monthly returns on QMJ and CME

Even though the return statistics and regressions are insightful, they do not show the degree of consistency of the in-
vestment strategy over time. There may be times when market-wide dynamics cause the UMO strategy to fail (like, e.g.,
market bubbles or larger changes on input variables like benchmark yields or even a lack of under- or overvalued firms).
In order to illustrate the consistency of the strategy, Figure 2 plots monthly differences in annual Sharpe Ratios between
undervalued and overvalued portfolios. It is visible that there are only few cases where the difference is negative. The
only two rather persistent windows of negative difference cover the financial crisis in 2008 & 2009 and the first 1%2years
of the COVID pandemic (April 2020-August 2021). A potential explanation for the drawdowns is the weaker fundamen-
tal performance of firms during those windows; quality firms have more ground to lose compared to junk firms and thus
experience larger drawdowns because the market anticipates the loss in quality.

In order to illustrate that, Figure 3 shows the share of cheap firms and the share of quality firms in the sample over time,
combined with the evolution of the S&P500 price index over time. It is visible that the share of quality firms in the market
fluctuates and ranges between 14.81% and 27.68%. There is a particularly low share of quality firms after the financial crisis of
2008-2009, and a noticeable dip during the COVID-crisis in 2020. It is (logically) more difficult to find quality firms in times of
economic downturn. The share of cheap firms behaves the opposite way, as it exhibits peaks in times of crises, with the largest
peaks reaching 22.42% in December 2008 and 33.31% in May 2020. It seems that the market anticipates the drops in quality
(resulting in stronger drawdowns for quality firms), and then recovers when quality improves again. V(? W identifies firms
based on absolute probability boundaries, so that in times of crises, more firms will be identified as undervalued because
market expectations are lower. Expectations investing bets against the market—buy quality when expectations are low, sell
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FIGURE 2 Monthly difference in annual sharpe ratios for UMO portfolios. This figure plots the (rolling) monthly difference in annual
Sharpe Ratios between firms that are classified as undervalued and firms that are classified as overvalued (equal-weighted portfolios). Firms
are classified as undervalued if they are cheap relative to their quality as implied by Figure 1, with the additional restriction of excluding the
middle quality portfolios. The undervalued portfolio includes all firms with (a) high quality and high cheapness and (b) high quality and
middle cheapness, while overvalued portfolio includes firms with (a) low quality and low cheapness and (b) low quality and middle cheapness.
Sharpe Ratios are calculated as the annual excess total return (TSR-rf) following portfolio formation, divided by the standard deviation (o) of
the excess returns in the portfolio. If a firm is delisted within the return window, we follow Shumway (1997) and set it to —30%.
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FIGURE 3 Bayesian Contrarian Investing — Time-Series of Cheap and Quality Firms. This figure plots the number of firms that are
identified as cheap (V;3 V> 80% ) and the number of quality firms (Firms with VScore greater than 6), both relative to all firms in the
sample at the start of every month between June 2006 and July 2021 (230 months) on the left-hand side axis. Vf % is equal to the posterior
predictive probability of intrinsic value to exceed price. On the right-hand side axis, it plots the index evolution of the S&P500 price index in

the same timeframe.

when expectations are high. To a degree, it thus shares the idea of contrarian investing, similar to DeBondt and Thaler (1985),
Chan (1988), Ball and Kothari (1989), Jones (1993), or Lakonishok et al. (1994). Overall, the strategy seems not only very
consistent over time but also feasible even under extraordinary market circumstances.

9 | ROBUSTNESS TESTS AND SENSITIVITY ANALYSES

A main point of criticism in longer-run event studies like ours is the application of equal-weighted portfolios and poten-
tial liquidity issues caused by smaller stocks. Furthermore, the RMW factor (operating profitability) has a strongly posi-
tive and significant factor loading in the QM1J factor model regressions The therefore perform three additional analyses:

a. Test the differences in returns and alphas between equal-weighted and value-weighted portfolios.

b. Control for the impact of liquidity on the results.
c. Use quintiles of operating profitability as described by Novy-Marx (2013) as an alternative measure for quality.

Since value-weighted portfolios involve market capitalization, we had to exclude all observations for which market
capitalization was not available at portfolio formation. This results in an adjusted sample of 418,686 observations. This
has no significant impact on the return statistics but may lead to slight deviations for the equal-weighted portfolios com-

pared to the previous sections.
9.1 | Equal-weighted versus value-weighted returns
Given that standard practice in factor research is to employ value-weighted portfolios, we performed the main analy-

ses for value-weighted portfolios as well (only V(? 4 is tabulated). Table 10 shows comparison of regression results of
monthly asset pricing tests for both equal-weighted and value-weighted portfolios. Similar to other anomalies, the alpha
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TABLE 10 Asset pricing test comparisons for weightings.
V:ayes
Weighting Equal-weights Value-weights
Alpha (in %) 0.36 —0.06
1.97%* —0.23
MKT —0.11 —0.06
—2.77*** —0.92
SMB 0.04 —0.07
0.48 —0.59
RMW 0.17 0.36
1.75% 2.45%*
CMA 0.25 0.30
2.43%* 1.92*
UMD —0.07 —0.05
—2.04** —0.91
QMJ 0.01 —-0.16
0.12 —2.01%*
Adj. R? 0.10 0.05

Note: This table shows six factor alphas for different operationalizations of equal-weighted and value-weighted high-minus-low cheapness portfolios (CME).
The regression is a time-series regression of CME on six commonly applied risk factors. Alpha is the intercept and can be interpreted as the average excess
return of the respective CME portfolios. MKT, SMB, RMW, and UMD are taken from Kenneth French's website. The descriptions of the five factors on the
website are as follows: MKT is the excess return of the market portfolio, including all NYSE, AMEX, and NASDAQ firms. SMB (Small Minus Big) is the average
return on the nine small stock portfolios minus the average return on the nine big stock portfolios, RMW (Robust Minus Weak) is the average return on the
two robust operating profitability portfolios minus the average return on the two weak operating profitability portfolios, CMA (Conservative Minus Aggressive)
is the average return on the two conservative investment portfolios minus the average return on the two aggressive investment portfolios and UMD is the
average return on the two high prior return portfolios minus the average return on the two low prior return portfolios. The CME factors are constructed using
VB VSTE VEL v and V[? %, The t statistics are shown below the coefficients, with ***, ** and * indicating significance levels of 0.01, 0.05, and 0.1, respectively.
If a firm is delisted within the return window, we follow Shumway (1997) and set it to —30%.

on CME turns negative when value-weights are employed. It, therefore, seems that the abnormal returns are driven by
stocks with smaller market capitalizations, at least in the time series.

In order to examine whether the loss in significance of the alphas is also present for the nine UMO portfolios and in
annual return windows, we also tabulated the annual returns for them in Table 11. Interestingly, the extreme returns on
junk firms have a more severe impact when value-weighted portfolios are applied, as they exhibit extremely high returns
and Sharpe ratios despite having the highest weighted standard deviations. These stocks also have an impact on the
total junk stock portfolio, so that the returns on junk stocks become larger than the returns on quality stocks for value-
weighted portfolios despite having a much smaller share of positive returns.

Value-weighted returns, therefore, do not necessarily provide insights into the probability distribution of future pos-
itive returns. Given that the number of stocks in these portfolios is small, this hints to a large impact of few stocks with
large market capitalizations. In order to test whether this might be the case, we calculated Gini coefficient on the market
capitalizations of the respective portfolio. It is visible that the coefficients are high for all portfolios, generally increasing
from the bottom left to the top right. This shows that there are substantial differences in market capitalization in all port-
folios, with the highest disparity for cheap junk portfolios.

9.2 | Controlling for liquidity

Given that the abnormal returns on equal-weighted portfolios are driven by stocks with smaller market capitalizations, it
could be that liquidity issues might reduce the consistency and feasibility of the investment strategy. In order to control for
the impact of liquidity, we ran control regressions including that traded liquidity factor of Pastor and Stambaugh (2003).
The results are shown in Table 12.
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TABLE 11 Annual return statistics for value-weighted portfolios.

Panel A: Annual returns (t=1)—value—weighted

TSR-rf
Junk
Middle
Quality
Total
QMJ

c
Junk
Middle
Quality
Total
QMJ

SR
Junk
Middle
Quality
Total
QMJ

Panel B: Gini coefficients (market capitalization)

Gini
Junk
Middle
Quality
Total
QMJ

Panel C: Share of positive returns

Pos
Junk
Middle
Quality
Total
QMJ

Panel D: Number of observations per portfolio

N
Junk
Middle

Expensive Middle Cheap Total CME
9.61% 29.02% 46.12% 13.34% 36.51%***
8.25% 7.49% 19.74% 8.19% 11.49%***

11.37% 9.64% 13.57% 10.24% 2.20%***
9.46% 8.76% 16.94%
1.76%*** —19.37%*** —32.55%***
0.39 0.54 0.44 0.43 0.05%**
0.34 0.34 0.40 0.33 0.06***
0.29 0.24 0.28 0.27 0.00
0.32 0.28 0.35

—0.10%** —0.29%** —0.16%**

24.78% 54.10% 104.28% 31.18% 79.51%
24.60% 23.85% 49.97% 25.03% 25.37%
39.59% 39.65% 48.09% 38.44% 8.50%
29.49% 31.00% 47.34%
14.82% —14.45% —56.19%

Expensive Middle Cheap Total CME
0.75 0.81 0.85 0.77 0.10
0.79 0.82 0.82 0.79 0.03
0.73 0.73 0.79 0.74 0.06
0.77 0.80 0.81

—0.02 —0.07 —0.06

Expensive Middle Cheap Total CME

50.35% 60.91% 61.48% 53.02% 11.13%

52.86% 59.81% 68.08% 57.31% 15.22%

59.50% 66.74% 71.10% 64.87% 11.60%

53.68% 61.71% 68.57%

9.15% 5.83% 9.62%

Expensive Middle Cheap Total CME

12,113 3799 270 16,182 —11,843
135,827 156,398 19,849 312,074 —115,978

(Continues)
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TABLE 11 (Continued)

Expensive Middle Cheap Total CME

Panel D: Number of observations per portfolio

Quality 26,123 59,674 4633 90,430 —-21,490
Total 174,063 219,871 24,752 418,686
QMJ 14,010 55,875 4363

Note: This table shows average excess total stock returns (u), weighted standard deviations of returns (¢), Sharpe Ratios (SR), Gini coefficients the share of
positive returns (Pos), number of observations (V) as well as the share of the respective portfolio in the entire sample (% of N) for value-weighted portfolios that
are classified as junk, middle, and quality on the y-axis and classified as expensive, middle and cheap on the x-axis for a total amount of 418,686 observations
of US-Firms from June 2002 to July 2021 (230 months). Each month, firms are classified based on cheapness via different proxies for intrinsic value

(VE,VSTE, VEL, VH and V(? %) and then further classified based on quality through VScore. The cheapness portfolios for overvalued (undervalued) firms for
VB, VST, VEL, and VI consist of the 20% lowest (highest) observations for intrinsic value estimates at portfolio formation. For V: 4, portfolios are constructed
based on the posterior predictive probability p(VB*|VB), so that overvalued (undervalued) portfolios include all firms with a posterior predictive probability
lower than 20% (larger than 80%). Panel A shows basic return statistics; TSR is the total stock return for the subsequent timeframe, weighted by the respective
market capitalization, including dividend payments if they fall into the respective window. rf is the 1 month and 10-year US-treasury bond yield at the time. SR
is calculated as excess return divided by the respective weighted standard deviation. For the CME and QMJ statistics, ***, **, and * indicate significance levels
0f 0.01, 0.05, and 0.1 for the ¢-statistic or F-statistic, respectively. If a firm is delisted within the return window, we follow Shumway (1997) and set it to —30%.
Panel B includes Gini coefficients of the distribution of market capitalization within the respective portfolio. Panels C and D show the share of positive returns
and number of observations in the portfolio, respectively.

TABLE 12 Control regressions for Pastor and Stambaugh (2003)'s liquidity factor.

vymes Equal-weighted Value-weighted
Alpha (in %) 0.36 0.36 -0.32 —0.32
197 1.97* -1.13 —1.12
MKT -0.11 —0.11 -0.01 0.00
—2.77 —2.72%x —0.16 —0.07
SMB 0.04 0.04 0.09 0.10
0.48 0.48 0.78 0.85
RMW 0.17 0.17 0.16 0.15
1.75% 1.74* 1.07 1.03
CMA 0.25 0.24 0.34 0.31
2.43%* 2.29%* 2.16%* 1.89*
UMD —0.07 —0.07 -0.03 —0.03
—2.04% —2.03* —0.57 —0.59
QMJ 0.01 0.01 0.16 0.16
0.12 0.12 1.32 1.35
LIQ 0.00 —0.03
—0.03 -0.5
Adj. R? 0.08 0.07 0.03 0.02

Note: This table shows six- and seven-factor alphas for different operationalizations of equal-weighted and value-weighted high-minus-low cheapness portfolios
(CME) for . The regression is a time-series regression of CME on six commonly applied risk factors. Alpha is the intercept and can be interpreted as the average
excess return of the respective CME portfolios. MKT, SMB, RMW, and UMD are taken from Kenneth French's website. The descriptions of the five factors on
the website are as follows: MKT is the excess return of the market portfolio, including all NYSE, AMEX, and NASDAQ firms. SMB (Small Minus Big) is the
average return on the nine small stock portfolios minus the average return on the nine big stock portfolios, RMW (Robust Minus Weak) is the average return
on the two robust operating profitability portfolios minus the average return on the two weak operating profitability portfolios, CMA (Conservative Minus
Aggressive) is the average return on the two conservative investment portfolios minus the average return on the two aggressive investment portfolios and UMD
is the average return on the two high prior return portfolios minus the average return on the two low prior return portfolios. LIQ is the traded liquidity factor
from portfolios sorted on historical (not predicted) liquidity betas as computed in Pastor and Stambaugh (2003), taken from Robert Stambaugh's website. The
CME factors are constructed using V: 4% The ¢ statistics are shown below the coefficients, with ***, ** and * indicating significance levels of 0.01, 0.05, and 0.1,
respectively. If a firm is delisted within the return window, we follow Shumway (1997) and set it to —30%.

Aside from a few minor effects on the other factors, alphas are unaffected by the introduction of LIQ. We do not
perform additional tests for the annual return window because liquidity is not as problematic over longer investment
horizons.


https://finance.wharton.upenn.edu/%7Estambaug/
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9.3 | Operating profitability as an alternative measure for quality.

Finally, the large correlation and highly significant positive coefficient of RMW indicate that operating profitability (as
shown in Novy-Marx (2013)) might be a suitable substitute for VScore. Given that operating profitability is included in
VScore as well, the positive correlation is not surprising. In order to test whether RMW may lead to similar inferences, we
formed quantile-based portfolios on operating portfolios on each portfolio formation date, tabulated in Table 13.

The results on operating profitability show that (a) there are fewer stocks in the cheap quality portfolio than in the
VScore portfolio and (b) that the high Sharpe ratios for the cheap portfolios are caused by few heavy return tails in both
directions, which is not the case for VScore. The operating profitability portfolios, therefore, seem to pick up on risk,
resulting in larger standard deviations. Nonetheless, the high shares of positive returns for the undervalued portfolios in-
dicate that operating profitability is a suitable measure for quality when combined with the Bayesian cheapness measure.
Using RMW in investment strategies comes at the cost of requiring market-wide data, while VScore can be calculated and
evaluated for each firm separately. This is particularly useful for small-budget, less sophisticated investors.

10 | CONCLUDING REMARKS AND IMPLICATIONS FOR FUTURE
RESEARCH

In line with prior research, we provide evidence that simple investment strategies that combine factors of QMJ with
factors of CME yield high excess returns at low risk. In turn, our results indicate that the market tends to undervalue
quality and overvalue junk, creating both cheap quality and expensive junk stocks. We exploit that dynamic by creat-
ing UMO portfolios, where undervalued (overvalued) portfolios include stocks that appear cheap (expensive) relative
to their quality. We further contribute to the field by assessing the empirical validity of different proxies for cheap-
ness, first in isolation and then as part of portfolios formed on QMJ. We find that a probabilistic Bayesian estimate
of intrinsic value (Vé3 W) yields superior Sharpe ratios and higher probabilities for positive returns compared to the
common B/P-based strategy and other point estimates in an annual return window. For monthly returns, the results
for VOB @ are comparable to the literature's standard approach, the B/P ratio. We control for common risk factors for
the UMO strategy based on several multi-factor models through calendar-time regressions. None of the commonly
used risk factors (like the market return, size, momentum, or the investment strategy) can explain the abnormal
returns, so that alphas on the UMO portfolios remain positive and statistically significant. In our sample, UMO
portfolios increase monthly and annual Sharpe ratios by 7.59% and 24.46%, respectively. This improves upon the dif-
ference in Sharpe ratios for both QMJ and CME portfolios in our sample, with respective monthly and annual values
of 11.27% and 16.19% for QMJ and 5.68% and 20.91%.for CME. We do (of course) not claim to employ the ideal com-
bination of input factors, so that alternative prior specifications for Vf ¥ and other binaries for VScore can be tested
in future research. There is a large share of stocks that do not follow the patterns implied by errors-in-expectations
(roughly one third), so that a further analysis of them (through a more thorough fundamental analysis) is still ad-
visable to separate winners from losers. While we do not find that equal-weighted portfolios in our analysis exhibit
liquidity issues that hinder consistent investment, the regression alphas for monthly returns become statistically
insignificant for value-weighted portfolios. It thus seems that abnormal returns on cheap quality stocks are driven by
smaller stocks with lower investment emphasis and market capitalization. On the contrary, value-weighted returns
lead to few stocks dominating portfolio returns, without necessarily providing insights into the probability for posi-
tive investment outcomes. The high Gini coefficients of market capitalizations in all portfolios suggest that this might
be the case. We further find that portfolios formed on operating profitability as proposed by Novy-Marx (2013) yield
similar results compared to the standalone index-based measure. Since the general concept behind the two quality
measures is similar, that is not surprising.

We do, however, believe that Bayesian inference can improve value investment strategies due to its (almost unavoid-
able) transparency about the uncertainty involved in the decision-making process and the possibility to regulate the
output through the prior and likelihood. Our results reinforce that impression and, therefore, have implications on the
methodology in both research and practice that is concerned with equity valuation.
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ENDNOTES

! Kothari (2001) and Ang and Zhang (2014) provide overviews of problems related to longer-horizon event studies. Since valuation models have
specific data requirements and longer term event studies require a specification of a “normal” benchmark return and risk, misspecifications and
data problems can limit the usefulness of the results.

% Other studies emphasize the capability of Bayesian inference to intuitively and transparently resolve decision problems under uncertainty, like
Cremers (2002), Goldstein (2006), Johnstone (2018, 2021) or Breuer and Schiitt (2021).

3 Fama and French (1992) demonstrated that including the difference in returns between firms with high and low B/P and Size as additional
explanatory variables increases the explainability of cross-sectional returns.

# See Penman and Reggiani (2018) for a detailed analysis of the value trap and why B/P alone does not suffice to avoid it.
> Operators for expectational values (all parameters with > 0) are suppressed for simplicity of notation.
® This negative bias is also demonstrated in empirical research, such as Francis et al. (2000) or Asness et al. (2019).

7 The posterior predictive distribution is approximated by using the posterior samples for a and p to sample form the likelihood. Due to the law of
total probability, this results in the posterior predictive.

8 STAN is a C++ library for Bayesian inference with interfaces to common statistical packages (such as R or STATA) and has the advantage of
requiring only basic input information to operationalize complex models.

? Francis et al. (2000) set negative estimates to zero, but price and value must be strictly positive, so we set it to the lowest realistically
feasible value.

19 y/Score measures quality as a sum of binary variables, where the binary variables are set to 1 if a particular condition is fulfilled (e.g., the ROE
for the previous fiscal year must exceed the cost of capital). Huefner et al. (2021) provide detailed descriptions of the eight binaries in their
appendices.

! For a recent review of research on equal-weighted versus value-weighted portfolios, see Plyakha et al. (2021).
12 Descriptions of the factors can be found on Kenneth French's website.
13 See Ohlson (2020) for a recent discussion on the drawbacks of frequentist statistics in the age of “big data”.

4 We understand economic significance in the context of equity valuation as impacting the choices of investors (as subjective as that is), in that they
would e.g. prefer to invest in a quality portfolio over a junk portfolio based on our findings. For further discussions on the matter, see Ziliak and
McCloskey (2007) and Engsted (2009).
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