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Summary

We discuss three important properties of panel data event study designs. First,
assuming constant treatment effects before and/or after some event time, also
known as binning, is a natural restriction, which identifies dynamic treatment
effects in the absence of never-treated units. Second, event study designs with
binned endpoints and distributed-lag models are numerically identical. Third,
classic dummy variable event study designs can be generalized to models that
account for multiple treatments of different signs and varying intensities. We
demonstrate the practical relevance of our methodological points in an appli-
cation studying the effects of unemployment benefit duration on job search
effort.
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1 INTRODUCTION

The credibility revolution in empirical economics has led to more transparent (quasi-) experimental research designs.
This shift has increased the policy relevance and the scientific impact of empirical work (Angrist & Pischke, 2010).
Differences-in-differences (DD) models in general, and event study designs in particular, are very popular in this respect
as the underlying identifying assumption of parallel post-treatment trends is intuitive and its plausibility can be assessed
(though not verified) visually by inspecting whether pre-treatment trends are parallel. Moreover, the intuition of the
empirical model is straightforward. The specification usually boils down to the well-known two-way fixed effects (TWFE)
panel data model where the regressors of interest are a set of event indicators that are defined relative to the event.

Originating from the finance literature,1 event study designs are now widely used in applied economics, mostly public
and labor economics, where an event is typically defined as a policy change whose effects are investigated. Figure 1 plots
the use of event study designs in the top 5 economics journals over time.2 Although we see a gradual increase since 1990,
there is a surge since 2010 driven by the three journals focusing on applied microeconomic work among the top 5, that is,

1Dating back to Dolley (1933), see also MacKinlay (1997) for a survey on the financial literature.
2We proxy the use by the share of studies mentioning the term “event study.” More than 80% of the studies mentioning event study designs
implement one.
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FIGURE 1 The rise of event studies in economics. Note: This graph
plots the three-year moving average of the share of studies
mentioning event study designs in top economics journals. We use a
3-year moving average to control for mean reversion. The top 5
journals are the American Economic Review (AER), the Quarterly
Journal of Economics (QJE), the Journal of Political Economy (JPE),
Econometrica, and the Review of Economic Studies. We report
results for AER, QJE, and JPE separately as these journals are known
to publish many applied microeconometric studies.

the American Economic Review (AER), the Quarterly Journal of Economics (QJE), and the Journal of Political Economy
(JPE).

However, the intuitive appeal of event studies entails a risk of modeling them rather loosely. In more than one-third
of the event study papers published in the AER, QJE, or JPE since 2010, no regression equation is specified. In addition,
among the studies that specify an empirical model, only 15% provide some information on the choices that have been
made at the ends of the effect window—in many cases only verbally and not formally. We show below that these details
of the empirical model often imply identifying assumptions, which lead to misspecification if they are not warranted. The
lack of detail also impedes reproducibility and easily leads to mistakes when the methodology is applied in other contexts.

This paper's primary purpose is to clarify the understanding of event study designs in methodological and practical
terms. We show below that the inherent imprecision in event study specifications can easily give rise to a misspecified
model or a model that relies on strong implicit assumptions. We derive three main methodological contributions that
are important for applied researchers when setting up event studies. Although we derive these three points formally,
we choose an intuitive, rather non-technical way of presenting them to make the insights widely accessible to applied
researchers. For the same reason, we also discuss various practical implications and pitfalls along the way, making use of
simple numerical examples to visualize our main results.

The three contributions are as follows: First, researchers need to define a range for which the dynamic treatment effects
are studied. We call this range the effect window. Although this choice is a practical necessity due to limited data availabil-
ity, it is not innocuous. Two approaches are commonly used in the literature, and we systematically discuss the underlying
assumptions, advantages, and caveats. In the first approach, all unit-period observations outside of the effect window are
excluded from the estimation sample. This approach requires the presence of never-treated units to identify dynamic treat-
ment effects. The ultimate question is whether never-treated units can be regarded as a suitable control group. Moreover,
dropping observations outside of the effect window is less straightforward in settings where units can receive multiple
treatments, which are quite common in public and labor economics. The second, in our view preferable approach is to
define the last lag (lead) as open intervals capturing all known events that (will) have happened in the past (future). We
refer to this practice as binning. Interestingly, an early application of event studies in economics formally discusses and
implements the binning approach, but few studies refer to it (McCrary, 2007, p. 334). We show that binning imposes
implicit assumptions that enable researchers to identify dynamic treatment effects in the absence of never-treated units.
Without binning it would be impossible to separate dynamic policy effects from secular time effects. We show in an appli-
cation that a failure to bin endpoints leads to biased estimates, whereas the empirical event study model looks innocuous
at first sight. Binning is also readily applicable to settings where units might receive multiple treatments (see the third
contribution below).

Second, we show that event study (ES) designs with binned endpoints and distributed-lag (DL) models with a limited
number of leads and lags are equivalent. In a DL model, an outcome is regressed on leads and lags of the treatment variable,
that is, the tax rate instead of an indicator of a tax rate change. We show that the DL model is a reparametrization of the
ES model. Binning of endpoints in the ES model thereby corresponds to limiting the number of leads and lags in the DL
model. Event study estimates can be recovered from DL estimates by properly normalizing the DL model and cumulating
the post-treatment and pre-treatment effects away from zero. We argue that this isomorphism provides a more transparent
and intuitive way to understand the role of parameter restrictions for identification: A distributed-lag model can be simply
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spelled-out, whereas a complete ES specification needs to specify how the endpoints of the effect window are treated (see
above). The isomorphism also offers the distributed-lag model as an alternative implementation in statistical software,
which is less error-prone as the binning of endpoints can be tricky—especially in the case of multiple treatments.

Third, we show that the simple event study design can be generalized to account for multiple treatments and/or
treatments of different signs and varying intensities. Such institutional settings are common in public and labor eco-
nomics. Consider, for instance, a sequence of state-level minimum wage changes or tax reforms of different signs and
sizes. Initially, event studies in economics were predominantly used in situations, where a single event, measured by
an indicator variable, hits a unit at a unique point in time. In settings with multiple treatments of different signs and
varying intensities, distributed-lag models were frequently used—sometimes in addition to classic event study models
(see, e.g., Fuest et al., 2018, Suárez Serrato & Zidar, 2016). We show that the equivalence result between DL and ES
models also holds in the general case if and only if endpoints of the effect window are binned. Moreover, we dis-
cuss important modeling assumptions that are necessary when applying event studies in environments with multiple,
heterogeneous events.

In the final part of the paper, we demonstrate the practical relevance of our three contributions, replicating and expand-
ing the study by Baker and Fradkin (2017), henceforth BF2017. In the original paper, the authors suggest a neat way to
measure worker search intensity based on Google search data. BF2017 apply their new measure to test whether search
intensity responds negatively to increases in the potential benefit duration (PBD) induced by state-level reforms following
the Great Recession. Although their difference-in-difference estimates clearly show the expected negative relationship,
the original event study results are inconclusive. We show that implementing the generalized event study design yields
statistically highly significant dynamic effects, which are well in line with the difference-in-difference estimates. Hence,
implementing our preferred specification of an event study design strengthens the credibility of the novel measure of
search effort suggested by Baker and Fradkin (2017) and provides even stronger support for their key empirical finding
that PBD has a negative effect on search effort.

Our paper gives practical advice to researchers implementing event study designs. We pay attention to the role of data
structure and the type of identifying variation (single vs. multiple treatments of different signs and varying intensities)
that force researchers to make decisions that are often not discussed in theoretical work but are important for applied
work. In this sense, our paper is similar to the study by Freyaldenhoven et al. (2022) who provide useful guidance for
applied researchers when plotting the estimates obtained from event study designs.

We analyze event study designs under ideal conditions in two important dimensions: We assume (i) homogeneous
treatment effects across cohorts, and (ii) parallel trends and no anticipation effects. The first condition implies that we
do not seek to contribute to an important recent econometric literature that discusses potential bias in two-way fixed
effects models with heterogeneous treatment effects that differ across treatment cohorts. Such bias occurs in both event
study specifications (Borusyak et al., 2022; Callaway & Sant'Anna, 2021; de Chaisemartin & D'Haultfœuille, 2022a; Sun &
Abraham, 2021) and difference-in-difference models (see de Chaisemartin & D'Haultfœuille, Gibbons et al., 2019, 2020;
Goodman-Bacon, 2021).3 The proposed alternative estimators address the problem of heterogeneous treatment effects by
relying on a different weighting scheme than the one implied by OLS. There is also some recent work (Callaway et al.,
2021; de Chaisemartin & D'Haultfœuille, 2022a, 2022c) that accounts for either continuous or multiple treatments, which
are common in public and labor economics.

We nevertheless believe that TWFE will remain the norm or the starting point for panel data event study designs for
some time. First, the new “heterogeneity-robust” estimators are not available in all settings, notably when there are mul-
tiple treatments and/or treatments of different signs and varying intensities. Second, the insights from this paper remain
relevant in cases, in which there is no staggered adoption and hence no bias from heterogeneity.4 Third, the intuitive
appeal of the TWFE is one of the reasons for the success of the model in the credibility revolution. Intuitive and trans-
parent models are likely to be preferred, but they have to yield consistent estimates. Hence, in settings where a new
“heterogeneity-robust” estimator is available, these estimators should be applied and compared with the TWFE esti-
mates as an informal test for heterogeneous treatment effects (Borusyak et al., 2022; Callaway & Sant'Anna, 2021; Cengiz
et al., 2019; de Chaisemartin & D'Haultfœuille, 2020; Gardner, 2022; Sun & Abraham, 2021). In settings with continuous

3See de Chaisemartin and D'Haultfœuille (2022b), Baker et al. (2022), & Roth et al. (2022) for recent surveys of the importance of heterogeneous
treatment effects and the implications of binning in such contexts.
4Covariates can cause problems in the case of treatment heterogeneity even if there is no staggered adoption (Powell, 2021).
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and multiple treatments where no new “heterogeneity-robust” estimator is available, one option is to dichotomize the
continuous treatment variable and apply an estimator that can account for multiple treatments.5

The second condition (ii) implies that we do not seek to contribute to the important literature discussing fixes to vio-
lations of the common trend assumption. Freyaldenhoven et al. (2019) show how to recover causal effects in a standard
event study design where unobserved confounders generate a pre-treatment trend in the outcomes. Roth (2022) shows
that treatment effects can be biased conditional on passing the flat pre-trend test. Rambachan and Roth (2022) propose
inference methods for event study designs if the parallel trend assumption does not hold exactly. Malani and Reif (2015)
point to the fact that non-flat pre-trends might also be due to anticipation rather than unobserved confounders.

The remainder of this paper is structured as follows. Section 2 introduces a standard version of an event study design
in the simplest institutional environment and discusses how limiting the effect window and binning of endpoints
imposes important parameter restrictions. In Section 3, we show that the event study model is equivalent to a standard
distributed-lag model. In Section 4, we generalize the institutional environment and allow for multiple treatments of
different signs and varying intensities. We show that event study designs can also be used in such settings and discuss
the additional adjustments and assumptions that need to be made in these cases. In Section 5, we demonstrate the rele-
vance of our methodological contributions by replicating and extending the study by Baker and Fradkin (2017). Section 6
concludes.

2 STANDARD EVENT STUDY DESIGN

In this section, we set up an event study model in the simplest institutional environment. We refer to this model as the
standard event study set-up throughout the paper. We use the standard case to highlight the importance of introducing
parameter restrictions to identify the model and make a case to bin the endpoints of effect windows.

We assume a panel, in which each unit i = 1, … ,N is observed over time periods t = t, … , t̄.6 There is a policy
variable Ti,t, which we call treatment status. In this section, treatment status is a dummy variable indicating, for instance,
if employment protection laws have yet been passed in a certain state or not (Autor, 2003). In the classic event study
design, treatment is an absorbing state, that is, there is a single treatment that is adopted at some unit-specific time Ei
and lasts forever. Hence, treatment status changes at most once at some unit-specific time Ei from 0 to 1. Treatment
adoption is indicated by ΔTi,t = Ti,t − Ti,t−1 = 𝟙[Ei = t], a dummy variable. Some units i may never be treated. For
these never-treated units ΔTi,t = 0 for all t. All treated units may receive treatment at the same time or treatment may be
staggered over time with different units receiving treatment at different points in time. We seek to estimate the dynamic
effects of this treatment on our dependent variable Yi,t. Whenever we refer to dynamic treatment effects, we are talking
about the cumulative effect of treatment at a specific time relative to the event. In contrast, we refer to incremental effects
as changes in the cumulative treatment effect.

In this set-up, the standard event study specification is given for all t = t, … , t̄ by

Yi,t =
∞∑

𝓁=−∞
𝛽𝓁ΔTi,t−𝓁 + 𝜇i + 𝜃t + 𝜀i,t (1)

where unit fixed effects are denoted by 𝜇i and time period fixed effects by 𝜃t. The parameter 𝛽𝓁 is the dynamic treatment
effect 𝓁 periods after (𝓁 ≥ 0). For the periods before an event (𝓁 < 0), the parameters 𝛽𝓁 either capture anticipation
effects or—in their absence—are used to test for parallel pre-treatment trends and hence to assess the credibility of
the identification strategy. All results derived in this paper also hold when the models include additional exogenous
covariates Xi,t.

For the sake of clarity, we assume that Equation (1) is correctly specified and the data-generating process follows stan-
dard panel data assumptions. In particular, we assume effect homogeneity in the parameters 𝛽𝓁 , 𝜇i and 𝜃t, independence

5See Lichter et al. (2022) & Siegloch et al. (2022) for examples of such a pragmatic approach and Section 4.3 for potential caveats when dichotomizing
continuous treatment variables.
6We assume a balanced panel for convenience but our remarks generalize to panels with unit-specific time windows.

698



SCHMIDHEINY and SIEGLOCH

across units i, and strict exogeneity of the treatment Ti,t. Treatment effects are hence assumed to be homogeneous across
cohorts, in contrast to, for example, Sun and Abraham (2021).

2.1 Normalizing the effects

In a model with individual fixed effect, 𝜇i, parameters 𝛽𝓁 are only identified up to a constant. The intuition behind this
is straightforward: Adding a constant to 𝛽𝓁 for all 𝓁 = −∞, … ,∞ and subtracting the same constant from the unit fixed
effect 𝜇i for units with an event between −∞ and ∞ do not alter Equation (1). This non-identification of the absolute size
of the dynamic effects can be solved by setting a reference period to which the effects are compared.

Remark 1 (Normalization). Dynamic treatment effects 𝛽𝓁 are typically expressed relative to some reference period,
for example, one period before treatment adoption. The corresponding coefficient is normalized to zero, for example,
𝛽−1 = 0. In practice, normalization is implemented by dropping the treatment adoption indicator for the reference
period.

Typically 𝛽−1 = 0 is assumed, but any other periods in the effect window, including (binned) endpoints, can serve as a
reference period (cf., Remark 2). Choosing a different reference period shifts point estimates of the dynamic effects and
affects their standard errors. Generally, the choice of the reference point should depend on the parameter(s) of interest.
In the absence of anticipation, policy-relevant post-treatment effects are typically given by normalizing to the immediate
pre-treatment period.

2.2 Restricting the effect window (binning)

In practice, researchers have to impose restrictions on the effect window to implement the event study design, because 𝛽𝓁
can never be estimated from the infinite past to the infinite future. Hence, the effect window has to be restricted to a finite
number of leads and lags. There are two broad ways to restrict the effect window in practice. First, it is possible to define
the last lag/first lead that should be estimated and exclude all unit-period observations outside of this window from the
estimation sample. By construction, (pre)-treatment effects with a longer time horizon are not estimated. In the absence
of never-treated units, at least one restriction on dynamic treatment effects in addition to the normalization is needed to
identify dynamic treatment effects (cf., Section 2.4 for more details).

Dropping observations outside of the effect window is not straightforward when effect windows of multiple treatments
overlap. (cf., Section 4). Second, it is possible to define the endpoints of the effect windows as open intervals, which also
take into account past (future) treatments beyond the last lag (lead). We argue that this is the preferable approach in
many applications. However, it goes along with an important but often unstated assumption about the dynamic treatment
effects, which is summarized in the following Remark 2.

Remark 2 (Restricted effect window). Restricting the effect window to a finite number of leads, 𝓁, and/or lags, 𝓁,
requires assumptions about the nature of the effect outside of the window. It is often economically plausible to assume
that dynamic treatment effects stay constant before 𝓁 and/or after 𝓁, that is, 𝛽𝓁 = 𝛽𝓁 for all 𝓁 > 𝓁 and 𝛽𝓁 = 𝛽𝓁 for all
𝓁 < 𝓁. These assumptions should be explicitly stated and defended.

Note that restricting the effect window according to Remark 2 can be readily applied in settings with multiple treatments
(cf., Section 4). Using Remark 2, we rewrite Equation (1) as

Yi,t = 𝛽𝓁

𝓁∑
𝓁=−∞

ΔTi,t−𝓁 +
𝓁−1∑

𝓁=𝓁+1
𝛽𝓁ΔTi,t−𝓁 + 𝛽𝓁

∞∑
𝓁=𝓁

ΔTi,t−𝓁 + 𝜇i + 𝜃t + 𝜀i,t

which simplifies to our preferred standard event study specification:

Yi,t =
𝓁∑

𝓁=𝓁
𝛽𝓁D𝓁

i,t + 𝜇i + 𝜃t + 𝜀i,t (2)
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with

D𝓁
i,t =

⎧⎪⎨⎪⎩
∑𝓁

s=−∞ ΔTi,t−s if 𝓁 = 𝓁

ΔTi,t−𝓁 if 𝓁 < 𝑗 < 𝓁∑∞
s=𝓁

ΔTi,t−s if 𝓁 = 𝓁.

(3)

We refer to the variable D𝓁
i,t as binned treatment adoption indicator, which takes into account all observable past (future)

treatments beyond the endpoints, that is, the maximum lag (lead). Note that in practice, the sums at the endpoints given
in Equation (3) can never be calculated until infinity using observed data but only until the first/last observation of ΔTi,t.
We discuss the data requirements that follow in Section 2.2.3. The definition of endpoints in Equation (3) is for example
used in Smith et al. (2019) and Fuest et al. (2018). Endpoints can be equivalently defined as D𝓁

i,t =
∑∞

s=t−𝓁 ΔTi,s and

D𝓁
i,t =

∑t−𝓁
s=−∞ ΔTi,s. Another equivalent definition for the example used in McCrary (2007) is given by

D𝓁
i,t =

⎧⎪⎨⎪⎩
𝟙[t ≤ Ei + 𝓁] if 𝓁 = 𝓁

𝟙[t = Ei + 𝓁] if 𝓁 < 𝓁 < 𝓁

𝟙[t ≥ Ei + 𝓁] if 𝓁 = 𝓁 .

(4)

2.2.1 Length of the effect window

From the previous section it follows that it is a key question for applied researchers how to set the length of the effect
window. First and foremost, this choice depends on the research question that the model tries to address. When do we
expect the effects to have fully materialized? Are we interested in longer-run effects? What is a reasonable pre-treatment
period given dependent and treatment variables and endogeneity concerns? Answers to all these questions can be based
on theoretical considerations, existing empirical evidence, and economic intuition.

Second, the choice of the effect window is restricted by data availability. Increasing leads or lags reduces the estimation
sample if treatment is not observed for these additional periods see also Section 2.2.3). At some point, the sample size will
be too small to estimate precise effects and/or have meaningful variation.

Last, researchers can use the empirical estimates post-estimation to assess whether the choice of size of the effect win-
dow was reasonable. By Remark 2, we assume 𝛽𝓁 = 𝛽𝓁 for all 𝓁 > 𝓁 at the end of the effect window. Hence, 𝛽𝓁 measures
the long-run dynamic treatment effect. If treatment effects had fully materialized by 𝓁 after the reform, we would expect
estimates leading up to 𝛽𝓁 to level off and converge to 𝛽𝓁 . A pronounced drop between 𝛽𝓁 and 𝛽𝓁−1 is instead an indication
that dynamic effects are still unfolding.7 We summarize these points in the following remark.

Remark 3 (Length of the effect window). Researchers should experiment with different effect windows length (bear-
ing in mind that the estimation sample might change), and assess empirically whether the underlying assumption of
restricting the effect window at 𝓁 given in Remark 2 is justified. Practically, researchers can check whether estimates
leading up to the endpoint converge toward 𝛽𝓁 .

2.2.2 Special cases of effect window restrictions

As stated in Remark 2, it is possible to only restrict the effect window pre or post-treatment. In an extreme case, one could
restrict all effects before the event and allow the treatment effect to continue indefinitely, that is, 𝓁 = −1 (or equivalently
𝛽𝓁 = 0 for all 𝓁 ≤ −1). But clearly, such a model does not allow us to estimate and visualize pre-trends.

The most extreme form of restricting the effect window is to bin both at the first pre-treatment and the first
post-treatment period, that is, 𝓁 = −1, and 𝓁 = 0. In this case, the binned treatment indicator D𝓁

i,t simplifies to Ti,t. The
empirical model is given by Yi,t = 𝛽Ti,t + 𝜇i + 𝜃t + 𝜀i,t. Note that this is a standard difference-in-differences model with
staggered treatment and two-way fixed effects.

7Freyaldenhoven et al. (2022) provide a similar discussion and propose a formal test for what they call the leveling-off at the end of the effect window.
However, the model selection procedure affects the sampling properties of the post-model-selection estimator, which invalidates the usual inference
(Leeb & Pötscher, 2005).
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FIGURE 2 Data requirements.

Another type of restriction, which is sometimes seen in the literature (cf., Baker & Fradkin, 2017) discussed in Section 5
and Appendix B in the supporting information), is to restrict the effect window but without binning of endpoints. If
observations outside of the effect window are not dropped, such a model implicitly assumes that dynamic treatment
effects drop to zero outside of the effect window. Although such an assumption is typically hard to defend, it is often only
stated implicitly by not spelling out the event study specification completely, that is, not specifying what happens at the
endpoints of the effect window.

2.2.3 Data requirements

Due to the leads and lags of the effect window, we need to observe the treatment variable for a longer observation win-
dow than the dependent variable. Restrictions on the effect window determine the requirements on data availability for
dependent variable Yi,t, treatment status Ti,t, and event indicator ΔTi,t. In the following remark, we summarize the data
requirements for a given observation window of the dependent variable.

Remark 4 (Data requirements). For a given balanced panel of the dependent variable from [t, t̄] and a limited effect
window [𝓁,𝓁],8 we need to observe treatment adoption from t − 𝓁 + 1 to t̄ + |𝓁| − 1. If treatment adoption is derived
from changes in treatment status we need to observe treatment status from t − 𝓁 to t̄ + |𝓁|− 1. Figure 2 visualizes the
required width of the observation window for a given, limited effect window.

To understand the intuition behind Remark 2, it is first important to note that an event that happens before t, that is, the
first data year of the dependent variable, can affect the outcome like any other event happening between t and t̄ and needs
to be taken into account. Likewise, events happening after t̄ might affect pre-treatment effects. This rationale prompts the
second question of how long before t and after t̄ we need to observe events. By Remark 2, dynamic treatment effects are
constant beyond the endpoints of the effect window 𝓁 and 𝓁. Hence, we need to observe events at least from t−𝓁 to t̄+|𝓁|.
Remark 2 states that it suffices to observe events in one fewer year at each end of the data window, hence from t−𝓁+1 to
t̄ + |𝓁| − 1. To see this, consider a case where the event takes place at t − 𝓁. The binned treatment adoption indicator D𝓁

i,t
will be equal to one for this unit for all t. Conditional on unit fixed effects, this unit cannot be used to identify treatment
effects. An analogous argument applies at the other end of the data window. The binned treatment adoption indicator in
Equation (3) is therefore in practice implemented as

D𝓁
i,t =

⎧⎪⎪⎨⎪⎪⎩

∑𝓁

s=t−𝓁+1
ΔTi,t−s if 𝓁 = 𝓁

ΔTi,t−𝓁 if 𝓁 < 𝑗 < 𝓁∑t̄+|𝓁|−1

s=𝓁
ΔTi,t−s if 𝓁 = 𝓁.

(5)

The top left panel of the numerical example shown in Appendix A.1 in the supporting information shows the construc-
tion of the binned treatment indicator in practice. The matrix immediately demonstrates the need for normalization (cf.,

8We assume an identical observation window for the dependent variable for all units i for notational simplicity. Remark 2 also holds for unit-specific
observation windows [ti, t̄i], which leads to unit-specific observation windows for treatment status, [ti − 𝓁, t̄i + |𝓁| − 1], and treatment adoption, [ti −
𝓁 + 1, t̄i + |𝓁| − 1].
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Remark 1) as all row sums in the left matrix are equal to one. Binning also implies that if the reform had happened on
or before t = t − 𝓁 = 2000 − 4 = 1996 (rather than in t = 2005 as assumed in the example), D𝓁

i,t = D4
i,t = 1 for all t from

2000 to 2010. In this case of an always-treated unit, D𝓁
i,t = D4

i,t is a constant, and its effect is absorbed in the unit fixed

effect 𝜇i. By the analogous argument, events on or after t = t̄ + |𝓁| = 2010 + 3 = 2013 imply D𝓁
i,t = D-3

i,t = 1 for all t from
2000 to 2010 whose effect is absorbed in 𝜇i. It, therefore, suffices to know all events from time period t − 𝓁 + 1 = 1997 to
t = t̄ + |𝓁| − 1 = 2012 to estimate the model, see Remark 2.

In the case of an absorbing single treatment, missing data can be filled. If unit i is observed to adopt treatment in period
Ei, then we know that there was no treatment adoption in any time period t < Ei or t > Ei and hence ΔTi,t = 0 for all
t ≠ Ei. This assumption is implicitly made when the binned treatment adoption indicators are constructed by Equation (4)
rather than (3). For units that are never observed to adopt treatment, we may assume that treatment is not adopted outside
the observed window including the yet unknown future, either (see the discussion on assuming never-treated units in
Section 2.4.1). This assumption is made when Equation (4) is used and Ei is set to ∞ for units that are not observed to
have been treated.

The data requirements in Remark 2 can also be derived from the equivalent distributed-lag specification described in
Section 3. However, they are immediately spotted in the estimation equations (10) and (11) without the involved dis-
cussion of the endpoints here. The data requirements described for the standard event study design also apply to the
generalized design in Section 4.

2.3 Estimation

The dynamic treatment effects 𝛽𝓁 in the standard event study model of Equation (2) can be estimated with ordinary least
squares including two-way fixed effects for units and time periods. This is a regression of the dependent variable Yi,t on
the binned treatment adoption indicators with leads and lags

Yi,t =
−2∑
𝓁=𝓁

𝛽𝓁D𝓁
i,t +

𝓁∑
𝓁=0

𝛽𝓁D𝓁
i,t + 𝜇i + 𝜃t + 𝜀i,t , (6)

where we drop D-1
i,t as the reference period. As the treatment adoption indicator D𝓁

i,t = ΔTi,t is the first difference of the
treatment status Ti,t for 𝓁 < 𝓁 < 𝓁, this is a regression of levels on (binned) changes.

Alternatively, dynamic cumulative treatment effects 𝛽𝓁 can be estimated as a regression in first differences without unit
fixed effects

ΔYi,t =
−2∑
𝓁=𝓁

𝛽𝓁ΔD𝓁
i,t +

𝓁∑
𝓁=0

𝛽𝓁ΔD𝓁
i,t + 𝜙t + Δ𝜀i,t , (7)

where 𝜙t = 𝜃t − 𝜃t−1 and where we again drop D-1
i,t as the reference period. As ΔD𝓁

i,t = ΔΔTi,t for 𝓁 < 𝓁 < 𝓁, this is a
regression of changes on changes of (binned) changes. Estimation of the event study model in first differences may there-
fore look somewhat disturbing and is rarely estimated in practice. However, the equivalent distributed-lag specification
shown later in Equation (11) in Section 3 is numerically equivalent to Equation (7) and commonly applied.

Under standard assumptions of the fixed effects regression model, that is, effect homogeneity, independence across units
i, and strict exogeneity of the treatment adoption indicator ΔTi,t, the estimated regression coefficients 𝛽𝓁 are consistent
and asymptotically normally distributed as the number of units N → ∞, whereas the number of time periods is fixed (see,
e.g., Cameron & Tivedi, 2005 or Wooldridge, 2010).

For a cohort that experiences treatment at the same point in time and in the presence of never-treated units, two-way
fixed effects estimates for this cohort can be interpreted as average treatment effects (ATT) when individual treatment
effects are heterogeneous. Sun and Abraham (2021) call these effects cohort-specific average treatment effects (CATT)
and show that they are consistently estimated by two-way fixed effects assuming parallel trends in baseline outcomes and
no anticipatory behavior before treatment. The interpretation holds for effects at a specific lag/lead but also for binned
endpoints. It therefore also holds for the standard difference-in-differences (DiD) model, which is the most extreme form
of binning. The estimated ATTs for the endpoints are averages over individual heterogeneity as well as over all lags/leads
beyond the binned endpoint.
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If, however, treatment adoption is staggered, the recent literature on heterogeneous treatment effects in event
studies has shown that the two-way fixed effects estimates of 𝛽𝓁 cannot be interpreted as average treatment effects
(Borusyak et al., 2022; Callaway & Sant'Anna, 2021; de Chaisemartin & D'Haultfœuille, 2020, 2022a; Gibbons et al., 2019;
Goodman-Bacon, 2021; Sun & Abraham, 2021) Even if individual effects were homogeneous (as we assume throughout
this paper), the two-way fixed effect estimates of binned endpoints cannot be interpreted as ATTs when the true dynamic
treatment effects are not constant beyond the endpoints. Imagine now that the dynamic treatment effects have not fully
materialized and are increasing beyond the endpoint. In this situation, the estimate of the binned endpoint will correctly
pick up the level of the effects at and beyond the endpoint. But the increasing trend around the level cannot be picked up
by a single parameter and is instead picked up by the secular time period effects. These biased secular time period effects,
in turn, pin down the counterfactual for other treated units whose lags/leads of outcomes are still within the effect win-
dow. Consequently, all estimated dynamic treatment effects are biased because two-way fixed effects estimation fails to
correctly separate dynamic causal effects from time trends when treatment is staggered. This problem is more severe in
the absence of never-treated units, where the secular time period effects are only identified by the restrictions imposed
by binning (see Section 2.4.2 and Remark 5). We discuss in Section 3.2 that estimation in first differences does not solve
this problem.

2.4 Identification

It is important to assure that the model is econometrically identified such that the dynamic treatment effects 𝛽𝓁 are dis-
entangled from the secular time fixed effects 𝜃t. Throughout the paper, we understand by identification the identifiability
of the regression coefficients 𝛽𝓁 in a given sample, that is, the design matrix is of full column rank.9 In particular, we do
not mean the identification of average treatment effects in the population. Recall that we assume effect homogeneity of
the parameters 𝛽𝓁 (see also the discussion in the introduction).

2.4.1 Identification with a never-treated group

Assume that there are units that are never treated. These never-treated units will serve as a control group, which uniquely
identifies the secular time trends 𝜃t if there is at least one control group observation for each time period t. To identify the
dynamic treatment effects 𝛽𝓁 , we need to observe at least one treated unit for each lag and lead 𝑗 of the effect window.
The number of leads and lags can be purely based on data availability; there is no need to restrict the effect window to
overcome the underidentification problem discussed in Section 2.4.2.

The existence of a never-treated control group is, however, less trivial than it may appear at first sight. Observing that
a unit is not treated does not imply that this unit is never-treated. A unit could have been treated outside of the obser-
vation window—even in the yet unrealized future. When treatment effects are allowed to have effects into the infinite
future (or affect the infinite past), no unit is known to be never-treated with certainty. There are situations in which some
units cannot possibly be treated. For example, in a study on the effects of giving birth to a child, men will constitute a
natural never-treated group. But if a unit cannot possibly be treated for its special characteristics, the very same special
characteristics are potential confounders. Or in the logic of the Rubin causal model, all units can be manipulated, at least
conceptually, so that treatment happens. Hence, relying on a never-treated control group is not a fully convincing strat-
egy in many applications as it raises the question of whether units that are never treated are comparable with units that
receive treatments.

2.4.2 Identification without a never-treated group

Identification of dynamic treatment effects is more challenging in the absence of a never-treated group. Borusyak
et al. (2022) show that with an infinite effect window, [𝓁,𝓁] = [−∞,∞], dynamic effects are only identified up to a linear
trend. Formally, we can cast this underidentification problem in our notation as follows: Yi,t =

∑∞
𝓁=−∞ 𝛽𝓁ΔTi,t−𝓁 + 𝜇i +

𝜃t + 𝜀i,t =
∑∞

𝓁=−∞ 𝛽𝓁ΔTi,t−𝓁 + 𝜃t + �̃�i + 𝜀i,t where 𝛽𝓁 = 𝛽𝓁 + 𝜆 · 𝓁, 𝜃t = 𝜃t − 𝜆 · t and �̃�i = 𝜇i + 𝜆 · Ei. Hence, one can

9The identification problem discussed in this section could also be avoided by dropping either time effects 𝜃t or unit fixed effects 𝜇i. However, dropping
either dimension of fixed effects typically leads to omitted variable bias unless treatment is randomized.
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add a linear trend 𝜆 · 𝓁 to the dynamic treatment effects and adjust secular time fixed effects 𝜃t and unit fixed 𝜇i to main-
tain the same predicted values of the model.10 This violates the assumption of full rank of the design matrix. In practice,
this underidentification can easily be overlooked as many statistical packages automatically drop regressors in the case
of multicollinearity. A non-identified linear trend leads to dropping either one event dummy or one time dummy.

In the following, we show that restricting the effect window as proposed in Remark 2 introduces restrictions that allow
separately identifying dynamic effects, 𝛽𝓁 , and secular time trends, 𝜃t. Restricting the effect window as in Remark 2 leads
to our Equation (2), Yi,t =

∑𝓁
𝓁=𝓁 𝛽𝓁D𝓁

i,t + 𝜇i + 𝜃t + 𝜀i,t. In this model, adding a linear trend 𝜆 · 𝓁 to the restricted number of
dynamic treatment effects does not offset adding a linear trend to the secular time trend for the observations outside of
the effect window, that is, if t < Ei − |𝓁| + 1 or t > Ei + 𝓁.11

In the absence of never-treated units, observations of treated units outside the effect window are used to estimate the
secular time trends. These observations, therefore, serve as the control group for observations of units that are within the
effect window at the same time period. Restricting the effect window may even produce units i for which we only observe
the outcome |𝓁| or more periods before the event. The observed outcomes of such units will all be affected by the same
constant effect 𝛽𝓁 . Hence, all changes over time can be attributed to secular time fixed effects and orthogonal noise. The
analogous argument holds if the outcome is only observed 𝓁 or more periods after the event. Hence, binning of one or
both endpoints allows for identification with or without the presence of never-treated units. We summarize this in the
following remark.

Remark 5 (Identification and restricted effect window). In the absence of both never-treated units and unit-period
observations outside of the effect window, dynamic treatment effects and secular time fixed effects are not separately
identified. Binning of one or both endpoints generates unit-period observations outside of the effect window, which
serve as control group observations. The length of the effect window hence directly affects identification and helps to
separately identify dynamic treatment and secular time fixed effects.

As an alternative to binning, identification is also achieved by dropping observations outside of the effect window and
setting another dynamic treatment effect 𝛽𝓁 to zero, for example, 𝛽−2 = 0 in addition to 𝛽−1 = 0 (as proposed in earlier
versions of Borusyak et al., 2022). This assumption affects the shape of the estimated pre-trends as well as the estimated
secular time trends. This identifying assumption must be defended by a convincing a priori argument.

3 EVENT STUDIES AND DISTRIBUTED-LAG MODELS

In this section, we show that event study (ES) models with binned endpoints and distributed-lag (DL) models yield iden-
tical parameter estimates. The derivation of this equivalence results mainly serves two purposes. First, there is still some
confusion about the two types of parametrizations and their similarities. Second, the isomorphism helps to build intu-
ition about data requirements and identification of the underlying model. In Section 3.1, we formally demonstrate under
which restrictions ES and DL models yield equivalent dynamic treatment effects. In Section 3.4, we discuss the practical
implications of this isomorphism and argue that DL models are easier to implement and less error-prone. In Appendix
A.1 in the supporting information, we illustrate all formal claims using a simple numerical example.

10The underidentification problem arises because all units are treated at some point in the absence of never-treated units, and hence,
∑∞

𝓁=−∞ 𝓁ΔTi,t−𝓁 =∑∞
𝓁=−∞ 𝓁𝟙[t = Ei + 𝓁] = t − Ei for all units i and all time periods t. This underidentification problem also holds in the presence of never-treated units

when unit- or group-specific linear trends are included in the model. Wolfers (2006) shows that it is challenging to identify the treatment effect in the
standard difference-in-differences specification, which is an extreme form of binning (see Section 2.2.2).
11Adding a linear trend to both dynamic effects and to secular time trends leads to

Yi,t =
(∑𝓁

𝓁=𝓁
(𝛽𝓁 + 𝜆 · 𝓁)D𝓁

i,t

)
+ (𝜃t − 𝜆 · t) + 𝜇i + 𝜆 · Ei + 𝜀i,t

=

⎧⎪⎪⎨⎪⎪⎩

[∑𝓁
𝓁=𝓁 𝛽𝓁D𝓁

i,t + 𝜃t + 𝜇i + 𝜀i,t

]
+ 𝜆

[
𝓁 − t + Ei

]
if t < Ei − |𝓁|∑𝓁

𝓁=𝓁 𝛽𝓁D𝓁
i,t + 𝜃t + 𝜇i + 𝜀i,t if Ei − |𝓁| ≤ t ≤ Ei + 𝓁[∑𝓁

𝓁=𝓁 𝛽𝓁D𝓁
i,t + 𝜃t + 𝜇i + 𝜀i,t

]
+ 𝜆

[
𝓁 − t + Ei

]
if t > Ei + 𝓁
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3.1 Equivalence

We start by showing the equivalence of event study and distributed-lag models in the general case with an infinite effect
window. Taking first differences of the standard event study specification given in Equation (1), we can rewrite the event
study specification into a distributed-lag model:

ΔYi,t = Yi,t − Yi,t−1

=
∞∑

𝓁=−∞
𝛽𝓁ΔTi,t−𝓁 −

∞∑
𝓁=−∞

𝛽𝓁ΔTi,t−1−𝑗 + 𝜙t + Δ𝜀i,t

=
∞∑

𝓁=−∞
𝛽𝓁ΔTi,t−𝓁 −

∞∑
𝓁=−∞

𝛽𝓁−1ΔTi,t−𝓁 + 𝜙t + Δ𝜀i,t

=
∞∑

𝓁=−∞
𝛾𝓁ΔTi,t−𝓁 + 𝜙t + Δ𝜀i,t ,

(8)

where 𝛾𝓁 = 𝛽𝓁 − 𝛽𝓁−1 and 𝜙t = 𝜃t − 𝜃t−1 are time fixed effects. Parameters 𝛾𝓁 are the incremental changes of the
dynamic (cumulative) treatment effects 𝛽𝓁 , measuring the slope of treatment effects from one time period to the next. The
distributed-lag specification in Equation (8) is the first difference of the following distributed-lag specification in levels

Yi,t =
∞∑

𝓁=−∞
𝛾𝓁 Ti,t−𝓁 + 𝜇i + 𝜃t + 𝜀i,t , (9)

where 𝜇i denotes unit fixed effects. Note that the distributed-lag specification is either a regression of levels on levels
(Equation 9) or of changes on changes (Equation 8), whereas the event study specification is a regression of levels on
(binned) changes (Equation 6) or a regression of changes on changes of (binned) changes (Equation 7).

At first sight, it might not seem intuitive to estimate an event study specification in first differences because the explana-
tory variable is the second difference of the treatment status, that is, Δ2Ti,t = ΔTi,t −ΔTi,t−1 = Ti,t −2ΔTi,t−1 +Ti,t−2. At the
same time, it is completely natural to estimate the numerically equivalent distributed-lag specification in first differences
where both the dependent and the explanatory variables are first differences. Hence, it is important to keep the equiva-
lence in mind and freely choose the estimator that is most appropriate for the question under study (see also Remark 6
and Section 3.4.)

We have proven the equivalence between event study and distributed-lag models in the general case without restricting
the effect window. Next, we show that the equivalence between ES and DL models for restricted effect windows holds if
and only if endpoints of the effect window are binned as in Remark 2. The distributed-lag parameters 𝛾𝓁 are related to the
event study parameters 𝛽𝓁 by 𝛾𝓁 = 𝛽𝓁 − 𝛽𝑗−1. Binning the upper endpoint, 𝛽𝓁 = 𝛽𝓁 for all 𝑗 > 𝓁, is therefore equivalent to
assuming that 𝛾𝓁 = 0 for all 𝑗 > 𝓁; for the lower endpoint 𝛽𝓁 = 𝛽𝓁 for all 𝑗 < 𝓁 is equivalent to 𝛾𝓁 = 0 for all 𝑗 ≤ 𝓁. The
event study model with a restricted effect window between 𝓁 and 𝓁 and binned endpoints in Equation (2)

Yi,t =
𝓁∑

𝓁=𝓁
𝛽𝓁D𝓁

i,t + 𝜇i + 𝜃t + 𝜀i,t

is therefore equivalent to a distributed-lag specification with 𝓁 lags and |𝓁| − 1 leads

Yi,t =
𝓁∑

𝓁=𝓁+1
𝛾𝓁Ti,t−𝓁 + 𝜇i + 𝜃t + 𝜀i,t . (10)

Without binning, ES and DL specifications are based on different parameter restrictions and yield different parameter
estimates. We summarize this result in the following remark:
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Remark 6 (Equivalence of event study and distributed-lag model). The event study specification with binned end-
points at 𝓁 = 𝓁 and 𝓁 = 𝓁 as specified in Equations (2) and (3) is equivalent to a distributed-lag models with 𝓁 lags
and |𝓁| − 1 leads as given by Equation (10).

An implication of Remark 6 is that if one regards the distributed-lag model with a limited number of leads and lags as
a sensible econometric model, binning of the endpoints in event study designs must be equally sensible.

3.2 Estimation of the distributed-lag model

The dynamic incremental treatment effects 𝛾𝓁 of the distributed-lag model in Equation (10) can be estimated with ordinary
least squares including two-way fixed effects for units and time periods. This is a regression of the dependent variable Yi,t
in levels on the treatment status in levels with leads and lags. Alternatively, the dynamic incremental treatment effects 𝛾𝓁
can be estimated as a regression in first differences without unit fixed effects

ΔYi,t =
𝓁∑

𝓁=𝓁+1
𝛾𝓁ΔTi,t−𝓁 + 𝜙t + Δ𝜀i,t , (11)

where 𝜙t = 𝜃t − 𝜃t−1. This is a regression of changes on changes.
Estimation in both levels and first differences is consistent (with N → ∞) as discussed in Section 2.3 when the model is

correctly specified. However, the incremental effect at the endpoint of the effect window 𝛾𝓁 will pick up all effects after 𝓁
periods when estimated in levels, but it only picks up the incremental effect after exactly 𝓁 periods when estimated in first
differences. When the effect window is too short and dynamic effects have hence not fully materialized after 𝓁 periods,
the dynamic effect 𝛽𝓁 at the endpoint often shows a pronounced spike when estimated in levels but not when estimated
in first differences. This is exemplified in the application in Section 5 and Figure B.4 in the supporting information.
This feature also leads to the often observed difference between fixed effects and first difference estimates in standard
difference-in-difference models if the treatment effect builds up over time.

As already discussed in Section 2.3, dynamic treatment effects are not consistently estimated by two-way fixed effects
regression if treatment adoption is staggered and the effects are not constant beyond the endpoints. This finding also
holds when the binned model is estimated in first differences. This is because changes in the outcome variable beyond
the endpoint are fully attributed to the secular time period effects. As above, these biased secular time fixed effects will
lead to biases when pinning down the counterfactual for all incremental effects. As in levels, the problem is more severe
in the absence of never-treated units, where the secular time period effects are only identified by the restrictions imposed
by binning (see Section 2.4.2 and Remark 5).

3.3 Recovery of cumulative treatment effects from the distributed-lag model

The distributed-lag coefficients 𝛾𝓁 measure incremental changes in the dynamic (cumulative) treatment effects. Hence,
we can construct these dynamic cumulative treatment effects from the estimated incremental effects. Note that we need
to estimate one fewer incremental effect 𝛾𝓁 than event study coefficient 𝛽𝓁 because we always normalize one dynamic
treatment effect to zero (see Remark 1 and Remark 7 below). Thus, we include DL leads and lags 𝛾𝓁 running from𝓁+1 (not
𝓁 as in the event study design) to 𝓁. The event study parameters 𝛽𝓁 can be calculated from the distributed-lag parameters
𝛾𝓁 by using the difference 𝛾𝓁 = 𝛽𝓁 − 𝛽𝓁−1. The starting point for this difference equation is given by the normalization in
Remark 1. Normalizing to one period before treatment, that is, 𝛽−1 = 0, treatment effects 𝛽𝓁 can be uniquely recovered
recursively as 𝛽𝓁 = 𝛽𝓁−1 + 𝛾𝓁 for 𝓁 = 1, 2, … ,𝓁 and as 𝛽𝓁 = 𝛽𝓁+1 − 𝛾𝓁+1 for 𝓁 = −1,−2, … ,𝓁 :

𝛽𝓁 =
⎧⎪⎨⎪⎩
−
∑−1

k=𝓁+1 𝛾k if 𝓁 ≤ −2
0 if 𝓁 = −1∑𝓁

k=0 𝛾k if 𝓁 ≥ 0 .
(12)

We summarize this result in the following remark:
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Remark 7 (Recovery of dynamic cumulative treatment effects from a distributed-lag model). Dynamic treatment
effects 𝛽𝓁 are recovered from distributed-lag parameters 𝛾𝓁 as cumulative effects starting from a reference period,
typically the period before treatment adoption, according to Equation (12).

As in the event study model, we need a normalization in the distributed-lag model because parameters 𝛽𝓁 are only
identified up to a constant due to the individual fixed effect 𝜇i (cf., Remark 1). Equation (12) shows how to recover the
dynamic treatment effects 𝛽𝓁 as the sums of distributed-lag parameters 𝛾𝓁 . Concretely, for post-treatment effects 𝓁 > −1,
we intuitively cumulate upwards: 𝛽𝓁 = 𝛽𝓁−1 + 𝛾𝓁 with 𝛽−1 = 0. Importantly, for pre-treatment effect 𝑗 ≤ −1, we cumulate
downwards with a negative sign: 𝛽𝓁−1 = 𝛽𝓁 − 𝛾𝓁 with 𝛽−1 = 0. For instance, 𝛽−2 = −𝛾−1; we must not assume 𝛾−1 = 0.12

3.4 Practical implications

Although the derivation of equivalence results of Remark 6 is mathematically straightforward, it has useful practical
implications. We briefly discuss the most important ones in the following section.

3.4.1 Model choice

As dynamic treatment effects estimated from an event study design and dynamic treatment effects recovered from a
distributed-lag model are numerically equivalent, the choice of the empirical model is purely a question of convenience.

3.4.2 Binning versus cumulating

In the event study design, treatment variables have to be binned at the endpoints of the effect window according to
Equation (3). Consequently, the event study model delivers direct estimates of the dynamic treatment effects and there-
fore readily interpretable parameters. In contrast, the coefficients from the distributed-lag model 𝜸 = [𝛾𝓁+1, … , 𝛾𝓁]

′ have
to be cumulated following Equation (12) to obtain the event study parameters 𝜷 = [𝛽𝓁 , … , 𝛽−2, 𝛽0, ...𝛽𝓁]

′. This linear
transformation transfers the statistical properties (consistency and asymptotic normality) of �̂� to the calculated 𝛽. Stan-
dard errors of 𝛽𝓁 can be calculated from the variances and covariances of the vector �̂� by the usual formula for linear
combinations and are identical to the direct event study estimates.

3.4.3 Data requirements

The isomorphism between ES and DL models is also insightful when thinking about the data requirements to estimate
the model because obviously the same data requirements have to apply to both the ES and DL model. The DL specification
with 𝓁 lags and |𝓁|−1 leads given in Equation (10) immediately reveals that we need to observe treatment status Ti,t from
(t − 𝓁) to (t̄ + |𝓁|− 1) if all observations of the dependent variable Yi,t are to be included in the estimation sample. In case
we observe treatment adoption ΔTi,t = Ti,t − Ti,t−1, we only need to observe it from (t − 𝓁 + 1) to (t̄ + |𝓁| − 1).

3.4.4 Fixed effect versus first difference estimator

We have shown that the ES and the DL model can both be estimated in levels or in first differences. Both estimators are
consistent and asymptotically normal as N → ∞ under standard assumptions for panel data models. In finite samples,
the estimates obtained with the fixed effect estimator differ from the ones obtained with the first difference estimator. If
the dynamic nature of the effect is modeled correctly, that is, if the effect is truly constant 𝓁 periods after the event, the
two estimators will be numerically similar. If, however, the true dynamic treatment effect continues to unfold beyond
𝓁, fixed effects and first difference estimates can differ strongly. As an example, assume that the true treatment effect is
negligible in the short run and only materializes after several post-treatment periods. Further, assume that the researcher
includes too few post-treatment parameters to capture the full dynamic treatment effects. In this case, the first difference

12In our example 1 with effect window from 𝓁 = −3 to 𝓁 = 4, the coefficients are 𝛽−3 = −(𝛾−1 + 𝛾−2), 𝛽−2 = −𝛾−1, 𝛽−1 = 0, 𝛽0 = 𝛾0, 𝛽1 = 𝛾0 + 𝛾1,
𝛽2 = 𝛾0 + 𝛾1 + 𝛾2, 𝛽3 = 𝛾0 + 𝛾1 + 𝛾2 + 𝛾3, 𝛽4 = 𝛾0 + 𝛾1 + 𝛾2 + 𝛾3 + 𝛾4.
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estimator will be close to zero, whereas the fixed effect estimator will pick up some average of the delayed response. Both
estimators will underestimate the true long-term response. In contrast, if the number of lags is specified such that the
dynamic treatment effects have fully materialized within the effect window (cf., Remarks 2 and 3), both the fixed effects
and the first difference estimator will correctly pick up the dynamic effects and estimate the long-run effect and the point
estimates should be similar.13

4 GENERALIZED EVENT STUDY DESIGN

In many applications, treatments may occur repeatedly and be of different signs and varying intensities across units
and/or time. In this section, we show that the standard event study design can be generalized to accommodate institu-
tional set-ups where multiple treatments with known but varying treatment intensities take place. We formally derive the
generalized event study in Section 4.1. Section 4.2 discusses four typical institutional environments in which the gener-
alized event study can be applied. Appendices A.2 to A.4 in the supporting information provide numerical examples for
these cases.

4.1 Set-up and equivalence in the generalized design

In the following, we set up a generalized event study design that can be used in the case of multiple treatments of identical
intensities, single treatments with different signs and varying treatment intensities, and multiple treatments of different
signs and varying intensities. The set-up also nests the standard event study design set up in Section 2 as a special case.

In the generalized design, the treatment status Ti,t does no longer need to be a dummy variable but can be a continuous
measure. The change of the treatment statusΔTi,t = Ti,t−Ti,t−1 can therefore also be a continuous measure of the change in
the intensity of the treatment. We callΔTi,t scaled treatment adoption in the generalized design. Scaled treatment adoption
ΔTi,t measures the exact size of a change in a certain policy variable (e.g., a tax rate) from unit t − 1 to unit t.

The event study specification in Equation (1) does also apply to the generalized interpretation of Ti,t and ΔTi,t. The
equivalence between event study and distributed-lag models, therefore, holds in the generalized design exactly as in the
standard events study specification. As in the standard event study design, the equivalence also holds when the effect
window is restricted through binning of the endpoints. Importantly, the generalization does only work with the definition
of the binned treatment adoption measure D𝓁

i,t in Equation (3) and not with the more common definition in Equation (4).
We, therefore, call this variable binned treatment adoption measure rather than binned treatment adoption indicator in
the generalized design.

Remark 1 on normalization, Remarks 2 and 5 on restricting the event window, and the practical implications discussed
in Section 3.4 on estimating the event study versus the distributed-lag models also hold in the general case.

Estimating dynamic treatment effects using the generalized event study only produces consistent estimates under a
linearity and additivity assumption, which is summarized in the following remark.

Remark 8 (Applicability of the generalized event study design). Assuming that the treatment effect is proportional
to the observed treatment intensity, the generalized event study described by Equations (2) and (3) delivers consis-
tent estimates of the dynamic treatment effects. Numerically identical treatment effects can also be obtained from a
distributed-lag model as specified in Equation (10).

Note that it may be the case that the proportionality assumption of Remark 8 is violated. For example, treatments with
opposite signs may have asymmetric effects on the outcome (see, e.g., Benzarti et al., 2020; Fuest et al., 2018). It is therefore
always advisable to test for symmetric effects. Even if treatments of opposite signs do not have symmetric effects, it is still
valuable to exploit treatment variation within the set of positive and negative treatments (see the application in Section 5
and Appendix B in the supporting information).

As the generalized event study specification incorporates the intensity of treatment, estimated effects can be interpreted
as the effect of a one-unit increase akin to the interpretation in a generalized differences-in-differences model. This way,
event study estimates can be used to infer long-term effects on an intuitive scale.

13There is also an efficiency trade-off: The fixed effect estimator is more efficient when the errors 𝜀it are not serially correlated, whereas the first difference
estimator is more efficient when the errors follow a random walk (see, e.g., Wooldridge, 2010).
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4.2 Typical cases and applications

In this section, we discuss typical cases of the generalized event study design and provide selected examples from recently
published applications.

4.2.1 Case 1: Single treatments of identical intensities

This is the standard case discussed in Section 2; a numerical example is given in Appendix A.1 in the supporting
information.

4.2.2 Case 2: Multiple treatments of identical intensities

Consider the case in which events of identical intensity take place repeatedly for a unit. This implies that treatment
adoption ΔTi,t = Ti,t −Ti,t−1 is a dummy variable that takes value 1 in any time period where an event took place and 0 in
other periods. Treatment status Ti,t increases accordingly by one unit with every event (see Appendix A.2 in the supporting
information for a numerical example).

Few analyses have applied event studies in such an institutional context (see Dube et al., 2011), for a notable exception).
However, many institutional set-ups, such as hospital admissions or firm switches, fit the case. Sometimes, only the first
of potentially many events is considered in a standard event study framework as developed in Section 2. This approach
leads to inconsistent estimates unless the second and subsequent events are known to have no additional effect.

4.2.3 Case 3: Single treatments of different signs and varying intensities

Next, consider the case where each unit receives one treatment in period Ei, but treatment intensity si differs across units.
Hence, scaled treatment adoption is ΔTi,t = 𝟙[t = Ei] · si. A numerical example is given in Appendix A.3 in the supporting
information.

This case is quite frequently applied as it fits an institutional setting where a shock at some aggregate level hits units
at a disaggregate level with varying intensities (see, e.g., Alsan & Wanamaker, 2018; Charles et al., 2018; Clemens et al.,
2018; Goodman-Bacon, 2018). Many applications of this type formally refer to the standard event study model but discuss
generalization and treatment of endpoints only verbally if at all.

4.2.4 Case 4: Multiple treatments of different signs and varying intensities

Last, we consider the most general case, in which events may occur multiple times per unit and their treatment intensity
varies. A numerical example is given in Appendix A.4 in the supporting information.

Many settings fit this model, such as multiple tax changes or minimum wage hikes, and correspondingly many applica-
tions. Traditionally, the respective models were framed as distributed-lag models rather than event study designs (Brülhart
et al., 2022; Drechsler et al., 2017; Fuest et al., 2018; Suárez Serrato & Zidar, 2016). Note that the notion of events becomes
less pertinent the more such events happen. In the extreme case, treatment may change each period and Ti,t becomes a
constantly changing continuous variable.

4.3 Dichotomizing treatment variables

A common alternative empirical specification used when treatments have varying intensities is to dichotomize treat-
ment variables and use a dummy variable that is only switched on for relatively large events (see, e.g., Fuest et al., 2018,
Simon, 2016). However, the parameter estimates of such a dichotomization may be difficult to interpret both in
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magnitude and direction. To see this, consider the following case: Each unit is treated once, and there are two types of
treatment: a small reform ΔTS

i,t = 1 and a large reform ΔTL
i,t = 2; treatments are distributed randomly in time and treat-

ment effects are linear in the intensity of the reform. Ignoring small events and applying the standard event dummy
set-up yields ΔTS

i,t = 0, ΔTL
i,t = 1. In this case, units with small reforms become part of the control group although they

respond to the reform. This induces a bias in the time fixed effects and thereby also in the treatment coefficients. In such
a specification, estimated dynamic treatment effects can be larger, smaller, or identical to a specification that considers
all reforms with their intensity. A possible fix for this ambiguity is to exclude units with small events from the sample,
in which case, the model is, however, estimated on a different and possibly selected sample. Moreover, the dichotomiza-
tion of the treatment variable eliminates valuable information, which could otherwise be used to identify the magnitude
of the effect.

5 APPLICATION

In this section, we demonstrate the relevance of the results derived in Sections 2 to 4 by replicating and extending the study
by Baker and Fradkin (2017) (BF2017).14 We will particularly focus on the importance of restricting the effect window
and on the power of the generalized event study design. In the following, we discuss the high-level results and refer to
Appendix B in the supporting information for a more detailed, self-contained analysis.

BF2017 study the effect of the changes in the potential duration of unemployment benefits (PBD) across US states
between 2006 and 2015 on job search effort using Google Search data. They apply a two-way fixed effects model with
state and year-month fixed effects and estimate a standard difference-in-difference model. They find a highly significant
effect implying that a ten-week increase in PBD leads to 2.07% drop in aggregate job search. However, their dynamic event
studies only weakly support this finding.

When setting up their event study model, BF2017 make several modeling choices that directly speak to many of the
remarks developed above. First, there is no normalization to a reference period (Remark 1). Second, the authors assume a
rather small effect window around the reform of 3 to 4 months (Remark 3) but do not bin endpoints—implicitly assuming
that treatment effects are zero beyond the effect window (Remarks 2 and 5). Finally, they dichotomize the changes in
PBD into increase and decrease dummy variables and do not exploit that state-level PBD reforms had varying intensities
(Remark 8).

In Appendix B in the supporting information, we show step-by-step that making these adjustments leads to convincing
and highly significant dynamic estimates. Figure 3 summarizes the main results. Graph A replicates BF2017's main event
study results; in graph B we adjust BF's model by normalizing to a reference period and binning endpoints. Although
Graph B still uses a dummy variable specification that only considers large reforms as events, we implement the gen-
eralized event study design in Graph C, exploiting all PBD reforms with their varying intensities. The estimates of the
generalized event study imply that a ten-week increase in potential benefit duration leads to a decrease in log job search
activity of −0.027 (s.e. = 0.007), that is, 2.7%, after 4 months, which corresponds to the difference-in-difference estimates
reported above. Hence, the event study results reinforce BF2017's important main result that longer potential benefit dura-
tion in unemployment insurance reduces search effort. In Graph D we contrast the baseline fixed effects model with a first
difference specification. At the endpoint of the effect window, the first difference model only accounts for the change hap-
pening from 𝓁 − 1 to 𝓁, whereas the fixed effects model takes into account a weighted average of the remaining changes.
As a result, coefficients from the fixed effects and the first difference specification will deviate if the effect has not fully
materialized within the given effect window. The figure clearly shows a deviation between the two specifications, which
is an indication that the effect window might be too short.15 In Figure B.3 in the supporting information, we show that
dynamic treatment effects have fully materialized approximately after 16 months, with a long-run effect of PBD on search
intensity of −0.005 (0.001).

14Replication code in Stata and R is available in the Harvard Dataverse at https://doi.org/10.7910/DVN/LXMYV6 and in the JAE data archive at https://
dx.doi.org/10.15456/jae.2023031.1844400605.
15Note that there is no ex-ante prediction on whether the effect of the first difference or fixed effects model should be smaller or larger. As the sample
size grows both models should eventually yield identical estimates.
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FIGURE 3 Main replication results. Graph A: Replication of BF2007's Figure 4 (left). Graph B: Binning, normalization with event dummies.
Graph C: Applying the Generalized Event Study. Graph D: Fixed effects versus first difference. Note: The figure replicates and extends the
main event study estimates reported in (Baker & Fradkin, 2017), BF2017. Graphs show point estimates and 95%-confidence intervals based
on standard errors clustered by states. Graphs A replicates the estimates reported in specification (3) of BF2017-Table 8 and plotted in the left
panels of BF2017-Figure 4. It shows the dynamic effect of a large increase (at least 13 weeks) in potential benefit duration (PBD) on log search
intensity as measured with the newly proposed Google Job Search Index (GJSI). States that experience no changes in a certain month or smaller
changes, including negative ones are in the control group. In Graph B, we extend the original specification by binning endpoints according to
Remark 2 and by normalizing the effect at the pre-event period to zero according to Remark 1. In Graph C, we apply the generalized event
study according to Remark 8, accounting for treatment intensity. Models underlying Graphs A to C are estimated in levels with state and time
fixed effects. In Graph D, we contrast estimates from the generalized event study in a fixed effects model to a specification in first differences.

6 CONCLUSION

This paper makes three interrelated methodological contributions, which are important to bear in mind when setting up
event study designs in economics. The points are valid in general and might be particularly helpful when applying the
event study technique to settings in public and labor economics with multiple policy shocks of varying intensities.

First, researchers need to define an effect window, that is, the window within which the effect is studied. Although this
choice is a practical necessity due to limited data availability, it is far from being innocuous. Setting the number of leads
and lags to a finite number practically requires defining the last lag (lead) as an open interval capturing all known events
that (will) have happened in the past (future). We refer to this practice as binning. We show that binning determines
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which unit-period observations are assigned to the treatment or control group and thus directly affects the identifying
assumption. At the same time, binning introduces important parameter restrictions, which help to identify the model
econometrically.

Second, we demonstrate that event study designs and distributed-lag models are equivalent. To be precise, the
distributed-lag model is a reparametrization of an event study design with binned endpoints. Event study estimates can be
recovered from distributed-lag models by cumulating the post-treatment and pre-treatment effects away from zero. We
use this isomorphism to reinforce the necessity and importance of limiting the effect window properly and critically dis-
cuss the plausibility of alternative parameter restrictions used in the literature. The distributed-lag model is in our view
less error-prone in the practical implementation.

Third, we generalize the simple event study with single treatments to account for multiple treatments and/or treat-
ments of different signs and varying intensities. We show that the event study methodology is perfectly applicable to such
environments and that the equivalence between event study and distributed-lag models also holds in the general case.
We point to the necessary underlying assumptions and briefly discuss where generalized event study designs could be
implemented in light of current empirical research.

In the final part of the paper, we demonstrate the practical relevance of our three methodological contributions by
replicating and extending the event study design in Baker and Fradkin (2017).
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