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Abstract

Causal evidence for the effect of team size on performance is lacking despite the high

relevance of this question. From an economic perspective, one would expect perfor-

mance incentives to decrease with increasing team size, but the psychological phe-

nomenon of peer effects could mitigate the free-rider problem. To analyze the

behavioral implications due to changes in team size, we exploit a rich dataset from a

controlled experiment with teams of either two or three participants of a university

research project performing a real-effort task. Our study provides three main find-

ings. First, increasing team size does not change team performance on average, which

is a robust result, be it across performance dimensions and even when introducing

pay inequality between two work periods. Second, positive performance spillovers

from peer to peer alleviate the free-rider problem when team size increases. Third,

changes in peer pressure due to changes in the transparency of others' performance

could explain the variation in peer effects across team size. In contrast to discussions

in previous literature, our evidence points to a potentially negative role of peer pres-

sure for team performance. While lower peer pressure in teams of three allows for

more positive performance spillovers, a high-skilled peer in a team of two seems to

pressure the other team member to produce more mistakes instead of more work

output in high quality.

J E L C L A S S I F I C A T I ON

J24, J33, C92, M52

1 | INTRODUCTION

Numerous practical guides and books have been published on the

topic of how to improve team performance (Ben-Hafaïedh &

Cooney, 2017; Chiocchio et al., 2015; Griffith & Dunham 2014; Salas

et al., 2013). Although the number of team members is an important

characteristic, the effect of team size on performance has not been

extensively analyzed. One explanation for this research gap could be

the difficulty to exogenously assign teams to obtain causal evidence.

Another explanation could be that the effect of team size on produc-

tivity seems obvious because of the free-rider problem, which

emerges when individuals have to bear the full costs of contributing

to a group outcome that is shared equally between all members

(Alchian & Demsetz, 1972; Holmstrom, 1982; Newhouse, 1973).

Accordingly, if the number of team members rises, the incentive to

free-ride increases as well. However, there is good reason to not

expect free-riding as the dominant strategy of individuals working in a

team. Kandel and Lazear (1992) point out that the incentive to shirk
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may be countered by psychological mechanisms such as peer pres-

sure. Experimental evidence from the field (Babcock et al., 2015) and

laboratory (Corgnet et al., 2015) supports the idea that peer effects

can mitigate the free-rider problem when comparing teamwork with

individual work settings. Arguably, peer effects may be able to also

compensate disincentives that result from increasing the size of the

team. Yet, so far, research on this idea and the role of psychological

mechanisms in this context is limited.

The aim of this study is threefold. First, we test the free-rider

hypothesis, which implies that increasing the team size decreases indi-

vidual performance. Second, we analyze whether peer effects can

solve the free-rider problem that could occur when the number of

team members increases. Third, we inspect what mechanisms are at

play in this context. Given ongoing discussions in the literature, we

are particularly interested in the role of peer pressure as a reason to

contribute to teamwork. To address our aims, we examine the setting

of a computer workstation at a German university with either two or

three study participants performing a real-effort task. All participants

and their actions are visible in this workplace setting, which could

enable peer effects via exposure to the behavior and hence the per-

formance of others. Thanks to a team piece rate, individual payments

vary depending on the average individual output level across all team

members, which implies stronger incentives to free-ride when work-

ing together with more beneficiaries of an individual's effort levels.1

To identify the effects caused by changes in team size, we experi-

mentally manipulate whether two or three team members have to

accomplish the task. We consider this comparison to be the most

promising for our research goals for several reasons, apart from the

practical aspect of being able to conduct a controlled experiment with

a manageable sample size. From a theoretical perspective, adding one

more person to a team of two implies the most severe consequences

for both economic incentives and psychological drivers, compared to

adding one more person to a larger team. Furthermore, from an

empirical point of view, the question of whether a team of two should

be expanded to include another person is probably the most relevant

question. In fact, teams of two or three members are very common in

many contexts, be it in academia (Hamermesh, 2013, 2017) or when it

comes to entrepreneurial teams (Backes-Gellner et al., 2015;

Shrivastava & Tamvada, 2011) or in workplace environments, which

our study focuses on.

Although we acknowledge that comparing teams of two and

three individuals does not inform us about the performance of larger

teams with even more members, we are confident that the opportu-

nity to study behavior in a controlled workplace setting allows us to

establish credible evidence regarding our main research questions. In

particular, we can exogenously assign teams to identify the causal

effect on outcomes, such as worker productivity, which appears nec-

essary for empirical identification given that endogenous team forma-

tion is a relevant phenomenon in workplace contexts (Bäker &

Mertins, 2013; Büyükboyaci & Robbett, 2019; Chen & Gong, 2018;

Fischer et al., 2020; Kölle, 2017; Kuhn & Villeval 2015). The experi-

mental evidence informs us about possible free-riding after an

increase in the team size and the occurrence of peer effects as a way

to compensate for free-riding. Our setting also provides us with rich

survey data on possible psychological mechanisms to find out why

behavioral effects may or may not occur. Another feature of the

workplace setting is the availability of precise information on perfor-

mance in different dimensions, which allows examining the possibility

that team members could be reducing the quality of work.

As our first main result, individual performance levels are on aver-

age almost the same across both team size conditions, which seems

to contradict the free-rider hypothesis. This remains when we i) com-

pare the results across two work periods, ii) analyze alternative perfor-

mance indicators, and iii) differentiate between equal and unequal pay

in consequence of random bonuses. In line with our main result, evi-

dence from the survey confirms that on average there is no manipula-

tion of any effort mechanism, such as willingness to free-ride.

Second, by analyzing effect heterogeneity across different levels

of peer performance, we obtain evidence that psychological motives

for putting in efforts can minimize the free-rider problem. A team

member's performance is positively related to co-worker perfor-

mance, suggesting motivational spillovers from peer to peer (‘peer
effects’), but this interacts with the team size. To empirically confirm

the role of peer effects in our workplace context, we make use of sur-

vey data on computer skills, which is a strong predictor of perfor-

mance in routine computer task. A split between high-skilled peers

and low-skilled peers reveals that individual performance in teams of

three is lower than that in two-person teams if peer skills are low. This

shows that the free-rider problem exists but can be mitigated thanks

to the positive peer effects induced by high-skilled and hence high-

performing team members.

Third, we find that peer pressure could be a relevant mechanism

in this context, given that it depends on the team's size. Interestingly,

the evidence appears to be at odds with previous research describing

a positive role of peer pressure. We find that individuals in teams of

three perceive less pressure when peer skills are high, as compared to

two-person teams. Furthermore, there is evidence that an increase in

the number of team members goes along with less transparency of

peer performance, as it becomes more difficult to correctly estimate

the average team performance. In consequence, high peer pressure

owing to more transparency of peer performance may prevent posi-

tive peer effects to occur in two-person teams, where we observe

rather adverse effects in the performance data on the quality of work.

By considering different performance dimensions, we find that the

amount of incorrect output units increase in teams of two when peer

skills are high, while the amount of correct work output declines. All

this is inconsistent with the idea of peer pressure improving perfor-

mance but rather suggests that negative peer effects could result from

pressuring individuals to perform well and points to possible draw-

backs of competitive work environments.

With our study, we contribute to several strands of research. In

particular, we confront ideas from both empirical and theoretical work

on team size with experimental evidence, which is an important con-

tribution given that the personnel economics literature (for a review,

see Lazear & Oyer, 2013) has been rather silent on the role of team

size in performance outcomes so far. Furthermore, we contribute with
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our findings to research on peer effects in workplace performance

(for a review, see Herbst & Mas, 2015), which has not provided a con-

sistent picture regarding the underlying mechanisms yet. Our finding

that peer pressure could impair rather than improve outcomes may

stimulate further research on the psychological patterns behind peer

effects at the workplace and elsewhere.

In the following Section 2, we describe our experimental setup in

more detail and discuss our hypotheses, while supplementary material

and information are provided in Online Appendix A. In Section 3, we

present the results of our empirical investigation, which we comple-

ment with additional evidence provided in Online Appendix B. Based

on the summary of results, we discuss the limitations of our study and

provide a broader discussion of our contributions to ongoing research

on teams and peer effects in the concluding Section 4.

2 | EXPERIMENT

2.1 | Procedure

During the winter semester of 2016/2017, a large-scale research pro-

ject took place at a research institute of a German university. Partici-

pation was possible throughout the entire semester from October

2016 to March 2017. The project was announced as a “study on work

motivation at a computer workplace” to students via posters and

flyers at the university campus as well as online using the university's

email list. Each student could earn a flexible amount of money of

approximately 12 Euro for a one-hour-long participation, which

roughly corresponds to the hourly wage of student assistants

employed at the university. To foster interest in participating, an addi-

tional bonus win of a 100 Euro lottery price was announced, the win-

ner of which was determined and paid out after the study ended.

Recruitment of study participants followed clear rules and was

organized by research assistants. Appendix A1 provides more infor-

mation on the procedure, which aimed to minimize both chances of

social ties between individuals participating in the same session and

selectivity in individual characteristics across team-size conditions.

After being recruited, each participant was invited to come to one out

of three separate waiting rooms, which served the purpose of

smoothing discrepancies in arrival times between participants. From a

participant's point of view, it was unclear whether other individuals

would participate in the same session, given that no such information

was provided. Prior to the start of the session, participants were

guided from the waiting rooms to the computer workplace by

research assistants. All sessions took place at the same computer

workstation (see Figure A1 for pictures).

We randomly assigned session slots as either two-person or

three-person settings at least one week in advance. Three-person ses-

sions had a higher chance to be drawn in the randomization process

due to a simultaneously ongoing experiment (Chadi & Homolka,

2022), for which a control condition with a sizable number of observa-

tions from three-person sessions was needed. As part of the proce-

dure (see Appendix A1 for more details), three-person sessions were

not canceled in case one invitee did not show up. Instead, those ses-

sions took place in the same way as regularly assigned two-person

sessions. While this provides us with additional data, we pay particular

attention to potential selection issues when analyzing our full sample,

which includes the data from those ‘transformed’ two-person ses-

sions. As the only difference between a regularly assigned and a trans-

formed two-person session, we implemented a verbal treatment in

the latter case (see Appendix A2 for the translated script of the

instructions). Our idea here was to find out more about the possible

psychological effects in the remaining participants when a third partic-

ipant was absent, as individual behavior in transformed sessions might

differ not only because of selectivity but also because of psychological

effects, which we cannot fully rule out.2

The session host was a research assistant employed at the insti-

tute who guided the participants through the session by reading the

instructions aloud. Accordingly, the participants were referred to as

‘team players’ and the session host took on the role of the ‘team
leader’ during the session. Except for a few adjustments due to the

different numbers of participants (two or three) across sessions, the

instructions were always the same. At the beginning of each session,

participants drew lots with either two or three numbers to determine

their computer workplace. As can be seen in Figure A1, the computer

screen of the third workplace was turned off and equipment was

removed in case of two-person sessions.3 Until the end of the session,

oral communication was prohibited, but email communication was

introduced as an alternative. While this could be seen as one option

for participants to shirk by using emails to chat, another shirking

option emerged out of the fact that all computers at the workstation

were connected to the internet. This was necessary to allow partici-

pants to work on their tasks.

The work task was to prepare scientific papers for research at the

university by downloading and labeling journal articles from an online

library, which was done in similar fashion by students employed as

research assistants at the institute. During a session, participants had

to work on a volume of a journal and prepare as many articles as pos-

sible within the working time. The session's journal and the different

volumes for the computer workplaces were randomly drawn from a

list prior to each session. To illustrate how to perform the task, the

session host used a big screen (see Figure A1), while also reading the

instructions out loud. The task itself consisted of two work periods,

lasting ten minutes each, and work period one started only after all

session participants had finished a test run of successfully preparing

one article.

Figure 1 displays the timeline of a session. After the session, par-

ticipants were paid separately in their waiting rooms. Pay was deter-

mined by the number of points received during the session, based on

the following rule: 1 point equals 1 cent. As one out of several pay

components, participants' performance in both work periods deter-

mined their earnings based on a team piece rate scheme. Accordingly,

the number of downloaded and correctly labeled articles at the end of

each work period was first aggregated across all participants and then

divided by their number (two or three). Each participant was then

rewarded with 10 points per average output unit so that the total
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achievement was shared equally between all team members. Partici-

pants were informed about the team result, but not about individual

performance, by the session host. In addition to the performance-

related pay component, a bonus game took place between the two

work periods (see Appendix A2 for more information on the proce-

dure), which induces pay inequality through a random allocation of a

bonus.4 With a 50% chance, all but one team member received

300 points in the game. While we refer to this as the ‘unequal pay’
scenario, no one received a bonus in the ‘equal pay’ scenario, which

also had a 50% chance of occurring. Finally, in addition to the flexible-

income components, participants received fixed payments for

showing-up (250 points) and for completing the three online surveys

(200 points each).5

2.2 | Data

2.2.1 | Performance

Our workplace setup informs us about several performance indicators,

which are based on the work output of digital files. First and foremost,

we focus on what we refer to in the following as a ‘task performance’
indicator, which comes directly from the session records. This perfor-

mance measure reflects both the quantity and quality of work output

and was used as the basis for performance-related pay. The session

host followed clear rules to determine each participant's task perfor-

mance, including a spot check on possible mistakes in the work out-

put: From all the articles downloaded by a participant in a work

period, the session host checked a randomly chosen output unit for

the correctness and, if incorrect, continued with up to two more

checks until an article without inaccuracy was found. The total num-

ber of articles in the folder was then reduced by the number of output

units identified as erroneous. In the case of three erroneous articles

being detected, the work output of this team member was reduced to

zero.6

In addition to the main task performance indicator, we inspect

the quantitative dimension of performance by examining the total

number of downloaded articles per person, independent of accurate

labeling. We then exploit the opportunity to analyze more deeply the

qualitative dimension of performance using computer software that

conducts precise inspections of files produced in the sessions. By

identifying deviations from fully correct article labels, it is possible to

detect even small mistakes that a participant made when labeling arti-

cles, such as typing in incorrect author names. Using the software-

generated data, we distinguish between different performance dimen-

sions by splitting the ‘total work output’ into correct output units

(‘high-quality work output’) and incorrect output units (‘low-quality

work output’).

2.2.2 | Surveys

Given our aim to learn more about motives underlying the decision to

put in effort in a team context, the participants in our experiment had

to respond to a large set of questions via online surveys. To allow for

a convenient survey length in the course of a session, the questions

were separated into three blocks, i.e. before, between, and after the

work periods (see Figure 1).

We included several question modules to find out about psy-

chological drivers of effort based upon ideas and discussions in the

literature on the work motivation of individuals working with others

on a task. First, a question module on the potential channels of

team performance asked participants after work period one about

how they perceived teamwork, which included free-rider intentions,

among other things (Table B1).7 This module was repeated after

work period two in order to allow for a before-and-after comparison

regarding the effects of the bonus game on perceived unfairness.

Second, participants were asked after the two work periods in a

rather direct way about why they worked hard or not, which

included for example whether feeling monitored was a reason for

putting in the effort (Table B2). Third, we asked participants after

work period one about perceptions regarding their peers and chan-

nels of peer effects, such as psychological pressure (Table B3).

Hence, as shown in Figure 1, none of the three question modules

on workplace perceptions were part of the first survey that took

place before the task.

F IGURE 1 Timeline of the work
session.
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To collect further data on possible mechanisms, participants had

to estimate both individual performance and team performance, and

they were asked several questions about satisfaction and preferences

for teamwork, including questions regarding the size of the team.

Apart from subjective perceptions, the survey questions also aimed at

collecting data on individual characteristics. Traits considered impor-

tant for understanding behavior in a teamwork context included the

Big Five personality dimensions (based on 15 items transformed into

5 factors) as well as reciprocity and trust attitudes. Finally, self-

estimated skill levels in mathematics, probability estimation, and work-

ing with computers were obtained on a 5-point scale. To ease the

interpretation of the effects in our empirical analysis, we redefine

these variables to range from �2 (very lowly skilled) to 2 (very highly

skilled), so that 0 reflects mid-level skills.

2.2.3 | Sample

We merged all the available data at the individual level, coming from

the following sources: i) webpage registration, ii) session records, iii)

online surveys conducted during sessions, and iv) software-generated

performance data. Table 1 illustrates the sample by showing average

statistics for all variables that we use as controls when we conduct

regression analyses. Averages are shown for data from randomly

assigned sessions of two persons (column 1), randomly assigned ses-

sions of three persons (column 3), and transformed two-person ses-

sions (column 2). In the following, we distinguish between the full

sample with 271 observations and a smaller dataset with 195 observa-

tions, which come solely from sessions conducted as originally sched-

uled regarding the number of team members.

Columns 1 to 3 in Table 1 display mean values that are very simi-

lar across all variables shown. A closer inspection based on statistical

testing nevertheless reveals a few weakly significant differences in

observable characteristics when comparing individuals across all three

subsamples. According to column 4, Kruskal–Wallis equality-of-

populations rank tests do not reject the hypothesis of all subsamples

coming from the same population, as we observe p-values indicating

significant differences at the 10% level for the Big Five characteristics

conscientiousness and openness as well as gender and computer

skills. If we turn to pair-wise subsample comparisons and start with

TABLE 1 Sample statistics.
(1) (2) (3) (4) (5) (6)
Mean Mean Mean p-value Min Max

Age 25.02 24.93 25.14 0.915 19 53

Number of semesters 4.71 5.20 5.04 0.974 1 25

Bachelor's degree 0.33 0.33 0.36 0.883 0 1

Female 0.57 0.55 0.70 0.059 0 1

Skills: Math 0.36 0.13 0.20 0.561 �2 2

Skills: Probabilities 0.21 �0.09 �0.03 0.225 �2 2

Skills: Computer 0.55 0.16 0.41 0.083 �2 2

Big5: Extraversion 4.92 5.14 4.97 0.478 1.33 7

Big5: Agreeableness 5.62 5.43 5.41 0.555 2 7

Big5: Openness 5.29 4.77 5.03 0.078 2 7

Big5: Neuroticism 4.10 4.38 4.42 0.418 1 7

Big5: Conscientiousness 5.52 5.11 5.19 0.093 2.33 7

Reciprocity 6.21 6.09 6.06 0.957 2 7

Trust 3.48 3.46 3.52 0.518 1 5

Number of team members: 2 2 3

Randomly assigned sessions: Yes No Yes

N 42 76 153

Notes: Means are displayed in columns 1, 2, and 3. Column 4 shows p-values from Kruskal-Wallis

equality-of-populations rank tests. Minimum and maximum values are reported in columns 4 and 5. The

data used in column 1 are from 21 randomly assigned two-person sessions. The data used in column 2

are from 38 two-person sessions originally scheduled as three-person sessions and one person not

showing up. The data used in column 3 are from 51 randomly assigned three-person sessions. Age,

Number of semesters, and Bachelor's degree are variables reported by participants during webpage

registration. Female is a dummy variable taken from the session records. Variables on skills are measured

on a 5-point ordinal scale, ranging from “Very good” (score: 2) to “Very bad” (score: �2). The wording of

the survey questions on math/probability/computer skills is “How good are you … at math?” / “… at

judging probabilities?” / “… with computers?” Survey questions on Big5 personality dimensions (15

items), positive reciprocity (3 items), and trust (1 item) are taken from the German Socio-Economic Panel

Study.
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the dataset excluding transformed sessions (N = 195), as shown in

columns 1 and 3, Kruskal–Wallis tests reveal one weakly significant

result. This suggests that the data from randomly-assigned sessions

come close to being perfectly randomized. If we focus on the full sam-

ple (N = 271) and compare data from all two-person sessions (col-

umns 1 and 2) versus three-person sessions (column 3), Kruskal–

Wallis tests reveal significant gender differences, as the only statisti-

cally significant result.8 Finally, by comparing data from transformed

sessions (column 2) separately with the data from three-person ses-

sions (column 3), we again find a statistically significant result in

regard of gender and also a weakly significant difference in regard of

computer skills.9

We conclude that there is reason to double-check our results

regarding robustness across datasets. We hence proceed in the fol-

lowing analysis by first making use of the full sample with 271 obser-

vations and then reporting on whether results based on the dataset

with 195 observations differ. To ease the flow of reading, we do so

only if the results indeed turn out to be different in terms of statistical

significance. Besides, we can check the robustness of our results after

controlling for possible differences in characteristics via covariates in

regression analyses.

2.3 | Hypotheses

Our setup allows us to test several hypotheses based on theories and

findings from the literature. In the following, we postulate three main

hypotheses that we focus on in our empirical analysis. We explain the

idea behind each hypothesis by referencing research that is relevant

to our investigation. In doing so, we also take into account the specific

background of our investigation with a comparison of teams of two

and three as an exogenous manipulation of team size.

Hypothesis 1. Increasing the size of a team decreases the

performance of team members. The free-rider problem

implies that as the team size increases, so do the incen-

tives to rely on the performance of others (Alchian &

Demsetz, 1972; Holmstrom, 1982; Newhouse, 1973). In

our study, this could be reflected in lower individual task

performance among the three team members, compared

with the two-member teams. Having said that, there

could be other ways through which free-rider incentives

may affect behavior in a workplace setting, where team

members may not know that the quality of their work is

recorded. As a possibility, individuals may try to hide

lower effort levels by reducing work quality while keep-

ing performance high in quantitative terms to signal

work willingness (Frick et al., 2013). In contrast to

expectations of negative effects of increasing team size,

the literature also discusses why free-rider incentives

could be mitigated or even overcompensated, such as in

the research on public goods where researchers study

the role of contributions in groups (Isaac et al., 1994;

Isaac & Walker, 1988). While contributing to a public

good is a similar incentive problem as putting in the indi-

vidual effort to raise the team outcome, motivations

arguably can be different. For example, Zhang and Zhu

(2011) show that a larger number of group members

contribute more, which could be a consequence of

greater social benefits. Whereas such motives could also

play a role in a setting with different individuals working

together, research in personnel economics rather sug-

gests a role of performance spillovers between peers as

a way to compensate for free-rider incentives.10

Hypothesis 2. Peer effects mitigate the free-rider problem

when the size of a team increases. Numerous studies have

revealed positive performance effects when individuals

work with peers on a task. Falk and Ichino (2006) experi-

mentally show that productivity increases in two-person

work settings compared to solo work. Further evidence

on performance spillovers at work comes from field stud-

ies, which are often non-experimental, such as Mas and

Moretti (2009) who show that visibility of peer behavior

is an important factor. Building on this broader research

on the role of peers at work, Sausgruber (2009) raises

the question of whether peer effects also exist between

teams, while others examine whether peer effects can

solve the incentive problem in teams compared to set-

tings with individual incentives. For example, Corgnet

et al. (2015) show in a laboratory experiment, in which

team production is compared with individual production,

that a weak form of peer monitoring is an option to solve

the free-rider problem by increasing peer pressure and to

thereby raise team production to the level of individual

production. In a field experiment at a university, Babcock

et al. (2015) compare team incentives and individual

incentives to show that free-riding can be prevented as

team members pressure each other to keep motivation

high. While this research shows that peer effects can

minimize free-rider incentives in teams compared with

individual incentives, experimental evidence comparing

teams of two or three members as a modification of team

size is lacking.

Hypothesis 3. Peer pressure is the mechanism underlying

performance spillovers in teams. The psychological phe-

nomenon of peer pressure not only has received much

attention in the above-mentioned research but also plays

a seminal role in other discussions on how to tackle free-

riding in teams, ranging from early contributions

(Kandel & Lazear, 1992) to more recent ones, such as

Backes-Gellner et al. (2015), who specifically focus on

the role of team size. Hence, we consider the idea of peer

pressure as the potential mechanism underlying differ-

ences in performance spillovers across team size,

3774 CHADI and HOMOLKA



although we acknowledge that other psychological fac-

tors could also be at play. In this context, the literature

on peer effects and free-riding in teams discuss a variety

of ideas and mechanisms that may be related to team

size and the occurrence of peer pressure. For example,

Vranceanu et al. (2015) discuss the role of punishment as

part of a monitoring process to alleviate free-riding in

teams. In another experiment on peer pressure, Bonein

(2018) investigates how the display of co-worker effort

matters for social comparisons with other workers. In

related work, Carpenter et al. (2009) discuss the idea of

establishing a norm of contributing to production as a

means to prevent shirking in large teams, while Carpenter

(2007) shows that monitoring could be of importance to

tackle the free-rider problem when group size increases.

For our workplace study, one could argue for or against a

greater role of peer pressure owing to increased team

size. On the one hand, individuals are observed by more

peers and thus are more pressured to work. On the other

hand, peers are less likely to identify a shirker with low

work motivation when contributions to team outcomes

are less transparent. In this context, Mohnen et al. (2008)

show the importance of transparency as a prerequisite to

enable peer pressure in teams, which could be an impor-

tant factor in a workplace setting like ours and change

the role of peer pressure across team size.

3 | EMPIRICAL ANALYSIS

3.1 | Team size, performance, and perceptions

3.1.1 | Average performance across team size

We start the presentation of our results by comparing average task

performance across team sizes and work periods. To provide another

perspective on the data, we present histograms of task performance

in Figure B1. Note that in the following, we conduct t-tests for analyz-

ing the statistical significance of any effect detected in performance-

related measures. This allows us to take the actual magnitudes of dif-

ferences in performance levels into account, instead of ranking only,

while we focus on non-parametric testing below when we turn to

subjective perceptions that are usually measured on ordinal scales.

Also, note that we always conduct two-sided tests and routinely clus-

ter the standard errors at the session level in regression analyses.

Figure 2 visualizes performance using bars and reveals that the

average performance is about ten output units in the first work period

(left illustration). The bars are almost identical for teams of two and

teams of three (10.09 vs. 10.02 output units, p = 0.866, t-test).

Inspecting task performance in the second work period (right illustra-

tion), there is a visible increase in the overall performance of about

three output units, compared to work period one. This difference may

be due to a learning effect. Yet, both bars reflecting performance in

period two across team size do not significantly differ (13.02

vs. 13.16 output units, p = 0.794, t-test). Separate tests focusing on

the change in performance over time do not reveal significant differ-

ences either (2.92 vs. 3.14 output units, p = 0.554, t-test).11

Arguably, it may be interesting to discuss whether there is a small

performance effect that could be detectable with even more statisti-

cal power. While we as applied researchers are interested in economi-

cally relevant effects, just like personnel management is, the fact of

almost identical performance levels in Figure 2 does not leave much

room for any meaningful effect. Thanks to the high precision of esti-

mates, we have sufficient statistical power to reject even small perfor-

mance effects.12 Hence, the evidence appears to be at odds with the

free-rider hypothesis.

3.1.2 | Performance dimensions and unequal pay

We continue to inspect the robustness of our first main result by ana-

lyzing team-size effects across different performance dimensions. For

F IGURE 2 Team size and task performance. Notes: bars show average task performance by team size by work period. The left (right)
illustration displays the first (second) work period. The task performance measure is the number of output units used for performance pay after a
spot check on correctness was conducted during sessions. 95% confidence intervals are displayed. Total sample size is 271 observations.
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this analysis, we differentiate between the total number of output

units without any quality check and software-based quality-adjusted

work output.13 Figure B2 shows an increase in the total number of

output units from work period one to two by roughly three (Panel A).

This goes along with a similar-sized increase in the numbers of correct

output units (Panel B), while the average number of erroneous output

units is constant with about three in both work periods (Panel C).

Regarding the impact of team size, all six illustrations show no differ-

ences in performance across dimensions and work periods.

Using another feature of our setup, we examine whether the lack

of shirking in teams of three is robust even after inducing unequal

pay. Between the two work periods, random bonus payments that are

performance-independent are paid out to all but one team member.

Given a 50:50 chance of a session with bonus pay, we examine

period-two performance for both scenarios, with and without manipu-

lation of the payment structure. To find out whether inducing pay

inequality triggers psychological effects depending on team size, we

first exploit the available survey data and find evidence of perceived

unfairness in teams of three.14 Despite the manipulation of fairness

perceptions through unequal pay, there are no relevant differences in

average changes in team performance across work periods when we

separate by team size and by the outcome of the bonus game. If any-

thing, Figure B3 shows that the increase in performance tends to be

even stronger in teams of three when payments are unequal, but this

is not statistically significant (2.95 vs. 3.44 output units, p = 0.357, t-

test).15

3.1.3 | Team size and perceptions

To better understand our first main result regarding the free-rider

hypothesis and to determine whether there is a potential for peer

effects that could explain the lack of free-riding, we analyze the sur-

vey data on workplace perceptions and start by inspecting channels

of task performance. As a possibility, similar average performance

levels across team size could be the result of different psychological

motives for putting in the effort being at play but canceling each other

out. When analyzing the data from the question battery on possible

channels of team performance, shown in Table B1, we cannot find

evidence for different channels responding to the manipulation of

team size.16 We come to the same conclusion when we analyze the

data from the question battery on potential reasons for providing

more or less effort, shown in Table B2.

While team size as such does neither affect average performance

levels nor its drivers in general, contrary to our first hypothesis, partic-

ipants may perceive working with peers differently depending on

team size, as an indicator of a potential for heterogeneity regarding

peer effects. Table B5 presents evidence from survey questions

regarding satisfaction with teamwork and future work motivation by

showing average scores, separated by team size, as well as p-values

from rank-sum tests. While there are no significant differences in per-

ceptions regarding the task or the team as such, three-member teams

report significantly higher preferences for doing the task again

compared to two-member teams. We obtain a similar result when we

focus on the satisfaction with the team size.17

A separate survey question on perceptions of working with peers

offers another option to study differences in perceptions of teamwork

across team size. Participants had to assess on a scale whether their

motivation is affected more negatively or more positively by doing

the same work with others in a team. When we conduct a median-

split of responses to establish a binary indicator reflecting more posi-

tive perceptions, we find a significant team-size effect in the likeli-

hood of a positive assessment of working with peers (42.37%

vs. 54.90%, p = 0.041, rank-sum test).18 In additional regression ana-

lyses, we confirm an increase of more than twelve percentage points

in the likelihood of perceiving peers positively when team size

increases (see Table B6). Arguably, more positive perceptions of peers

could set the stage for more positive performance spillovers, in line

with our second hypothesis, which we investigate next.

3.2 | Peer effects and team size

3.2.1 | Performance spillovers across team size

In the first step to investigate the occurrence of peer effects in our

workplace setting, we show the raw performance data by means of

scatterplots. A positive link between peer performance and own per-

formance could suggest possible performance spillovers. This provides

us with first evidence on whether the behavior of peers is relevant for

one's own performance depending on the team's size, thereby allevi-

ating a potential free-rider problem, in line with hypothesis two.

Figure 3 visualizes the relationship between individual task per-

formance (on the y-axis) and average peer performance (on the x-axis)

across team size and across work period. Based on linear regressions

without control variables, we draw lines through all scatterplots,

reflecting the slope parameter, for which we then check whether it

differs significantly from zero. The upper-right illustration shows for

the first work period a significantly positive relationship between

average peer performance and own performance in teams of three

(coefficient: 0.297, p = 0.005). As the link is statistically insignificant

and negative (coefficient: �0.123, p = 0.184) for two-member teams,

as shown in the upper-left illustration, the comparison of both illustra-

tions conforms to the idea of an interaction between peer effects and

team size. As can be seen in the bottom-left illustration, the relation-

ship between peer performance and own performance in period two

remains insignificant (coefficient: �0.002, p = 0.982).19 For teams of

three, the bottom-right illustration on work period two is similar to

work period one, with respect to both coefficient (0.277) and statisti-

cal significance (p = 0.009).

While the evidence in Figure 3 is consistent with our second

hypothesis and the idea of performance spillovers between peers

reducing free-riding in teams of three, we perform further analysis to

address methodological challenges in identifying peer effects in

groups. Our setup addresses common problems of identification like

self-selection; yet, the reflection problem that occurs when regressing
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outcomes on outcomes (Manski, 1993) deserves attention. We

address this issue by using information from the survey on computer

skills, as a separate indicator for the performance potential of peers.

This relies on the idea that from the perspective of each participant,

the skills of a different team member are an exogenous driver of this

person's performance. By assuming that i) own computer skills do not

affect the computer skills of others, and ii) computer skills are a strong

determinant of performance in this task of downloading and renaming

scientific articles from the internet, we can consider the computer

skills of peers (‘peer skills’) as an independent trigger of peer effects

in the following.20

Table 2 shows the results from regression analyses when using

peer skills as a determinant of individual task performance interacted

with team size to test for heterogeneous peer effects. Across four

specifications, we show results for both work periods as well as for

two outcome variables: our task performance indicator and the total

number of output units. In all columns, the results are consistent with

the visual evidence in Figure 3 regarding heterogeneity in peer effects

across team size. While better peer skills do not go along with higher

task performance in teams of two, there is evidence for effect hetero-

geneity, as the role of peer skills is more positive in teams of three.

This is demonstrated by the interaction effect between team size and

peer skills. In a separate row, Table 2 also shows the total peer effect

in teams of three (i.e. peer skills effect plus interaction term effect).

While statistical significance varies slightly across work periods and

outcome variables, the effect sizes are in each case very similar. We

come to the same conclusion when using control variables and aggre-

gated performance data from both work periods as the dependent

variable (see Table B7).21

3.2.2 | Heterogeneous peer skills and performance
spillovers

Since we observe peer effects in both work periods, our results also

inform us about the nature of performance spillovers. Given that

F IGURE 3 Team size and peer effects in task performance. Notes: panels a and b shows scatterplots of individual performance and peer
performance in the first (second) work period by team size. 95% confidence intervals for the linear fits are shown based on a linear regression
without control variables. In the left (right) illustrations, the team size is 2 (3) and peer performance is the (average) performance of the other
(two) team members. The task performance measure is the number of output units used for performance pay after a spot check on correctness
was conducted during sessions. Total sample size in each panel is 271 observations.
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participants neither had information about the level of peer skills nor

did they obtain information about performance levels prior to the end

of the first work period, it is very likely that one's performance was

indirectly affected by peer skills via observable peer behavior. Imagine

observing a person with high computer skills who seems confident to

perform well in the task versus a person struggling with the computer

equipment and hence performing not so well. While it may seem plau-

sible to assume that the low performer rather than the high performer

is the driving force behind peer effects, our setting allows us to exam-

ine such possible heterogeneity.

To learn more about the performance spillovers between peers in

teams of three, we modify the analysis of Figure 3 by distinguishing

between the performance levels of the two remaining team members.

Examining the roles of better-performing peers and worse-performing

peers separately promises to shed light on whether high performers

spur others to provide high performance or whether low performers

make it easier for others to shirk. This analysis reveals for work period

one a coefficient that becomes slightly larger (0.320, p = 0.002) when

instead of average peer performance we use minimum peer perfor-

mance, i.e. the performance of the worse-performing peer of the two

other team members. The relationship between own and peer perfor-

mance becomes weaker (0.179, p = 0.037) when defining the latter as

the performance of the better-performing peer. This gap in the perfor-

mance correlations becomes even more pronounced in work period

two, as the correlation between own performance and the perfor-

mance of the better-performing peer becomes insignificant

(coefficient: 0.114, p = 0.206), while it remains strong for the worse-

performing peer (coefficient: 0.353, p = 0.000).

These findings based on the performance data are in line with the

notion of low performers encouraging others to underperform. We

confirm this interpretation when again using the information on peer

skills, in line with the analysis in Table 2. By distinguishing between

the skills of the more skilled and the less skilled peer, we find that the

minimum peer skills clearly drive the occurrence of peer effects in

teams of three (see Table B9).

3.2.3 | Free-riding, peer skills, and team size

Our analysis of peer effects allows us to examine another important

question. If it is true that positive performance spillovers compensate

the economic disincentive of working in a team of three, we would

expect to detect evidence of free-riding when we focus on those con-

stellations where a negative performance spillover is more likely.

Based on the results in Table 2 with its interaction-term analysis, we

can conclude if and when free-riding in teams could occur. According

to the estimates for teams of three, each score point on the peer-skills

scale (from �2 to 2) increases the work output by roughly one output

unit in each work period. This means that in the case of low peer skills,

a negative performance effect of increasing team size becomes likely.

In fact, for mid-level peer skills (i.e. a value of zero, see Table 1), all

results show a negative coefficient for the team size variable. One of

our robustness checks even reveals a weakly significant negative

team-size effect (see column 1 in Table B8). This suggests that our

finding of similar average performance levels across team size (see

Section 3.1.1) could be due to a relatively large share of participants

with sufficient skills to perform well in a simple computer task while

free-riding only occurs in teams of three if peer skills are low.

To find out more, we focus on the small number of individuals

(N = 49) working in sessions where peer skills were below the mid-

level score (i.e. negative values). Despite the severe loss of observa-

tions in this separate analysis, we find that the team-size effect in task

performance for work period one becomes strongly negative (�1.73

work output units) and statistically significant (p = 0.031, t-test). This

result holds in a slightly increased sample (N = 69), where the mini-

mum peer skills have a negative value (�1.80 work output units,

p = 0.019, t-test), indicating that both peer effects and free-riding are

driven by peers with relatively low skills.

Further evidence of the idea of free-riding being prevented by

high peer skills comes from our survey data on potential mechanisms.

For an analysis based on similarly sized subsamples, we distinguish

between settings with “low” peer skills and settings with “high” peer

skills, which we define as positive values in the following. As can be

seen in Table B1 (columns 3 and 4 of Panel A), the indicator of free-

rider intentions shows higher scores for teams of three (1.45) than for

teams of two (1.28), when we condition on individuals working

together with low-skilled peers only, which is weakly significant

(p = 0.096, rank-sum test).22 While this effect is not robust across

work periods, we consider this as indicative of the idea that free-

TABLE 2 Team size and heterogeneous peer effects.

(1) (2) (3) (4)

Dependent variable:
Task performance Total work output

Work period: I II I II

Team size 3 �0.492 �0.317 �0.481 �0.339

(0.454) (0.576) (0.426) (0.566)

Peer skills �0.193 �0.080 �0.038 �0.084

(0.276) (0.348) (0.255) (0.349)

Interaction: Peer skills

X team size 3

1.070**

(0.529)

1.131*

(0.666)

1.043**

(0.486)

1.195*

(0.635)

Total effect of peer

skills in teams of 3

0.878*

(0.451)

1.051*

(0.568)

1.005**

(0.413)

1.111**

(0.531)

R2 0.015 0.013 0.020 0.016

Levels of statistical significance:

*p < 0.1.**p < 0.05.***p < 0.01.Notes: Linear regressions are used. The

dependent variable in columns 1 and 2 is the number of output units used

for performance pay after a spot check on correctness was conducted

during sessions. The dependent variable in columns 3 and 4 is the total

number of output units without any checks of correctness. Team size 3 is

a variable that is 1 if the team size is three and 0 if the team size is two.

Peer skills are a variable ranging from �2 (“very poor skills”) to 2 (“very
good skills”). All columns show first the results for separate interaction

effects (between peer skills and team size) and second, in the lower row,

the total interaction effects for peer skills in teams of larger size (as a

combination of the peer-skills effects and the separate interaction effect).

The full sample (N = 271) is used. Clustered standard errors (at the

session level) are in parentheses.
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F IGURE 4 Peer effects and performance dimensions. Notes: bars show average performance for both work periods combined. The left (right)
illustration displays average performance for teams of 2 (3). Peer skills is a variable ranging from �2 (“very poor skills”) to 2 (“very good skills”),
which is defined as high if values are above 0, and low otherwise. Panel a displays the average number of output units, independent of
correctness. Panels b and c displays the average number of correct (incorrect) output units, according to software-based analyses. 95%
confidence intervals are displayed. Total sample size in each panel is 267 observations.
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riding may be more likely to occur when team size increases in a sce-

nario without high-skilled peers.

3.2.4 | Performance dimensions and peer skills

To learn more about the nature of performance spillovers, we analyze

whether peer effects vary across performance dimensions. For this

analysis, we differentiate between team size and settings with “high”
versus “low”’ peer skills, as in the previous subsection, and we con-

sider three different outcome variables. Accordingly, we distinguish

between numbers of high-quality work output units and low-quality

work output units, while the sum of both is the total number of work

output units, independent of correctness. In all three cases, we exam-

ine the combined work output which is aggregated across the two

work periods.

Figure 4 shows that differences in peer effects depending on

team size become even more striking when using a binary distinction

into high and low peer skills instead of a linear peer skills variable, as

in the analysis of Table 2. For the total work output (Panel A), we find

a significantly positive peer effect in teams of three when comparing

high-skilled and low-skilled peers (21.9 vs. 25.0, p = 0.010, t-test). No

such effect is observed in teams of two (23.6 vs. 23.8, p = 0.895, t-

test). The software-based performance indicators reveal how changes

in total work output translate into changes in both high-quality and

low-quality work output (Panels B and C). For teams of three, it

appears that both go up due to peer effects, as, the 3.2 increase in

total output units can be separated into 2.0 more correct output units

(p = 0.143, t-test) and 1.2 more incorrect output units (p = 0.103, t-

test). In contrast, we observe clear differences in the direction of peer

effects in teams of two. While there is an increase of 1.6 low-quality

output units when peers are highly skilled compared to when they are

not (p = 0.035, t-test), the number of high-quality output units

decreases by 1.4 output units (p = 0.310, t-test), which explains the

absence of any peer effects on performance, as measured in total out-

put units. Strikingly, while members of two-person teams do not

increase their work output quantitatively when confronted with a

high-skilled peer, our analysis of performance dimensions indicates

that they make more mistakes, thereby providing the same quantita-

tive amount of output but in lower quality.

3.3 | Peer pressure and team size

3.3.1 | Subjective perceptions

Our finding of heterogeneous peer effects confirms the second

hypothesis and provides an explanation for the lack of evidence in

support of the first hypothesis, as performance spillovers in teams of

three limit the free-rider problem. This conclusion also fits well with

the above evidence presented, according to which working with

others is perceived more positively when team size increases (see

Section 3.1.3). However, the evidence in the previous subsection on

increased mistakes when peer skills are high in teams of two does not

seem to conform to the idea of a performance-enhancing role of peer

pressure.

To address our third hypothesis and to learn more about peer pres-

sure as the potential mechanism underlying performance spillovers in

teams, we analyze responses from a question battery on workplace per-

ceptions related to the occurrence of peer effects. In Table B3, we com-

pare average scores, as reported for various items, across team size and

peer skills. For most of the usual suspects discussed in the literature on

peer effects, including peer monitoring, the scores have rather similar

average values across all four subgroups, suggesting that those mecha-

nisms do not play a role in the occurrence of peer effects in our context,

with the exception of two items. First, there is an increase in perceived

distraction (from 1.77 to 2.27, p = 0.059, rank-sum test) when team

size increases and peer skills are high (columns 5 and 6). Second, the

same subgroup comparison indicates that the setting with high-skilled

peers is perceived as less competitive when team size increases (from

3.64 to 3.10, p = 0.071, rank-sum test). Both findings speak against the

idea of well-performing peers in three-member teams exerting pressure

on others to also perform well.

Next, we conduct a regression analysis using the data from the

same survey battery (Table B3) and employing interaction terms

between team size and peer skills. The results in Table 3 again show

that peer skills increase the perception of a competitive environment

in teams of two but not in teams of three, as can be seen in a separate

row for the total effect. Furthermore, peer skills significantly interact

with team size when we turn to an item measuring the perceived

pressure to succeed. This suggests that peer pressure could play a

negative role in the emergence of peer effects since less pressure

goes along with more positive performance spillovers from peer to

peer (as shown for illustration purposes in the first specification of

Table 3). To further inspect this notion of peer pressure as a possibly

negative factor in task performance, we correlate the two variables

and find no evidence of a positive relationship.23

The idea of a performance-reducing role of peer pressure receives

further empirical support when we use the survey data on reasons for

putting in effort (Table B2) to inspect differences in perceptions when

peers are either highly skilled or not. We focus on teams of three (col-

umns 4 and 6) to find out more about the occurrence of positive peer

effects, which reveals a highly significant negative effect of high peer

skills on ‘competition for best performance’ as a reason to provide

effort (decline from 4.50 to 3.51, p = 0.001, rank-sum test). In teams

of two (columns 3 and 5), we do not observe a decline in average

scores, as reported for the same item, which again supports the idea

of heterogeneity in peer pressure across team size and suggests that

reduced peer pressure could help prevent competitive situations from

occurring.

3.3.2 | Transparency of peer performance

Finally, we provide an explanation for the heterogeneity in peer pres-

sure across team size using data from assessments of others'
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performance. This informs us about a possible role of transparency

based on the idea that estimating peer performance could be more

difficult if there are more team members, which then might imply dif-

ferences in peer pressure and thus in the way that peer effects occur

across team size. In the following, we exploit the fact that participants

were informed about the team performance after work period one,

whereas they were asked in a survey beforehand to estimate both

their individual performance level and the average team performance

level. This allows us to examine the magnitudes of estimation errors

by determining (absolute) differences between estimates and actual

performance levels.

Figure 5 illustrates via bars how performance estimation errors dif-

fer across team size. In the left illustration, the focus is on performance

estimation errors at the individual level, which reveals no significant dif-

ferences in errors when estimating one's own performance across team

size (2.04 vs. 1.73, p = 0.147, t-test). In comparison, the right illustra-

tion shows that it is significantly more difficult to correctly estimate the

average team performance in teams of three compared to teams of

two, as the estimation error goes up from 6.56 to 10.22 (p = 0.000, t-

test).24 Accordingly, peer performance levels appear less clear when

team size increases, which aligns with the idea that less transparency

regarding the performance of others reduces peer pressure.

TABLE 3 Channels of peer effects
and team size.

(1) (2) (3) (4)
Dependent variable: Work output Monitored Observing Distracted

Team size 3 �0.481 0.222 �0.115 0.261*

(0.426) (0.226) (0.211) (0.154)

Peer skills �0.038 0.066 0.065 �0.133

(0.255) (0.175) (0.141) (0.097)

Interaction: Peer skills X

team size 3

1.043**

(0.486)

�0.034

(0.266)

�0.044

(0.229)

0.023

(0.182)

Total effect of peer skills

in teams of 3

1.005**

(0.413)

0.032

(0.201)

0.021

(0.180)

�0.110

(0.155)

R2 0.020 0.004 0.002 0.018

(5) (6) (7) (8)
Dependent variable: Competition Pressure Strangers Shirking

Team size 3 �0.108 0.311 0.162 0.113

(0.212) (0.239) (0.222) (0.218)

Peer skills 0.324** 0.087 0.020 0.182

(0.146) (0.142) (0.144) (0.156)

Interaction: Peer skills X

team size 3

�0.365

(0.282)

�0.518**

(0.258)

�0.091

(0.253)

�0.232

(0.232)

Total effect of peer skills

in teams of 3

�0.040

(0.241)

�0.431**

(0.215)

�0.071

(0.209)

�0.050

(0.172)

R2 0.019 0.015 0.002 0.006

Levels of statistical significance:

*p < 0.1.**p < 0.05.***p < 0.01.Notes: Linear regressions without control variables are used. The

dependent variable in the specification (1) is the total number of output units in work period one. The

dependent variables in specifications (2) to (8) are based on responses to survey questions regarding

teamwork. The question battery starts with: “What is your view regarding these statements about the

previous teamwork?” The statements are:

• ”I feel monitored when working on the task.” (2)
• “I pay attention to the others while working on the task.” (3)
• “I feel distracted from working on my task.” (4)
• “I experience a competitive situation.” (5)
• “I feel the pressure to succeed.” (6.)
• “I feel uncomfortable when I have to work with strangers.” (7)
• “I think it's problematic that not everyone is making an effort.” (8).
The response scale ranges from “Totally disagree” (score: 1) to “Totally agree” (score: 7). Team size 3 is a

variable that is 1 if the team size is three and 0 if the team size is two. Peer skills are a variable ranging

from �2 (“very poor skills”) to 2 (“very good skills”). Columns 1 to 8 show first the results for separate

interaction effects (between peer skills and team size) and second, in the lower row, the total interaction

effects for peer skills in teams of larger size (as a combination of the peer-skills effects and the separate

interaction effect). The full sample (N = 271) is used. Clustered standard errors (at the session level) are

in parentheses.
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4 | CONCLUSION

4.1 | Summary and limitations of the study

Our analysis informs both scholars and practitioners, as we conclude

that increasing team size does not necessarily decrease the perfor-

mance of team members and that peer effects could play a role in this

finding. Our evidence indicates that peer skills affect performance and

thus can compensate for disincentives linked to the free-rider prob-

lem. Vice versa, this means that if peer skills are low, free-riding is a

possibility, leading to worse outcomes when team size increases.

Therefore, it makes sense for personnel management to ensure that

positive peer effects are established in work teams in order to prevent

free-riding, which is particularly important when teams are expanded

to include low-skilled workers. As another lesson learned, our study

points to possible adverse effects when high-skilled peers pressure

co-workers too much, leading to negative peer effects among team

members under (peer) pressure.

Our experimental study has several limitations, including the

short-run nature of our investigation, which per se might limit the

occurrence of free-riding. However, since we do observe free-riding

in the low-skilled-peers scenario, we believe that our main finding of

free-riding being limited via peer effects could be generalizable to

long-run settings. The issue of generalizability rather seems to be

whether peer effects are also effective in the long run, which could be

the case according to research in field settings, such as Mas and Mor-

etti (2009).

One major limitation of our experimental study based on a con-

trolled work environment is that we are limited to teams of either two

or three members. From various angles, this could be seen as a very

relevant comparison, as we argue in the introduction of our paper (see

Section 1). Nevertheless, an important question arises about whether

and how our findings are informative about workplace setups with

larger numbers of team members. From an economic viewpoint, one

would expect that the phenomenon of free-riding becomes increas-

ingly relevant in increasingly larger teams. While this is consistent

with our finding of a negative team-size effect observed when peer

skills are low, our results also indicate that the phenomenon of peer

effects could become more relevant when team size increases. Con-

sidering, for example, the role of social ties, it might be plausible to

assume that the incentives to free-ride increase in larger teams if team

members know each other well; at the same time, the potential for

peer effects as a way to mitigate free-riding could also be increasing.

Hence, the question is which one of the two phenomena—free-riding

or peer effects—dominates. Arguably, this depends on a variety of fac-

tors, such as the level of peer skills or the nature of the work task;

thus, the question becomes increasingly context-specific and subject

to the characteristics of the workplace setup, implying a need for fur-

ther research on the topic of large teams.

4.2 | Contributions and outlook

With our study, we contribute to several strands of ongoing research.

First and foremost, we add new findings to the research on teams,

which in economics often focuses on team incentives (Corgnet

et al., 2015; Delfgaauw et al., 2020; Englmaier et al., 2018; Friebel

et al., 2017; Hamilton et al., 2003) but pays less attention to the role

of team size for workplace performance. We contribute to this

research by providing causal evidence from a controlled experimental

comparison of workplace behavior across teams of either two or three

members.

Apart from this novel contribution, we believe that our findings

fit well with recent non-experimental results in the research on team

size and peer effects, building upon the seminal contribution by Kan-

del and Lazear (1992). In a comprehensive study of teams in a large

transportation company, Steinbach and Tatsi (2018) find that peer

effects interact with team size, which aligns with our finding from a

F IGURE 5 Team size and performance estimations. Notes: bars show average estimation errors based on absolute deviations between
performance estimates and actual performance in the first work period by team size. Illustrations on the left show estimation errors for the
individual performance level. Illustrations on the right show estimation errors for the average team performance level. The task performance
measure is the number of output units used for performance pay after a spot check on correctness was conducted during sessions. 95%
confidence intervals are displayed. Total sample size is 271 observations.
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controlled setting with random assignment of teams. In another

related study, Backes-Gellner et al. (2015) analyze data on start-up

teams to empirically test hypotheses derived from a theoretical model.

By focusing on the role of team size in explaining differences in effort,

they extend the work of Kandel and Lazear (1992) and argue that peer

effects may offset disincentives in larger teams. However, they also

point out that peer pressure may not counterbalance free-riding in

increasingly large teams, while social ties could be an important factor

in this entrepreneurial context.

Finally, we contribute to the growing research on peer effects at

work (Batheja, 2022; Buechel et al., 2018; Cornelissen et al., 2017;

Gerhards & Gravert, 2020; Van Veldhuizen et al., 2018), where

researchers are still looking for explanations regarding why such psy-

chological phenomena occur in the first place. According to Beugnot

et al. (2019), competitive rivalry could play an important role in the

occurrence of peer effects. In this respect, our evidence suggests a

potential for negative peer effects due to perceived competition and

corresponding pressure to succeed. Notably, there is evidence on neg-

ative peer effects in specific settings, be it in sports (Emerson &

Hill, 2018) or in an educational context (Brady et al., 2017), but when

and why this occurs is still rather unclear. Some researchers

discuss the idea of a ‘choking-under-pressure’ phenomenon

(Baumeister, 1984; Dohmen, 2008), which is also discussed in the

context of peer pressure at work (Georganas et al., 2015). Bellemare

et al. (2010) argue that reduced self-motivation explains negative

effects owing to very high levels of peer pressure. We contribute to

this research by providing further evidence of adverse effects of high

peer pressure in teams and by showing the importance of transpar-

ency regarding the behavior of others as a driver of peer pressure

(Mohnen et al., 2008). Thereby, we also inform the debate on perfor-

mance feedback as a source of peer effects (for a recent review, see

Villeval, 2020), where researchers discuss possible ‘negative quality

peer effects’ (Eriksson et al., 2009). While it is certainly a worthwhile

objective for future research to continue the discussion on negative

peer effects and the underlying mechanisms, the same is true for

studying the role of free-riding and peer effects in other workplace

settings with a larger number of team members.
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ENDNOTES
1 Note that we follow other research on the determinants of team per-

formance (Babcock et al., 2015) by minimizing the role of team factors,

such as task complementarities, as described in the textbooks on per-

sonnel economics. Arguably, doing so solves the measurement problem

to identify individual performance levels in teams and also helps unco-

vering more general effects as well as the underlying mechanisms, as

any such team factor could not only influence the optimal team size but

may also interact with other variables of interest. The same holds for

social ties (Bandiera et al., 2010), as another potentially relevant factor

that we attempt to rule out by design.
2 As part of the instructions, the session host randomly (with 50% proba-

bility) informed the two participants at the beginning of a transformed

session that a third person did not show up. Although our analyses of

this manipulation based on survey data and performance data do not

support the idea of psychological effects, this could be attributable to

our decision to implement a rather weak manipulation with just one

statement.
3 To check whether the procedure to organize the sessions was in any

way revealing regarding our experimental manipulation, we asked the

research assistants to carefully and comprehensively take notes on any

striking features regarding the participants' behaviors. In particular,

when being paid out, participants were asked for feedback concerning

the session before. No indication of awareness regarding the manipula-

tion was reported. Furthermore, during the subsequent summer semes-

ter of 2017, we invited all participants to a brown bag seminar where

we presented the first results of the study. In this seminar, attended by

more than 50 participants, not one person answered the question in

the affirmative regarding awareness of the manipulation of team size.
4 In a separate treatment condition, which is not part of the dataset ana-

lyzed here, a modified version of the game was used for a different pur-

pose, as part of the above-mentioned parallel experiment. Accordingly,

there are also a few other features of the procedure, such as some of

the survey questions on subjective perceptions, which are not of prime

interest for our investigation into peer effects and the role of team size

here, and, hence, rather serve the purpose of distracting the partici-

pants from these very objectives.
5 It turned out that there was no case in which a participant's pay had to

be reduced due to incomplete surveys or due to sanctions, which were

announced as a possible response to violations of the ban on verbal

communication.
6 Cases of zero performance were rare (see Figure B1). Note that spot

checks were possible thanks to an internal network connecting every

computer in the room and allowing a review of work output during the

session.
7 As an example, the module included one item to test whether team

members are more or less likely to identify themselves with their team.

This refers to the discussion on the role of team identity in preventing

shirking (Eckel & Grossman, 2005), which may interact with team size.
8 Females were on average more likely to take part as study participants,

and we decided to not intervene in this natural selection process, for

example by conducting stratification regarding gender. We hence did

not ask participants about their gender during webpage registration.

Instead, a research assistant noted the gender in the session records

based on observable information during the session. Checking for mea-

surement errors in this variable, we cannot find evidence in support of

this in deeper inspections of the data.
9 To learn more about possible selection effects, we analyze the available

data from the webpage registration, which yields no evidence of
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selectivity regarding individuals not showing up. Using the same data,

we conduct another analysis by comparing individuals as originally

assigned to either two-person sessions or three-person sessions, which

reveals no evidence indicating imperfect randomization.
10 Note that the free-rider hypothesis may be more plausible in settings

where peer effects through presence of other team members are ruled

out by design. For example, in research on teams outside of economics,

Mao et al. (2016) study virtual teams and find evidence for free-riding

in effort when team size increases.
11 For robustness checks, we conduct regression analyses with and with-

out control variables where we also compare results across the full sam-

ple (N = 271) and the dataset without transformed sessions (N = 195).

In line with Figure 2, Table B4 shows that for both work periods one

(Panel A) and two (Panel B), the average team-size effect is close to

zero, which is also true when we aggregate the performance across

both work periods (Panel C).
12 For example, based on the team-size effect for the aggregate perfor-

mance levels (23.11 vs. 23.18 output units), we are able to rule out an

average performance reduction by two output units per period with a

p-value of 0.000. To provide another perspective, we can conduct an

ex-post power analysis to determine the hypothetical sample size that

would yield statistical significance at the 5% level. Using again the

aggregate performance levels and assuming a similar standard deviation

as in our performance data, the analysis reveals that more than 50,000

observations are required to yield a statistically significant performance

effect of the team-size increase.
13 Note that we lose four observations when we analyze the software-

based performance indicators, given that the program needs the origi-

nal work output units (i.e. digital files), which were not stored properly

in these few cases.
14 According to Table B1, the perception of an unfair situation increases

when comparing the responses after the bonus game (Panel B) to those

before (Panel A). Regarding differences across team size (columns 1 and

2), we find that two-member teams report less unfairness after the

bonus game, compared to three-member teams (1.75 vs. 2.24,

p = 0.017, rank-sum test). This gap is somewhat larger in sessions when

bonuses were paid out (columns 5 and 6). Further evidence comes from

a question on the perception of being treated unfairly. Responses show

the highest average score in teams of three when bonuses are paid out

(column 6), which is driven by those who did not get the bonus in the

unequal pay scenario. These participants report stronger perceptions of

being treated unfairly compared to participants without bonus in two-

member teams (1.69 vs. 2.80, p = 0.015 rank-sum test).
15 Arguably, the random bonus can be seen as a technical feature in our

experimental setup, which is not capable of inducing a behaviorally rele-

vant psychological manipulation, as observed in other research on the

consequences of pay inequality (e.g. Cohn et al., 2014). As an alterna-

tive idea for future research, a randomized treatment where the ratio

between performance and pay changes for some team members could

be more promising in this regard.
16 Apart from the above-discussed changes in fairness perceptions after

work period two, we find no significant differences across team size in

Table B1, which is also true for perceptions reported after work period

one. Average scores are very similar for each channel, including free-

rider motives, where several thousand observations would be required

for a statistically significant effect of the team size increase according

to our ex-post power analysis.
17 Furthermore, three-member teams seem to report being less satisfied

with communication, which is interesting given that there was a ban on

verbal communication for all teams. This finding could point to a stron-

ger desire to chat in what might be a more convenient atmosphere if

more people are present, but we are cautious with interpretations given

that our checks do not confirm this result as robust.

18 In the dataset without transformed sessions (N = 195), the average

probability of assessing the work with peers positively increases from

33.33% in teams of two to 54.90% in teams of three (p = 0.098, rank-

sum test).
19 In the dataset without transformed sessions, we even find a statistically

significant negative relationship between peer performance and own

performance in two-person teams in work period one (coefficient:

�0.446, p = .003), while the correlation remains negative but becomes

insignificant in work period two (coefficient: �0.054, p = 0.736).
20 Examining task performance across both work periods, we observe a

work output of individuals with high computer skills (defined as above-

zero scores) that amounts to 25.91 output units in the full sample,

which is 5.34 more than we observe for the remaining individuals. This

implies a performance improvement of roughly 25% linked to better

skills. To check whether computer skills are reported in an unbiased

fashion, we analyze the link between self-reported skills and skills as

reported by the teammates. Neither do we find any evidence of a sig-

nificant link between these two variables, nor do we detect any signifi-

cant interaction with team size. To fully rule out concerns regarding the

validity of the skills measure, we also make use of data from the test

run to establish a separate performance indicator. Here, peers could be

faster or slower when preparing the test article, which we identify by

using second-exact time stamps from the original digital files. We can-

not find that this alternative indicator of others' performance is related

to one's own reported computer skills, and we again do not find any sig-

nificant interaction with team size.
21 We confirm our main finding in several additional robustness checks,

which include regression analyses based on the dataset without trans-

formed sessions (see Table B8). For another check, we exclude individ-

uals above the age of 40. Furthermore, we exclude a few individuals

who reported in the survey on knowing a member of their team. We

asked participants about this to check for a potential role of social ties

within teams, despite efforts in the recruiting procedure to avoid that

(see Appendix A1).
22 The effect of team size becomes more pronounced (p = 0.028, rank-

sum test) when we use the dataset without transformed sessions, as

the average score of self-reported free-rider intentions is 1.11 in teams

of two.
23 When inspecting the link between pressure and performance, we find

that individuals who report feeling high pressure to succeed (scores

from 5 to 7 on the 7-point scale) produce 1.7 work output units less

than the remaining individuals (p = 0.062, t-test).
24 The median error goes up from 4 to 6, when team size increases, indi-

cating that the finding is not caused by outliers. We can also employ

log-transformations of the estimation-error variables without changing

the results.
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