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Abstract
Owing to technological advancements in artificial intelligence, voice assistants (VAs) offer speech as a new interaction 
modality. Compared to text-based interaction, speech is natural and intuitive, which is why companies use VAs in customer 
service. However, we do not yet know for which kinds of tasks speech is beneficial. Drawing on task-technology fit theory, 
we present a research model to examine the applicability of VAs to different tasks. To test this model, we conducted a 
laboratory experiment with 116 participants who had to complete an information search task with a VA or a chatbot. The 
results show that speech exhibits higher perceived efficiency, lower cognitive effort, higher enjoyment, and higher service 
satisfaction than text-based interaction. We also find that these effects depend on the task’s goal-directedness. These find-
ings extend task-technology fit theory to customers’ choice of interaction modalities and inform practitioners about the use 
of VAs for information search tasks.

Keywords voice assistant · conversational agent · speech interaction · cognitive fit · customer service

1 Introduction

With rapid advances in artificial intelligence, specifically 
natural language processing, speech holds promise as 
an interaction modality between humans and computers 
(Enholm et al., 2021; Hirschberg & Manning, 2015). Voice 
assistants (VAs) enable speech interaction with existing 
devices (e.g., smartphones) and serve as the main interface 
of new devices (e.g., smart speakers). Similar to chatbots, 

which interact in written form, VAs engage the user in con-
versations that are set up to assist in various tasks, such as 
the answering of questions and smart home control (Hoy, 
2018). Both VAs and chatbots can be referred to as con-
versational agents (CAs) (Diederich et al., 2022; Gnewuch 
et al., 2017). Companies increasingly adopt CAs in banking, 
healthcare, and e-commerce, with customer service being a 
key use case (Behera et al., 2021; Woodford, 2020). A cus-
tomer service encounter describes “any customer-company 
interaction that results from a service system that is com-
prised of interrelated technologies, human actors (employees 
and customers), physical/digital environments and company/
customer processes” (Larivière et al., 2017, p. 2). CAs ena-
ble cost savings while still providing human-like interaction, 
thereby bridging the existing service provision gap between 
frontline employees and self-service technologies (Adam 
et al., 2021; Larivière et al., 2017). However, the availability 
of speech- and text-based conversational interfaces to com-
municate with companies raises questions about the impact 
of the interaction modalities on customer service encounters 
(De Keyser et al., 2019).

Extant literature has examined costumers’ satisfaction 
with service encounters to assess whether offering a CA is 
beneficial (Diederich et al., 2019; Diederich et al., 2020). 
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In the service literature, customers’ satisfaction with the 
service is used as a measure for the company’s success 
in addressing their expectations and needs (Dai & Salam, 
2020; McKinney et al., 2002). To satisfy customers, ser-
vice encounters must provide them with both utilitarian and 
hedonic value (Childers et al., 2001; Chiu et al., 2014; Jones 
et al., 2006). Because satisfied customers tend to continue 
using a service (Bhattacherjee, 2001) or to buy repeatedly 
(Bartl et al., 2013), satisfaction is an appropriate construct 
to evaluate the effect of CAs’ distinct interaction modalities 
on service encounters. Indeed, existing research compar-
ing speech- and text-based interactions shows that speaking 
generates positive attitudes toward the CA (Cho et al., 2019; 
Novielli et al., 2010; Schroeder & Schroeder, 2018). These 
attitudes are driven by both utilitarian and hedonic values: 
Studies on users’ perceived efficiency find that speaking is 
faster than typing, which increases users’ productivity (Le 
Bigot et al., 2007; Ruan et al., 2017). Speech is also more 
intuitive and natural (Kock, 2004), increasing its ease of 
use and decreasing cognitive effort. Users also report sim-
ply enjoying the interaction, which stresses VAs’ hedonic 
benefits (Pal et al., 2020; Yang & Lee, 2019). However, 
research explicitly comparing speech- and text-based inter-
actions reports inconclusive results. While speaking is faster 
and easier (Ruan et al., 2017), listening to the CA’s answers 
reduces the interaction speed, thereby increasing the relative 
efficiency of text-based conversations (Le Bigot et al., 2004).

Whether speaking or texting is more beneficial during 
a service encounter depends on the type of task the cus-
tomer wants to solve. Extant service literature distinguishes 
between (goal-directed) searching and (experiential) brows-
ing tasks (Hoffman & Novak, 1996; Hong et al., 2004). 
Depending on the customers’ goal when interacting with, 
e.g., a chatbot, the CA’s conversational style should be 
more or less friendly (Chen et al., 2021). Initial research 
on speech- and text-based CAs found that users’ prefer-
ence for one interaction modality over another can change 
depending on the task and context of the interaction. Krämer 
et al. (2009) show that users’ preference for text interaction 
decreased after service failures, while speech interaction 
preferences increased. Cho et al. (2019) find that attributing 
a human likeness mediates users’ attitudes in utilitarian tasks 
but not in hedonic tasks. Additionally, VA users frequently 
adopt VAs for simple routine tasks, but remain reluctant to 
use them for more complex tasks (Ma & Liu, 2020). Con-
sequently, no interaction modality is superior to the other. 
While previous research has examined the fit between speci-
fied tasks and technologies to support these tasks (Goodhue 
& Thompson, 1995), the literature has not yet considered 
differences between speech- and text-based interaction for 
information search tasks. Against this background, we aim 
to answer the following research question:

How do CAs’ interaction modalities fit different informa-
tion search tasks in the service encounter?

To address this research question, we investigate the 
applicability of speech- and text-based conversational inter-
action to different information search task types. Because 
speech- and text-based interactions differ in the way humans 
produce, transmit, and process information, we use cogni-
tive load theory and cognitive fit theory (Vessey & Gal-
letta, 1991) as underlying theories to derive our hypotheses. 
Based on this theoretical foundation, task-technology fit 
theory (Goodhue & Thompson, 1995) guides the inclu-
sion of the task type in the research model. We conduct a 2 
(interaction modality: speech vs. text) × 2 (search task type: 
goal-directed vs. experiential) between-subject laboratory 
experiment to test our research model. The results show 
that the search task’s perceived goal-directedness moder-
ates the interaction modality’s effect on users’ perceptions 
of the interaction. Thereby, our study extends cognitive fit 
theory to conversational information requests and presen-
tations and task-technology fit theory to users’ choice of 
interaction modalities. Our findings further inform practi-
tioners about the benefits of speech-based interactions over 
text-based interactions, and of their effects on customers’ 
satisfaction. Considering that visual and auditory modalities 
suit distinct types of information and tasks in different ways, 
it is essential that service providers understand how differ-
ent tasks and interaction modalities jointly affect customers’ 
satisfaction in the service encounter (De Keyser et al., 2019; 
Lee et al., 2001). In this way, depending on the task’s goal-
directedness, system designers can learn when and how the 
offering of speech as an interaction modality is beneficial.

This paper is structured as follows: In section 2, as the 
conceptual background of our study, we provide an overview 
of extant research on CAs and the relevant theories. Sec-
tion 3 introduces the research model and derives the under-
lying hypotheses. We describe the experiment including its 
procedure, measurements, and data collection process in sec-
tion 4 and report our analyses’ results in section 5. Section 6 
presents the main findings and indicates their implications 
in the light of extant literature. The paper briefly concludes 
in section 7.

2  Conceptual Background

2.1  Voice Assistants, Conversational Agents, 
and the Service Encounter

Although first efforts to build speech-based systems date 
back to 1950, the diffusion of VAs was only recently ena-
bled by advancements in natural language processing and 
the availability of large volumes of linguistic data (Hinton 
et al., 2012; Hirschberg & Manning, 2015). VAs minimally 
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consist of an automatic speech recognizer that interprets 
human speech, a dialogue manager that determines and 
performs the requested action, and text-to-speech synthe-
sis that responds in a spoken form (Hirschberg & Manning, 
2015). While speech- and text-based CAs face the same 
challenges in interpreting language, advances in artificial 
intelligence enabled VAs to successfully map sound signals 
to sequences of words, thereby overcoming what is arguably 
the biggest difficulty in attaching meaning to speech (Hinton 
et al., 2012). Various VAs followed Apple’s launch of Siri in 
2011, each offering a new interaction modality using speech 
as input and output to represent information (Hoy, 2018).

Existing information systems (IS) research on VA use 
distinguishes between utilitarian and hedonic drivers and 
inhibitors. As speech is a natural and intuitive way of 
interacting (Kock, 2004), various studies stress its utilitar-
ian benefits of convenience, ease of use, and time saving 
through hands-free possibilities (Balakrishnan et al., 2021; 
McLean & Osei-Frimpong, 2019). In addition, users enjoy 
talking to their VAs, thus deriving hedonic value from their 
interactions (Pal et al., 2020; Rzepka, 2019; Yang & Lee, 
2019). Although users’ enjoyment could be attributed to 
the newness of the technology (McLean & Osei-Frimpong, 
2019), users may also enjoy the social aspect of engaging 
with a VA. Extant research shows that VAs trigger users’ 
perceptions of human likeness (Cho et al., 2019) and social 
presence (McLean & Osei-Frimpong, 2019), which also 
encourages more personal dialogues (Novielli et al., 2010). 
Users’ perceptions of human likeness are driven by VAs’ 
capabilities to communicate in natural and interactive ways, 
e.g., through synthesized speech, and to answer in a respon-
sive manner as they are able to process human speech (Li, 
2015). Extant research shows that these social cues elicit 
social responses from users who perceive the IT system as a 
social actor (Moon, 2000; Nass & Moon, 2000). Social cues 
not only promote use intentions (McLean & Osei-Frimpong, 
2019), but also attenuate privacy concerns that present a 
major adoption barrier (Benlian et al., 2020). These cues 
are subject to various IS studies on text-based CAs (i.e., 
chatbots) (e.g., Adam et al., 2021; Diederich et al., 2019; 
Gnewuch et al., 2017). However, direct comparisons suggest 
that speech differs from text in its impact on users’ attitudes 
(Cho et al., 2019; Novielli et al., 2010) and task performance 
(Le Bigot et al., 2004; Le Bigot et al., 2007). This raises the 
need for further research on the hedonic and utilitarian dif-
ferences between chatbot and VA use.

The question regarding differences between speech and 
text specifically becomes relevant in domains where humans 
can choose between interaction modalities, e.g., service 
encounters (De Keyser et al., 2019; Larivière et al., 2017). 
The application of CAs in this context is promising as they 
offer the customer efficient, yet still personalized service, 
thus addressing the key challenges of customer service: 

service efficiency and service quality (Adam et al., 2021; De 
Keyser et al., 2019). As indicated, CAs provide both utilitar-
ian and hedonic benefits, which drive customers’ satisfac-
tion with the service and related outcomes (Childers et al., 
2001; Chiu et al., 2014; Jones et al., 2006). While Mero 
(2018) shows that a text-based CA’s interactivity has posi-
tive effects on customers’ satisfaction, prior research on hap-
tic interfaces emphasizes that the interaction modality can 
be as important as the content itself (Brasel & Gips, 2014). 
For instance, extant studies comparing speech and manual 
expression modalities show that speech reduces customers’ 
self-control, leading to different product choices (Klesse 
et al., 2015) and consumption behaviors (Son & Oh, 2018).

CAs are implemented in multiple steps and tasks along 
the service process, starting with the information search 
and continuing through purchasing products to filing a 
complaint. In this context, extant research identified two 
major search task types that customers conduct online: goal-
directed (searching) tasks and experiential (browsing) tasks 
(Hong et al., 2004). Searching is characterized by a clearly 
defined goal and is extrinsically motivated. In contrast, 
browsing is exploratory and non-directed, being intrinsically 
motivated (Hoffman & Novak, 1996). These two task types 
describe two instantiations of the specificity of customers’ 
search objectives, which translate into a continuum of the 
customers’ perceived goal-directedness. Although custom-
ers may have already successfully adopted CAs for tasks 
they perceive as highly goal-directed, they show a reluctance 
when perceiving tasks as less goal-directed, especially when 
using VAs (Ma & Liu, 2020). However, until now, service 
literature has mainly focused on visual search behaviors and 
distinguished different display characteristics and informa-
tion formats such as lists and matrices (e.g., Hong et al., 
2004; Nadkarni & Gupta, 2007). More recently, Chen et al. 
(2021) distinguished between these tasks to examine the fit 
of a chatbot’s distinct conversational styles to the custom-
ers’ goal. Overall, little is known on the differences between 
spoken and written interactions and the interplay between 
customers’ information requests and the system’s informa-
tion presentation in a two-way conversation. In order to 
effectively design voice-based experiential search, it is nec-
essary to understand the differences between speech- and 
text-based searches for different information search tasks 
(Ma & Liu, 2020) and to extend initial research efforts in 
this field (Chen et al., 2021).

2.2  Cognitive Fit Theory and Task‑Technology Fit 
Theory

Research in human-computer interaction and linguistics 
confirms that speech and text differ in their modes of pro-
duction, transmission, and reception. Speaking and listening 
develop naturally and intuitively, while writing and reading 
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develop only through formal learning (Akinnaso, 1982). 
Being more natural than writing, speaking requires less cog-
nitive effort (Kock, 2004; Le Bigot et al., 2007). Moreover, 
physical effort is reduced through hands-free use (Akinnaso, 
1982). In addition, speech is of a temporal nature, requiring 
sequential information presentation, whereas written text 
can be processed in parallel as the reader can skip parts 
of the text (Rubin et al., 2000). Hence, depending on the 
information and the task, these distinct properties of speech 
and text can affect customers’ preferences for one or the 
other modality. To understand how the interplay between 
the interaction modality and the task type affects custom-
ers’ cognitive resources, we draw on cognitive fit theory and 
task-technology fit (TTF) theory.

Cognitive fit theory offers an explanation for the match 
or mismatch between interaction modalities and task types 
(Vessey & Galletta, 1991). Depending on the match between 
the form of information representation and the task, users’ 
performance within a given system could be enhanced by 
reducing their cognitive load when carrying out the task. 
However, if there is a mismatch and the users’ cognitive 
ability for information processing and their attention span 
is exceeded, they experience overload and lose information. 
The term “cognitive load” describes the human’s working 
memory capacity used to accomplish the task, depending on 
the task’s characteristics and the users’ cognitive resources 
(Paas et al., 2004). Using this concept of “fit,” Goodhue 
and Thompson (1995) established a generic TTF model to 
measure the interplay between different characteristics of the 
task, technology, and human through the users’ perceived 
TTF. The higher the discrepancy between task and technol-
ogy, the lower the perceived TTF and the lower the value 
users get from using a technology. High TTF, by contrast, 
positively affects users’ utilization of the technology and 
performance in achieving “improved efficiency, improved 
effectiveness, and/or higher quality” (Goodhue & Thomp-
son, 1995, p. 218). The TTF theory allows us to assume 
that either text or speech has a better fit with certain tasks, 
which eventually affects users’ performance. Initial findings 
support this assumption, showing that speech interaction is 
better evaluated than text-based interactions for utilitarian 
tasks, but not for hedonic tasks (Cho et al., 2019).

Hence, we adapt TTF and cognitive fit theory to investigate 
task-modality fit (Lee et al., 2001) between speech- and text-
based CAs for two information search tasks. Because the inter-
action modality describes a distinct technical property of CAs, 
which is shown to affect users’ perceptions and behavior, task-
modality fit describes a TTF problem. Cognitive fit theory and 
TTF theory are frequently used to study the adoption of diverse 
IT systems such as social networking sites (Lu & Yang, 2014) 
or green IS (Yang et al., 2018). In the service context, TTF 
theory has already been adapted to the whole customer journey 
(Wells et al., 2003; You et al., 2020) and to specific tasks such 

as information search (Dang et al., 2020; Hong et al., 2004). 
Additionally, Chen et al. (2021) apply cognitive fit theory to 
investigate the matching of a chatbot’s interaction style with 
goal-directed and experiential tasks. Based on this theoretical 
framework, the following section derives our research model 
on the applicability of CAs’ interaction modalities for distinct 
information search tasks.

3  Research Model and Hypotheses

The use of CAs promises benefits in terms of efficiency, 
specifically in the service encounter (De Keyser et al., 2019; 
Kraus et al., 2019). However, we do not know to what extent 
these benefits depend on the interaction modality. Le Bigot 
et al. (2004), for instance, find that text interaction is faster 
than speech. With current technical advancements, however, 
VAs offer more natural conversational interaction possibili-
ties and faster processing speeds (Dubiel et al., 2018). Con-
sequently, comparisons in prior literature may only hold to 
a certain extent (Schmitt et al., 2021). Recent qualitative 
investigations on VA use suggest that users particularly 
value the efficiency of speech interaction (Moussawi, 2018; 
Rzepka, 2019). From a users’ perspective, speech produc-
tion is faster than writing because it does not involve the 
physical process of writing (Akinnaso, 1982). Hence, we 
assume that customers achieve and perceive more efficiency 
in speech interaction compared to text. At the same time, 
extant research shows that reading a system’s prompts 
requires less time than listening to them because humans can 
selectively retrieve relevant information from text (Rubin 
et al., 2000). In contrast, listening to the VA’s information in 
a sequential manner takes time and reduces users’ efficiency 
(Dubiel et al., 2020; Schmitt et al., 2021). The amount of 
information that users must listen to depends on the tasks 
they conduct. Because customers listen to less information 
during tasks they perceive to be more goal-directed (Hong 
et al., 2004), the advantages of speech interaction should be 
more pronounced if the level of goal-directedness is high. 
However, if customers want to compare and evaluate dif-
ferent alternatives in experiential tasks, they need to listen 
to more information sequentially in speech-based interac-
tions, which reduces their efficiency compared to text-based 
interactions (Dubiel et al., 2020). Therefore, we hypothesize:

H1a: Customers achieve higher levels of efficiency with 
speech interaction than with text interaction.
H1b: Goal-directedness positively moderates the effect of 
interaction modality on efficiency.

Besides efficiency, cognitive effort is a suitable variable 
to account for differences between interaction modalities 
and tasks (Hong et al., 2004). While Le Bigot et al. (2004, 

842



Inf Syst Front (2022) 24:839–856

1 3

2007) consistently show that cognitive effort is higher for 
speech than for textual interaction, Ruan et al. (2017) report 
the opposite. Recent technological advancements and media 
naturalness theory offer a potential explanation for this 
phenomenon (Kock, 2004; Schmitt et al., 2021). Humans 
perceive speech interaction as more natural and intuitive, 
which reduces cognitive effort (Kock, 2004). However, any 
decrease in naturalness through speech recognition errors 
or synthetic speech output weakens this effect. As VAs have 
recently advanced technologically, we refer to recent empir-
ical results (Dubiel et al., 2018; Foley et al., 2020; Ruan 
et al., 2017) and suggest that speech interaction requires less 
cognitive effort than text interaction. This is in line with the 
basic assumption of media naturalness theory and is based 
on the fact that speech does not require the formal writ-
ten structuring of information (Akinnaso, 1982). Producing 
text involves a process of consciously applying intention-
ally learnt rules, while humans intuitively build and process 
speech. In particular, we expect this effect to be strong if 
customers have a high goal-directed perception of a task. 
For low goal-directedness, customers are likely to use more 
interaction turns to explore the CA’s information, analogous 
to the increasing number of clicks on a website (Hong et al., 
2004). These interactions increase cognitive effort because 
customers need to remember the agent’s information, which 
becomes more difficult considering the increasing informa-
tion load of multiple turns (Paas et al., 2004). Consequently, 
when evaluating different alternatives in experiential search, 
the sequential information representation in speech-based 
interactions applies cognitive pressure on customers as they 
need to retain different options in their memory (Dubiel 
et al., 2020). Customers can, however, selectively retrieve 
relevant information from the system’s written answers, 
which reduces their cognitive effort compared to listening 
to and memorizing the information given in spoken inter-
actions (Rubin et al., 2000). Therefore, we assume speech 
requires more cognitive effort in experiential tasks:

H2a: Customers perceive less cognitive effort when they 
interact via speech compared to interacting via text.
H2b: Goal-directedness positively moderates the effect of 
interaction modality on cognitive effort.

Moreover, CAs promise to provide personal customer 
encounters, similar to relationships with human person-
nel (Larivière et al., 2017). With their anthropomorphic 
characteristics and social cues, CAs can promote feelings 
of humanness and social presence (Diederich et al., 2019). 
Speech-based interactions trigger such perceptions more 
than text-based interactions do, which leads to more posi-
tive (Cho et al., 2019) and personal attitudes (Novielli et al., 
2010). This indicates that users prefer VAs because they 
enjoy the interaction itself (Rzepka, 2019). Indeed, extant 

research shows that perceived enjoyment has a signifi-
cant positive effect on humans’ intention to use VAs (Pal 
et al., 2020; Yang & Lee, 2019). Hence, we propose that 
speech interaction will lead to greater enjoyment than tex-
tual interaction. We furthermore assume that this effect will 
be weaker if customers perceive tasks to be highly goal-
directed because their focus on the particular goal leaves 
less space for enjoying the actual interaction (Hoffman & 
Novak, 1996). In contrast, for tasks perceived as less goal-
directed, the interaction serves to explore different options. 
In this way, the benefits of speaking in a two-sided conversa-
tion should become more pronounced as the duration of the 
interactions increases and because of the hedonic nature of 
experiential tasks (Li et al., 2012; Novak et al., 2003). So, 
our next hypotheses are:

H3a: Customers perceive more enjoyment when they 
interact via speech, compared to interacting via text.
H3b: Goal-directedness negatively moderates the effect 
of interaction modality on enjoyment.

Finally, we assume that cognitive effort, efficiency, and 
enjoyment affect customers’ satisfaction with the service out-
come, i.e., the search result. Satisfaction is mostly conceptu-
alized as a state in which an interaction meets or exceeds a 
customer’s expectation (McKinney et al., 2002), and, there-
fore, is also dependent on the customers’ expectations of the 
service encounter. Technology is used in the service encounter 
to provide efficient service which, in turn, should enhance sat-
isfaction with the encounter (Larivière et al., 2017). Because 
customers using CAs in the service encounter have similar 
expectations and request fast service (Kraus et al., 2019), 
meeting these expectations should positively affect their sat-
isfaction. Furthermore, initial results on customers’ satisfac-
tion determinants of voice commerce show high convenience 
expectations (Kraus et al., 2019), which indicates that keep-
ing customers’ cognitive effort low promotes their satisfac-
tion regarding service encounters via CAs. This relationship 
has already been examined for online shopping, showing that 
reducing cognitive effort through electronic decision aids 
has a positive impact on customers’ satisfaction (Bechwati 
& Xia, 2003). Hence, we assume that high cognitive effort 
negatively impacts customers’ satisfaction with the search 
outcome. Furthermore, extant research has shown that cus-
tomers’ satisfaction are not only driven by extrinsic motiva-
tions, but also by intrinsic expectations (Lowry et al., 2015). 
Since CAs offer an enjoyable experience through their inter-
active conversational capabilities (Cho et al., 2019; Novielli 
et al., 2010), we expect that enjoyment also drives customers’  
satisfaction with the service encounter:

H4a: Perceived efficiency has a positive impact on cus-
tomers’ satisfaction with the service encounter.
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H4b: Cognitive effort has a negative impact on custom-
ers’ satisfaction with the service encounter.
H4c: Enjoyment has a positive impact on customers’ sat-
isfaction with the service encounter.

Figure 1 illustrates the hypotheses on the fit between 
interaction modality and task goal-directedness as regards 
their impact on customers’ satisfaction. Following our 
research question and the extant literature, we hypothesize 
that speech differs from textual interaction in its perceived 
efficiency, cognitive effort, and enjoyment, thus ultimately 
affecting customers’ satisfaction with the service encoun-
ter. However, this relationship can change depending on the 
search task’s perceived goal-directedness.

4  Experimental Design

4.1  Experimental Procedure

To test our research model, we designed a 2 (interaction 
modality: speech vs. text) × 2 (search task type: goal-
directed vs. experiential) between-subject laboratory 
experiment. Originally, we designed and conducted the 
experiment as a mixed design experiment with interaction 
modality serving as a between-subject factor and task type 

as a within-subject factor. In this experiment, we randomly 
assigned participants to a group who would interact either 
via speech or via text with a specifically created CA to solve 
– for experimental purposes – a single goal-directed and a 
single experiential search task in a randomized order. We 
used the randomization algorithm integrated in the survey 
software Qualtrics, which we also used for the instructions 
and questionnaires of the experiment. Unfortunately, we 
found confounding effects caused by the experience of the 
first task and, thus, had to omit the second measurement 
from further analyses. Because we randomized the order 
of the tasks, we were able to report the remaining between-
subject laboratory experiment based on the data of the first 
task only.

All interactions took place in single-person laboratory 
sessions to ensure controlled and private conditions for each 
participant. Participants selected an appointment via an 
online registration form. Upon arrival, a researcher provided 
participants with information about the general procedure of 
the study and the technical devices (Laptop and CA) used in 
the experiment. Participants could briefly familiarize them-
selves with the setup and ask open questions. Thereafter, the 
researcher left the room but remained accessible at all times 
should problems occur. At this stage, participants started 
the experiment on the laptop and were guided through the 
experimental process depicted in Figure 2.

Figure 1  Research model
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Figure 2  Experimental procedure
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After giving general instructions on the experiment, 
we briefly defined CAs and asked participants to answer 
questions on their prior experience with CAs. Next, we ran-
domly assigned participants to either the text or the speech 
condition and provided them with specific instructions on 
how to interact with the CA. The participants conducted an 
exemplary task to familiarize themselves with the system. 
When participants felt confident using the system, they went 
ahead with the actual task which, by chance, was either goal-
directed or experiential. After the completion of the task, 
we administered a post-task questionnaire with manipula-
tion and attention checks, and posed questions on subjective 
measures (perceived efficiency, cognitive effort, enjoyment, 
and satisfaction with the service encounter). The experiment 
concluded with demographic questions.

4.2  Experimental Treatments

To manipulate the task’s perceived goal-directedness, we 
adapted a restaurant search task that had already been used 
successfully to represent goal-directed and experiential 
search tasks and to compare speech and text-based inter-
actions (Le Bigot et al., 2004; Liu et al., 2016). The goal-
directed search task asked participants to search for a restau-
rant that, for them to have dinner with a friend, had to fulfil 
specific criteria (cuisine, location, price). In the experiential 
search task, we asked participants to freely explore restau-
rants according to their own preferences without indicating 
specific objectives or prescriptive criteria. To prevent any 
scenario-dependent effects, we altered the scenario slightly, 
assigning either a restaurant or a café search. Participants 
could end the interaction at any time. Table 1 indicates the 
conditions.

We developed a CA called Restaurant Finder based on 
Google’s cloud platform DialogFlow to enable both speech- 
and text-based interactions using the same dialogue structure 
and eliciting identical responses. DialogFlow is a conversa-
tional platform that uses machine learning algorithms for 
natural language processing and has already been success-
fully used in similar experiments (Diederich et al., 2019; 
Diederich et al., 2020). We based the implemented dialog 
tree on Le Bigot et al.’s (2004) structure. The CA provided 

a recommendation for a restaurant or a café based on the 
participants’ preferences of cuisine, location, and price. 
Depending on the condition, either a smart speaker or a 
smartphone was placed next to the laptop. In the speech con-
dition, participants interacted with the CA via the Google 
Nest Mini smart speaker by saying “ok google, start restau-
rant finder.” We implemented the DialogFlow agent using a 
demo integration for Google’s assistant application on the 
smart speaker. In the text condition, participants started the 
interaction through a messenger chat window on a Google 
Pixel smartphone by typing “ok google, start restaurant 
finder.” In this condition, we implemented the DialogFlow 
agent as a demo in a browser window on the smartphone. 
Both implementations were based on the same DialogFlow 
agent and, therefore, engaged the user in the exact same con-
versational flow. Table 2 presents an exemplary dialogue for 
each task.

4.3  Measures

In the post-task questionnaire, we measured all latent vari-
ables with scales adapted from extant literature to ensure 
content validity while modifying the items to fit the target 
context. We used 7-point Likert-type scales ranging from 
‘strongly disagree’ (1) to ‘strongly agree’ (7) to measure 
cognitive effort (adapted from Hong et al. (2004) and Pereira 
(2000)), efficiency (Cho, 2004), and enjoyment (Davis et al., 
1992; Venkatesh, 2000). Satisfaction was assessed on a 
7-point semantic differential scale based on Bhattacherjee 
(2001). The construct for the task’s goal-directedness was 
adapted from Stawski et al. (2007) on a 7-point Likert-type 
scale. Furthermore, we collected information on partici-
pants’ individual background (age, gender, profession, field 
of study, and income), personality traits (personal inno-
vativeness (Agarwal & Prasad, 1998), web skills (Novak 
et al., 2000), and extraversion (John & Srivastava, 1999)), 
and on prior interaction frequencies with CAs. Moreover, 
we assessed attention checks, control questions on the 
CA’s technical performance, and questions on the scenar-
io’s realism. As attention checks, we asked participants to 
select the name of the CA out of four alternatives and to 
indicate whether they had interacted via speech or text. If 

Table 1  Experimental 
conditions

Interaction modality

Speech (Google Nest Mini) Text (Google Pixel 3a)

Search task type Goal-directed Search for the cheapest Indian res-
taurant near the University

Search for the cheap-
est Indian restaurant 
near the University

Experiential Search for any restaurant without 
predefined criteria

Search for any 
restaurant without 
predefined criteria
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a participant failed these attention checks, we excluded the 
data set from further analysis. As a control question, partici-
pants were asked to indicate whether they had been able to 
solve the task successfully. We used this question to assess 
the CA’s performance. The question on the scenario’s real-
ism assessed how well participants were able to acquaint 
themselves with the described situation and task (Paschall 
et al., 2005). Finally, we asked for free form feedback on the 
interaction with the CA. The participants’ comments did not 
reveal any serious problems or misunderstandings.

4.4  Data Collection and Sample

We conducted two pre-tests to train and evaluate our CA 
with objective and subjective measures (Shawar & Atwell, 
2007). During the first pre-test, 16 participants interacted 
with the CA and noted everything that came to their mind. 
Based on this feedback, we revised the CA and adjusted the 
conversational structure for a second objective evaluation. 
To reduce system errors in the main laboratory experiment, 
the aim of the second pre-test was to train the CA for varia-
tions of user requests. We therefore distributed the Dialog-
Flow demo link to researchers and students at our university 
to collect real conversation data from them. Based on this 
conversation data, we manually assigned unmatched user 
queries from 64 conversations. As our CA aims to provide 
a specific service, we further assessed whether participants 
were able to solve the task. This yielded satisfactory results 
as 96.6% of the participants were able to find a restaurant 
(Shawar & Atwell, 2007).

The main data collection took place in Q4 2020. To 
recruit students, we advertised the laboratory experiment 
via student mailing lists and on site at a large public uni-
versity, as is frequently done in related studies (e.g., Polites 
and Karahanna (2012)). To ensure completion, participa-
tion was incentivized with a five-euro reward. In succes-
sion, a total of 119 participants completed the experiment. 
We discarded three participants from further analysis as 
their attention checks and interaction logs showed that they 
did not follow the instructions. Of the remaining 116 par-
ticipants, 60.3% were female and the average age was 24 
(M=23.97; SD=4.10). Most participants were students in 
the field of business (63.8%), followed by medicine (6.9%) 
and social sciences (6.9%). 80.9% of the participants that 
disclosed their income earned less than €1,500 per month 
(5.2% chose not to disclose). Nearly all participants had pre-
viously made use of speech- or text-based CAs. More than 
80% of the participants used text-based CAs at least weekly; 
only 4.3% indicated that they had never interacted with a 
chatbot. Speech-based CAs were used weekly by 74% of 
our participants while 7.8% had never used them. Detailed 
information about the sample distribution is presented in 
Table 7 of the appendix.

5  Results

We tested our research model using partial least squares 
(PLS) structural equation modelling carried out with Smart-
PLS3 (Ringle et al., 2015). Therefore, we determined the 

Table 2  Exemplary dialogue of each search task type

Goal-directed dialogue Experiential dialogue

CA: Welcome to Restaurant Finder! I am happy to give you a restau-
rant recommendation. What would you like to eat?

CA: Welcome to Restaurant Finder! I am happy to give you a restaurant 
recommendation. What would you like to eat?

User: I am looking for an Indian restaurant near the University. User: I don’t know yet. What would you recommend?
CA: Ok, I am searching for Indian food near the University. How 

much money would you like to spend?
CA: I am happy to give you a recommendation! Please choose a cuisine, 

for example, Asian, Italian, German, Greek, or Mexican food.
User: It should be the cheapest restaurant. User: Hm, what about African options?
CA: Alright, I have found a restaurant matching your criteria. The 

cheapest Indian restaurant is Sankar’s Food Corner. You can now ask 
for further information or close the application.

CA: Ok, I am searching for African food. Where would you like to eat?
User: In the city center.
CA: Ok, I’ll search in the city center. How much would you like to 

spend?
User: Less than 20 euros.
CA: Alright, I have found three restaurants matching your criteria. 

Makamba offers various African food specialties. You can now ask for 
further information or close the application.

User: What is the other recommendation?
CA: The second recommendation is Savanna, which offers African 

tapas. You can ask for further information or close the application.
User: What are the reviews? …
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significance of path coefficients by running the bootstrap-
ping resampling approach with 5,000 subsamples (Chin, 
1998). For all other analyses, we relied on IBM SPSS Sta-
tistics 26.

5.1  Control Variables and Manipulation Check

We assessed the participants’ successful randomization 
to the experimental groups using Fisher’s exact tests  
for the categorical variables and analyses of variance 
(ANOVAs) for the metric variables. The results showed 
no significant differences between the participants’  
gender, field of study, income, and prior experience  
with both CAs (p>.1). Hence, the participants were  
distributed homogenously across the treatment groups. 
We further conducted one-way ANOVAs for age, personal 
innovativeness, web skills, and extraversion, revealing no 
significant differences (p>.1). Thus, we can assume that 
group differences in demographic or control variables did 
not confound our treatment effects. To ensure that our 
experimental design did not affect the results, we further 
conducted ANOVAs to assess differences between the 
café and restaurant search scenario. Our analyses reveal 
no significant differences between the café and restaurant 
search for the mediating and dependent variables (p>.1). 
Moreover, across all groups, participants indicated that 
they perceived the experiment as realistic (M=6.17; 
SD=.97). We further conducted a one-way ANOVA for 
the manipulation check, which revealed significant group 
differences for perceived goal-directedness of the task 
(F=17.79, p<.001). Thus, we conclude that the treatment 
was successful. In the following analyses of the research 
model, we use participants’ perceptions of the task’s goal-
directedness – rather than our binary treatment variable 
– to account for humans’ diverse individual perceptions 
(Lowry et al., 2013).

5.2  Measurement Validation

To ensure construct validity, we evaluated our  
measurement model following established validation  
procedures (Chin, 2010). Because our latent constructs  
were adapted from extant literature, we conducted a  
confirmatory factor analysis to validate our scales. We 
determined internal consistency reliability by calculating 
each construct’s Cronbach’s alpha (CA) and composite  
reliability (CR). Our constructs showed satisfactory CA  
and CR values above the threshold of 0.7 (see Table 3).  
Factor loadings should also lie above the threshold  
of 0.7 (Hair et  al., 2011). The indicators fulfilled this  
requirement, as the lowest observed factor loading in 
our data was .805. Hence, all constructs were reliable.  
Each item and the factor loadings are shown in Table 5  
of the appendix. Furthermore, we evaluated the validity  
of our constructs. Convergent validity was evaluated by 
assessing the average variance extracted (AVE) using the 
critical threshold of 0.5 (Chin, 2010), which was exceeded 
by all constructs. Discriminant validity was determined  
by assessing indicator’s cross loadings, the Fornell- 
Larcker criterion, and the heterotrait-monotrait (HTMT) 
ratio of correlations. All factor loadings of indicators 
exceeded cross loadings. The Fornell-Larcker criterion 
was met, as each construct’s square root of the AVE was 
greater than the interconstruct correlations (Fornell & 
Larcker, 1981). As all HTMT ratio values were below  
the most conservative threshold of 0.85 (Henseler et al., 
2015), our constructs exhibited sufficient discriminant  
validity. To summarize (see Table  3), all constructs  
showed satisfactory psychometric properties.

5.3  Hypotheses Testing

We examined our structural model for collinearity by com-
puting inner VIF values. With a maximum inner VIF of 1.77, 

Table 3  Factor loadings, internal consistency criteria, AVE, and correlation matrix

Construct Loadings CA CR AVE (1) (2) (3) (4) (5)

(1) Efficiency .845 - .921 .858 .914 .780 .883

(2) Cognitive effort .810 - .903 .888 .922 .747 -.572 .864

(3) Enjoyment .870 - .949 .930 .950 .827 .551 -.450 .909

(4) Goal-directedness .805 - .939 .917 .938 .791 -.016 -.043 .069 .889

(5) Satisfaction .861 - .912 .913 .939 .793 -.630 -.652 .576 .177 .890

Elements in italic represent the square root of AVE for the corresponding construct
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all values were below the critical threshold of 5, confirm-
ing that collinearity is not an issue in our structural model. 
By assessing path coefficients and their significance, we 
found support for six of our nine hypotheses, as presented 
in Figure 3.

First, we examined the hypothesized relationships 
between the interaction modality, the task’s perceived 
goal-directedness, and efficiency. We find that the inter-
action modality speech has a significant positive effect 
on efficiency (ß=.167, p< .1). However, goal-directedness 
does not moderate the relationship between the interac-
tion modality and efficiency (ß=.063, p>.1). Thus, we 
find support for the corresponding hypotheses H1a, but 
not for H1b. Second, our results show that the interaction 
modality speech has a significant negative effect on par-
ticipants’ cognitive effort (ß=-.199, p<.05), hence reduc-
ing participants’ cognitive effort compared to text-based 
interactions. Additionally, we find a significant negative 
moderation effect between interaction modality and goal-
directedness on cognitive effort (ß=-.183, p<.1). Thus, 
we find support for the corresponding hypothesis H2a, 

but reject H2b since we hypothesized a moderation effect 
in the opposite direction. Third, the interaction modal-
ity speech has a significant positive effect on enjoyment 
(ß=.265, p<.01). This effect is strengthened by the task’s 
goal-directedness (ß=.263, p<.01), which contradicts the 
proposed direction in our hypothesis. Therefore, we con-
firm hypothesis H3a, but reject H3b. Lastly, we find empir-
ical evidence that efficiency (ß=.271, p<.01) and enjoy-
ment (ß=.254, p<.01) have a significant positive effect 
on participants’ satisfaction with the service encounter, 
while cognitive effort has a significant negative effect on 
the latter (ß=-.383, p<.01). Hence, we confirm the cor-
responding hypotheses H4a, H4b, and H4c. Additionally, 
we also find that the total effect of speech on participants’ 
service satisfaction is significant (ß=.189, p<.01). Over-
all, perceived efficiency, perceived cognitive effort, and 
perceived enjoyment explain 56,7 % of the variance in 
participants’ satisfaction with the service encounter. The 
means and standard deviations of all investigated variables 
are shown in Table 6 of the appendix. Table 4 summarizes 
the hypotheses and results.

Fig. 3  PLS estimation results 
(N = 116; ***p < .01, **p < 
.05, *p < .1)

-.183*
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Efficiency

Satisfaction
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Cognitive
effort-.199**

.167*

.265***

.271***

-.383***

.254***

Speech (1)

Text (0)

Goal-
directedness

.063 ns

.263***

Table 4  Summary of hypotheses and results

Hypotheses Results

H1a Speech modality → Efficiency ↑ ß = .167, p = .071 Supported
H1b Speech modality x Task goal-directedness → Efficiency ↑ ß = .063, p = .476 Rejected
H2a Speech modality → Cognitive effort ↓ ß = -.199, p = .021 Supported
H2b Speech modality x Task goal-directedness → Cognitive effort ↓ ß = -.183, p = .056 Rejected (other direction)
H3a Speech modality → Enjoyment ↑ ß = .265, p = .002 Supported 
H3b Speech modality x Task goal-directedness → Enjoyment ↓ ß = .263, p = .007 Rejected (other direction)
H4a Efficiency → Satisfaction ↑ ß = .271, p = .007 Supported
H4b Cognitive effort → Satisfaction ↓ ß = -.383, p = .000 Supported
H4c Enjoyment → Satisfaction ↑ ß = .254, p = .002 Supported
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6  Discussion

6.1  Main Findings

Our paper’s aim was to assess the impact of interacting 
with a CA, either via speech or via text, on customers’ 
satisfaction with two search tasks that differ in respect of 
their perceived goal-directedness. For this purpose, we 
developed a CA that could answer, in an identical man-
ner, either speech- or text-based queries. We evaluated our 
research model in a controlled laboratory experiment with 
116 participants.

The results provide interesting insights into the mod-
erating effect of the customers’ perceived goal-directed-
ness of the task on the relationship between the interac-
tion modality and their perceptions. Regarding H2b, we 
assumed that the higher the goal-directedness, the stronger 
the effect of interacting via speech on cognitive effort. In 
contrast, our data provide evidence in the opposite direc-
tion: higher goal-directedness weakens the effect of speech 
on customers’ cognitive effort. Indeed, our data shows that 
customers’ cognitive effort from interacting via speech 
stays the same for both the goal-directed and experiential 
tasks, while their cognitive effort from interacting via text 
is lower for the goal-directed task. This contradicts our 
assumption that listening to and memorizing information 
become more effortful for lower goal-directedness. How-
ever, we may explain the effect with reference to the effort 
associated with typing text input (Le Bigot et al., 2007). 
Over time, this effort increases along with the number of 
interaction turns. Another possible explanation lies in cus-
tomers’ satisficing behavior (Dubiel et al., 2020). Dubiel 
et al. (2020) argue that customers would approve a mini-
mally acceptable option as soon as the interaction becomes 
too costly in terms of cognitive load. Following this argu-
mentation, customers will not experience higher cognitive 
loads in speech-based interactions if they are allowed to 
end the conversation at any time. However, more research 
is needed to better understand the joint impact and weight-
ing of the interaction modality’s input and output in a two-
way conversation.

Furthermore, H3b hypothesized that the more goal-
directed the task is, the weaker is the effect of interact-
ing via speech on enjoyment. We assumed that, during 
the conversation, customers would enjoy interacting via 
speech more with increasing interaction turns. Instead, 
customers’ enjoyment of text-based interaction increases 
for experiential tasks, but their enjoyment of speech-
based interaction does not depend on the task. A possible 
explanation for this finding could be the “novelty effect” 
(Fryer et al., 2017; Kanda et al., 2004). As interacting via  

speech is still a new phenomenon, customers may enjoy 
the interaction – regardless of any task characteristics 
– because of its mere newness. In contrast, text-based 
service encounters are more established and hence more 
dependent on the task’s characteristics. These findings fur-
ther imply that more research is needed on the long-term 
effects of VA usage as the “novelty effect” can decrease 
over repeated interactions, thereby increasing the impor-
tance of utilitarian benefits for continuous usage. Never-
theless, our results remain important for the use of CAs 
in customer service contexts, especially in contexts where 
customers do not interact on a regular basis (compared 
to using VAs as part of users’ smart homes) but have a 
single contact point, allowing them to benefit from this 
“novelty effect.”

Lastly, our results also support existing research and 
show that speech-based interaction modalities indeed mean 
higher perceived efficiency and enjoyment and less cogni-
tive effort (H1a, H2a, and H3a). These findings are in line 
with qualitative research on the determinants of voice assis-
tant use (Luger & Sellen, 2016; Moussawi, 2018; Rzepka, 
2019). The positive effects of interacting via speech on 
users’ perceived efficiency and cognitive effort also sup-
port our assumption that speech recognition technology has 
improved in recent years, enabling users to realize the ben-
efits of natural speech – it being faster and requiring less 
cognitive effort than text-based interactions. The results 
further add to a better understanding of how speech affects 
customers’ utilitarian and hedonic evaluations of CA-
based service encounters. Extant research does not fully 
agree in this regard. Whereas McLean and Osei-Frimpong 
(2019) highlight the influence of utilitarian benefits and 
show that hedonic benefits are weaker predictors of VA 
usage, other studies stress the relevance of hedonic ben-
efits (Pal et al., 2020; Yang & Lee, 2019). In this study, we 
find that speech indeed offers both utilitarian and hedonic 
benefits if compared to text-based interactions. Addition-
ally, all three mediators (efficiency, cognitive effort, and 
enjoyment) similarly predict customers’ satisfaction with 
the service encounter (H4a-c). Hence, we conclude that 
in a service context, speech offers the benefits of cus-
tomer efficiency, cognitive effort, and enjoyment, which, 
in turn, significantly predict customers’ satisfaction with  
the service encounter.

6.2  Theoretical Contributions and Practical 
Implications

Our results contribute to extant research on the appli-
cability of CAs’ conversational interaction modalities  
for differing tasks. First, in general, we add to existing 
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research on CAs and human-computer interaction and, 
more specifically, to VA adoption by investigating, on a 
comparative basis, how and why speech and text interac-
tions differ. Specifically, we show that customers perceive 
speech-based interactions to be more beneficial in terms 
of efficiency, cognitive effort, and enjoyment, and, sub-
sequently, in terms of service satisfaction. In this way, for 
both speech- and text-based interactions, we add to the 
existing research stream on CAs (Diederich et al., 2022; 
Zierau et al., 2020). We extend this stream by highlight-
ing the distinct characteristics of both interaction modali-
ties, which need further in-depth investigations in line 
with Schmitt et al. (2021) and Zierau et al. (2020). Fur-
thermore, we provide an initial understanding of differ-
ences in speech- and text-based interactions in information 
searches, addressing research calls by Ma and Liu (2020) 
and Vakulenko et al. (2020). Our results show that speech, 
when compared to text-based interactions, has significant 
benefits that are utilitarian and hedonic in nature. So far, 
VAs’ hedonic and utilitarian benefits have only been inves-
tigated for VA adoption in general (McLean & Osei-Frim-
pong, 2019; Pal et al., 2020; Zimmermann et al., 2021). 
We show that these benefits positively affect customers’ 
service satisfaction. Previously, this relationship had only 
been investigated for text-based interactions (Diederich 
et al., 2019; Diederich et al., 2020), thus receiving less 
attention in extant VA research.

Second, the interaction effects between interaction 
modality and task type extend cognitive fit theory and 
TTF theory to the applicability of different interaction 
modalities. Specifically, we show that speech and text are 
not similarly suited to various kinds of tasks and that the 
tasks’ perceived goal-directedness influences their effect. 
In this way, we extend cognitive fit theory to the study of 
conversational human-computer interactions, specifically 
speech- and text-based interactions, and their interplay in 
two-way communications. These communications not only 
include information representation by the system, but also 
information requests from the user. So far, extant research 
using cognitive fit theory has been concerned with the 
examination of visual information representation formats, 
e.g., in lists and matrices. Until now, only Chen et al. 
(2021) had investigated cognitive fit for text-based CAs, 
showing that a friendlier conversational style better fits a 
goal-directed task. We extend this research stream and the 
TTF theory by distinguishing between different interaction 
modalities based on their inherent, distinct technologies 
(VAs, compared to text-based CAs, additionally include 
a speech recognizer and speech-to-text synthesis). While 
our results do not show that text-based interaction matches 
any information search task better than does speech-based 
interaction, we believe that our results open new avenues 

for future research on the moderating effects of task char-
acteristics and on the applicability of each interaction 
modality.

Third, our results also inform research on the use of CAs 
in the service encounter. So far, prior literature has mainly 
focused on the application of text-based CAs (Adam et al., 
2021; Schuetzler et al., 2021). By addressing De Keyser 
et al.’s (2019) research calls, our study sheds light on the 
impact that different interaction modalities have on cus-
tomer perceptions and, therefore, it has implications for the 
development of suitable speech- or text-based CAs in the 
service journey. Specifically, we show that extant research 
on the use of text-based CAs in the customer encounter may 
not be equally generalizable to speech-based interactions. 
Rather, speech-based interactions have considerable benefits 
that need further exploration in their customer interaction 
usage. In this context, our study also enters the existing 
research stream investigating customers’ goal-directed and 
experiential search behavior (Hong et al., 2004; Nadkarni 
& Gupta, 2007). More specifically, we not only show that 
the task’s perceived goal-directedness affects how different 
website designs influence customers’ behavior, but that it 
also influences the applicability of speech- and text-based 
interaction modalities.

Furthermore, we provide insights for practitioners 
assessing different types of CAs offered to customers for 
various kinds of task. This is most relevant because com-
panies increasingly apply CAs in service encounters to 
reduce costs while also providing personal interactions at 
all times. We show that speech-based interaction modali-
ties can be beneficial as they increase customers’ satis-
faction with service encounters. Hence, providers should 
not only offer text-based touchpoints to their customers, 
but also consider the provision of speech-based services. 
As a consequence, questions relevant to the deployment 
of chatbots (Schuetzler et al., 2021) need to be re-eval-
uated for VAs. For example, when providing product 
information and recommendations, providers should con-
sider offering VA applications for their customers’ smart 
speakers. They should also implement speech-based 
interaction touchpoints on their websites to increase cus-
tomers’ efficiency and enjoyment. We further suggest 
that practitioners should not refrain from using VAs for 
more complex tasks as our results show that the benefits 
of speech are present for both search tasks. Finally, our 
results inform service providers and offer developers 
intending to design VA dialogues for more complex tasks 
an initial understanding of the differences in speech- 
and text-based interactions in information searches. 
Specifically, system providers should not only focus 
on designing efficient speech-based interactions but  
also ensure that customers enjoy them.
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6.3  Limitations and Future Research

This study is not without limitations; limitations that also 
open future research avenues. First, our analyses build on a 
comparatively small sample size because participants had to 
take part in the experiment one by one. While the laboratory 
setting offered benefits in terms of a high internal validity, 
future research could re-examine our research model using 
larger sample sizes in an online experiment. An online 
experiment also offers the possibility of recruiting partici-
pants globally and of considering diverse cultural back-
grounds in the analyses. Apart from increasing the sample 
size and including user characteristics in the research model, 
the comparison of speech- and text-based interactions offers 
a wide range of new research opportunities. Most research 
on the use of CAs has focused on text-based interactions, 
which – based on our results – differ from speech-based 
interactions. However, we know little about the right design 
and the value of speech-based interactions. While social 
cues are well researched for text-based interactions, more 
research is needed – for instance – on types of cues that 
are beneficial for speech-based interactions, e.g., loudness, 
pitch, or pauses (Schmitt et al., 2021).

Second, it would be worthwhile to investigate the 
structure of the conversations in more detail, depend-
ing on the nature of the task (e.g., depending on whether 
the user is a sender or a receiver of information). In this 
vein, it could be interesting to examine the exact way 
in which the number of interaction turns affects users’ 
interaction outcomes. Would users prefer very brief and 
efficient interactions that convey a large amount of infor-
mation in each turn – information that they would need 
to convey or memorize – or would they rather interact in 
multiple turns, each comprising a single piece of infor-
mation? Similarly, it would be interesting to investigate 
this relationship with different numbers of required user-
confirmation steps, especially when this results in actual 
product purchases as outcomes of the information search 
behavior. Would the user prefer longer interactions if they 
included more user confirmations?

Third, we only compared purely speech-based inter-
actions with purely text-based interactions. Although 
we deliberately opted for this comparison, as these 
interaction modalities are similar but constitute dif-
ferent CA configurations, further research projects 
should investigate combinations or extensions of these 
conditions. For example, future studies could examine  

how different combinations of speech input and text 
output, or vice versa, affect users’ satisfaction with 
the interactions. Future research could also compare 
speech interactions to website information searches or 
product purchasing, extending initial research by Kraus 
et al. (2019). Another promising research area is the 
comparison of speech-based, text-based, and human 
interactions, in particular the impact of disclosing the 
CA’s non-human identity. While this topic has already 
received initial attention for text-based CA interactions 
(Cheng et al., 2021; Mozafari et al., 2021a, 2021b), it 
becomes progressively important given the increasing 
naturalness of synthetic speech output.

Fourth, our study focuses on a single task characteristic 
in a particular context. Further research should also examine 
the impact of the task’s goal-directedness for other contexts, 
e.g., in organizational settings. Moreover, other task char-
acteristics such as associated risks or the task’s importance 
pose interesting research questions. Is there a certain degree 
of task importance or risk that makes text-based interactions 
more preferable than speech-based interactions? And would 
customers prefer human interactions for an even higher 
degree of risk or do they already prefer humans to text-based 
interactions? In this regard, it is essential to investigate trust 
in particular, being an important determinant of humans’ 
usage of artificial intelligence-enabled systems in general 
and of VAs in particular (Mari & Algesheimer, 2021).

7  Conclusion

Overall, our study sheds first light on the impact of task 
characteristics on the benefits of speech- based interac-
tion modalities for information search tasks. We specifi-
cally show that, in terms of perceived efficiency, cog-
nitive effort, enjoyment, and satisfaction, speech-based 
interaction modalities are perceived as being superior to 
text-based interactions. We further show that the task’s 
goal-directedness influences these effects. In this way, we 
provide initial evidence that opens new avenues for future 
research; research that can build on these results and that 
can inform practitioners about the applicability of both 
speech- and text-based CAs. With continuous technical 
advancements, companies increasingly need to decide 
whether a human, a VA, or a chatbot should answer 
customers’ service queries. We hope to inspire and  
motivate future research in this area.
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Appendix

Table 5  Constructs, items, factor loadings, and scales

Construct Items Loading Scale

Efficiency (EFF) Interacting with the [CA]…
EFF1 … takes less time for making decisions.

.844 7-point Likert-type scale
(Cho 2004)

EFF2 … takes less time for investigating different options. .921
EFF3 … takes less time for browsing through alternatives. .882

Cognitive effort (COG) COG1 To complete the task, using this [CA] was very frustrating. .896 7-point Likert-type scale
(Hong et al. 2004; Pereira 2000)COG2 To complete the task, using this [CA] took too much time. .845

COG3 To complete the task, using this [CA] required too much effort. .903
COG4 To complete the task, using this [CA] was too complex. .810

Enjoyment (ENJ) ENJ1 I find using the [CA] to be enjoyable. .949 7-point Likert-type scale
(Davis et al. 1992; Venkatesh 2000)ENJ2 The actual process of using the [CA] is pleasant. .893

ENJ3 I have fun using the [CA]. .923
ENJ4 Using the [CA] is exciting. .870

Goal-directedness (GD) GD1 I knew clearly what I wanted to do. .906 7-point Likert-type scale
(Stawski et al. 2007)GD2 I had a strong sense of what I wanted to do. .939

GD3 I know what I wanted to achieve. .902
GD4 My goals were clearly defined. .805

Satisfaction (SAT) How do you feel about your overall experience of [CA] use?
SAT1 Very dissatisfied/Very pleased.

.912 7-point semantic differential scale
(Bhattacherjee 2001)

SAT2 Very displeased/Very pleased. .876
SAT3 Very frustrated/Very contented. .911
SAT4 Absolutely terrible/Absolutely delighted. .862

Table 6  Means (and standard deviations)

Speech &
Goal-directed

Speech & Experiential Text &
Goal-directed

Text & Experiential All

Age 24.57 (5.57) 24.33 (3.26) 24.27 (3.99) 22.84 (3.19) 23.97 (4.10)
Personal innovativeness 4.71 (1.39) 4.64 (1.37) 4.98 (1.54) 4.96 (1.53) 4.83 (1.45)
Web skills 5.68 (1.08) 5.49 (1.15) 5.59 (1.08) 5.75 (1.22) 5.63 (1.13)
Extraversion 4.64 (1.23) 5.06 (1.16) 5.01 (1.28) 4.70 (1.25) 4.85 (1.24)
Efficiency 5.07 (1.27) 4.77 (1.64) 4.26 (1.85) 4.46 (1.82) 4.63 (1.68)
Cognitive effort 1.82 (1.01) 1.80 (1.05) 2.29 (1.43) 2.42 (1.68) 2.10 (1.35)
Enjoyment 5.12 (1.34) 5.08 (1.19) 4.03 (1.53) 4.52 (1.68) 4.67 (1.51)
Satisfaction 5.54 (.87) 5.08 (1.03) 5.04 (1.32) 4.82 (1.24) 5.11 (1.15)
Goal-directedness 6.42 (.90) 5.84 (1.21) 6.48 (.65) 5.44 (1.31) 6.04 (1.13)
N 28 27 30 31 116
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