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Abstract
The Cyber-Physical Production System (CPPS) is a concept derived from software (cyber) and hardware (physical) appli-
cations and is based on global information exchange between such systems. The CPPS is known as a trend of Industry 4.0 
(I4.0) focusing on flexibility regarding new products and adaptability to new requirements. This paper focuses on two I4.0 
scenarios described by the Platform Industrie 4.0 that describe challenges for the industry towards its digital future. First, it 
looks at the Order Controlled Production (OCP) scenario that deals with flexible and self-configuring production networks. 
It describes the dynamic organization of production resources required to execute a production order. Second, the Adaptable 
Factory (AF) application scenario is discussed, which focuses on the configuration of production resources and describes 
the adaptability of an individual facility through (physical) modification. This paper first provides a detailed analysis of the 
requirements from these scenarios. Furthermore, it analyses the current Multi-Agent System (MAS) architectures and agent-
based planning and decision support systems requirements. MAS can be used to create application-independent I4.0 systems 
with arbitrary hardware automation platforms. To create a scalable communication network that also supports application 
independence and enables the semantically machine-readable description of the exchanged data, the OPC UA standard was 
adopted. As a result of the study, the concept shows how different and independent automation platforms can be seamlessly 
connected via OPC UA. The proposed MAS concept has been evaluated in different use cases, namely OCP and AF.
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Introduction and motivation for multi‑agent 
systems for industry 4.0

The Cyber-Physical Production System (CPPS) is a 
concept derived from software (cyber) and hardware 
(physical) applications in manufacturing control systems 
(Ribeiro & Hochwallner, 2018; Ueda et al., 2009). CPPSs 
are known as one trend of the 4th industrial revolution 
called Industry 4.0 (I4.0). It includes mechatronic sys-
tems that should provide flexibility regarding innovative 
products, adaptability to new industrial requirements or to 
cover the failure of components (Karnouskos et al., 2019). 
The initiative I4.0 focuses on the entire lifecycle of pro-
duction systems (Platform Industrie 4.0, 2016).

A particularly strong development trend for the con-
trol of software entities is the agent-based approach. This 
approach is not yet widely established in industrial envi-
ronments that require high robustness, such as manufactur-
ing and process control. Several types of distributed agents 
have been implemented in hard and soft real-time devices, 
so that multi-agent systems (MAS) are becoming increas-
ingly suitable for CPPS (Leitão & Vrba, 2011).

The agent-based CPPS architecture is a specialization 
of the concept of Cyber-Physical System or CPS, which is 
often defined as "integrations of computation with physi-
cal processes" (Lee, 2008). Within a CPPS network, agents 
control physical units or even systems, e.g. a measurement 
device, an actuator, a machine or even a plant as a whole. 
Using agents, these are connected to other related entities 
within a production environment to establish a system of 
systems on different levels and domain application (Leitão 
et al., 2016). To cope with the problem of linking several 
remote production or manufacturing facilities, this paper 
deepens the concept of the underlying logical MAS archi-
tectural design that is necessary for creating such agent-
based solutions. The MAS approach addresses require-
ments—which resulted from previous research in (Cruz 
et al., 2018)—for the implementation of a CPPS and the 
key I4.0 demands, which have been derived from the sce-
narios described below.

As the main contribution of this paper, we deliver a novel 
method to couple heterogeneous aPS to perform two use 
cases like AF and OCP defined by the platform Industry 
4.0. For this purpose, we developed a MAS-based method 
for establishing networks of production systems by combin-
ing a variety of specialized MASs. Thus, we are providing 
a concept of how I4.0 scenarios can be implemented using 
an agent-based automation platform to connect different het-
erogeneous production systems and their components, e.g., 
small sensors. We demonstrated and evaluated the benefit of 
the approach by integrating different lab size plants from two 
different research groups at two universities.

The presented approach uses model-based methods for 
the information and knowledge representation as well as 
the agents’ interactions: For a uniform representation of the 
plants’ characteristics, the properties of the respective plants 
are modelled according to the Product Process Resource 
(PPR) description ("Agent-based planning and decision sys-
tems" section). This information model serves as the agents’ 
knowledge base that can be exchanged using OPC UA. To 
model the different interactions of the agents, sequence dia-
grams are used ("MAS communication infrastructure using 
OPC UA" section).

The most important requirements are listed in Table 1. 
We have also elaborated the valuable insights we have 
gained in the process of this work at the end of this article.

Table 1 outlines requirements (2.X) that stem from the 
Reference Architecture Model Industrie 4.0 (RAMI4.0)
(DIN SPEC, 2016). The general requirements (1.X) in 
Table 1 summarize basic prerequisites for an agent-based 
CPPS that were introduced in (Leitão & Vrba, 2011) and 
further specified regarding RAMI in preliminary work in 
(Cruz et al., 2018). Besides these general requirements for 
CPPS within I4.0 environments, scenario-specific require-
ments for the application scenarios OCP and AF (Platform 
Industrie 4.0, 2016) need to be met. These requirements will 
be derived first.

In addition, the use case of the "Smart Product Develop-
ment for Smart Production" was implemented using agents 
to connect various systems for data analysis and thus con-
stantly optimize the overall equipment efficiency (OEE) of 
the entire system by means of condition monitoring. For 
example, in (Yazdi et al., 2018), empirical research shows 
the relationship between OEE and manufacturing sustain-
ability in I4.0. However, this is not the focus of this paper, 
for further information please refer to the different domain 
of industrial agents in (Leitão et al., 2016).

I4.0 Scenarios and requirements

Order controlled production (OCP)

Production companies are confronted with a two-fold chal-
lenge. On the one hand, the product variety and complexity, 
i.e. the number of different products sold and components 
needed for these products, has increased significantly while 
on the other hand product lifecycle duration is in steady 
decline (Roland Berger Strategy Consultants, 2012). This 
poses a threat to traditional, capital intense yet inflexible 
production systems, as companies might not be able to sell 
the necessary number of units to amortize their investment.

Therefore, the need arises to increase a company’s manu-
facturing flexibility, i.e. the capability to offer different prod-
ucts without having to provide all the necessary machinery 
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at a single location. This can be achieved by leveraging flexi-
ble production networks of multiple manufacturing facilities. 
These networks enable companies to combine their capa-
bilities and automatically configure required value chains 
on demand. This approach requires a standardized (self-) 
description of production capabilities as well as standardized 
process steps to configure required production processes. 
Companies can use this network to extend their capabilities 
as well as to offer capacities to increase the utilization of 
their machinery (Platform Industrie 4.0, 2016).

The OCP imposes high demands on intelligent connec-
tivity of all entities involved in the manufacturing process 
in order to utilize the existing manufacturing facilities in 
the most effective and cost-efficient way. This is particularly 
evident as the fulfilment of a production order can involve 
multiple facilities that can be located in separate locations 
or even belonging to different companies, such as suppliers. 
Complex orders require a significant coordination effort, 
where plants need to communicate remotely. Thereby, the 
communication can include time-critical notifications or 
requests as well as long-term diagnostics. This requires a 
suitable and flexible architecture for software agents as well 
as resource-friendly and accepted communication protocols 
and messages.

Adaptable factory (AF)

While the application scenario OCP focuses on the flexible 
operation of existing production facilities by intelligent net-
works, the application scenario “Adaptable Factory” (AF) 
describes the versatility of a single factory through a physi-
cal transformation. This can be a fast and possibly largely 

automated conversion of a production plant with regard to 
both changed production capacities and changed production 
possibilities.

In order to provide a highly scalable system, the AF 
scenario embraces Plug & Produce capabilities by relying 
on modular production resources with a component-based 
approach. For a uniform modular approach, the control tech-
nology must also meet these requirements. Those modular, 
order-oriented and adaptable manufacturing configurations 
become more and more attractive to enhance flexibility 
and maximize utilization. However, cooperation between 
these modular components results in an increased need for 
communication. In addition, distributing manufacturing 
processes also implies the logical distribution of control 
intelligence.

A central concept for achieving these objectives is a 
modular and therefore highly flexible production infrastruc-
ture within a factory. Intelligent and interoperable modules, 
which largely adapt to a changed configuration, and stand-
ardized interfaces between these modules enable a simple 
and fast changeover. Thus offering the potential to adapt 
to changing market and customer requirements (Platform 
Industrie 4.0, 2016).

Requirements from OCP and AF

In addition to the basic requirements in Table 1, the fol-
lowing requirements for MASs are derived from the I4.0 
scenarios OCP and AF:

(R3.1) Standardized communication infrastructure (pro-
tocol and components): A standardized communication 
protocol, which defines syntax, semantics and possible 

Table 1   Minimal systems requirements for I4.0 scenarios [adapted from (Platform Industrie 4.0, 2017a)]

Requirement Description

Application and level independence (R1.1) Basic MAS architecture, protocols and messages should be independent of 
a specific application, and all levels of automation for ISA 95 should be 
integrated

Platform-independent implementation (R1.2) Components must be simple to be integrated with independent implemen-
tations (open architecture)

Robustness against errors (R1.3) MAS must be robust against unforeseen faults in the CPPS network and 
react dynamically to unexpected situations

Interlinked engineering data/Standardized semantics (R2.1) Workpieces shall be able to specify the production procedure applied to 
them

Interoperability/Standardized communication infrastructure (R2.2) Composed of interoperable components that are interoperable (e.g. device 
and communication models of OPC UA)

Plug and produce availability (R2.3) Each newly connected field device shall receive network connectivity 
without manual intervention

Automated coordination mechanism (R2.4) Possibility of moving software component for process control between 
decentralized control units, while adhering to constraints such as produc-
tion output and availability

Reusability (R2.5) Support component-based engineering, where libraries of reusable compo-
nents are used (e.g. IEC 62,714 “AutomationML” or NAMUR MTP)
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interaction sequences, is required that enables communi-
cation across company borders. This protocol should be 
accepted by the industry, secure, fast and flexible as well 
as simple regarding the structuring of interactions. When 
selecting a communication infrastructure, standardized 
multiplatform support must be assured. Due to the highly 
reactive environment, asynchronous message exchange is 
necessary to handle tasks while waiting for a response and 
also to give priority to a task with higher importance. The 
authenticity of the messages must also be guaranteed by 
encryption.

Additionally, the use of a central communication platform 
as part of the communication infrastructure within the pro-
duction network is advisable. This approach facilitates one-
to-many communications as every participant can monitor 
or subscribe topics of interest and thereby receive all desired 
information (Hoffmann et al., 2016). Fault tolerance can be 
integrated by creating backup instances of central compo-
nents. As an order-controlled production must provide an 
entry point for orders, which usually is a website or a similar 
application, at least this component is usually centralized. 
Further developing this component to provide the neces-
sary functionalities for communication does not significantly 
decrease the overall fault-tolerance of the system.

(R3.2) Standardized semantics: Building on the joint 
communication infrastructure, the semantics of the com-
munication must be defined and known to all participants 
within the production network. This applies to the descrip-
tion of products as well as production capabilities (Platform 
Industrie 4.0, 2017a).

(R3.3) Coordination mechanism: To realize an automated 
configuration of value chains also across companies that 
react dynamically to incoming orders, i.e. changing demand, 
the mechanism that coordinates which facility is producing 
which component must be agreed upon mutually.

(R3.4) Simple configuration of the production network: 
The registration process to the production network must be 
as simple as possible. Prospective participants should not 
have to implement proprietary protocols or learn about com-
plex, unstandardized interaction sequences.

(R3.5) Dynamic/automatic/flexible reconfigurability: A 
production is rebuilt or modified because a new product 
variant is to be manufactured. The control/software relevant 
changes are to be detected and propagated automatically to 
all connected facilities involved.

(R3.6) Plug and Produce for field devices: The adapt-
able factory requires swift solutions to react to changes in 
the plant layout of a CPPS. A new device is automatically 
detected and integrated into the existing network. In an 
adaptable factory, the production components should contain 
a machine-readable, semantically unique self-description of 
their properties and capabilities. This enables (semi-) auto-
matic integration of the production components to achieve a 

production goal and can reduce the manual effort of today’s 
machine operators and service personnel.

(R3.7) Modularization of software and hardware: To 
quickly change the plant setup with a low effort of chang-
ing the corresponding control software, both the hardware 
and the software components must follow a modular design 
approach.

Related work: manufacturing system 
approaches regarding key requirements 
for I40 OCP and AF

To persist in today’s global markets, information must flow 
between all layers of a company and even between collabo-
rating companies. This requires new approaches to com-
munication and production. A common way to access the 
factory floor is using gateways. In (Sauter & Lobashov, 
2011) an overview of suitable high-level protocols to access 
data from automation systems using special gateways is 
presented. In (Sauter & Lobashov, 2011) an overview of 
suitable high-level protocols to access automation data via 
gateways is presented. One possible application of a recon-
figurable sensor interface and gateway is presented in (Tao 
et al., 2014). This work also presents a new design method, 
but only focuses on the lowest layer of the IoT architecture.

In (Girbea et al., 2014) the design process for a SOA 
capable of real-time operation is focused. This is achieved 
using a priori algorithms and is thus not suitable for dynami-
cally changing environments. Other approaches use SOA 
for diagnosis (Calvo et al., 2012) and the concept presents 
a possible architecture and diagnosis algorithms without 
implementation. Another implementation language for 
SOA is IEC 61499, e.g., proposed by (Barata et al., 2008) 
in combination with a message broker. A runtime based on 
a formal mapping between SOA and IEC 61499 is proposed 
by (Delamer & Lastra, 2006). In contrast to other program-
ming languages, IEC 61499 only runs on special hardware 
or with dedicated runtimes. Additionally, reconfiguration 
and behavioral intelligence are accumulated inside a central 
node running on powerful hardware. Other research on new 
approaches by using IEC 61499 as an emerging standard for 
industrial automation is presented in (Vyatkin, 2011).

MAS has also been used and implemented in produc-
tion and logistics environments. For example, Leitao et al. 
(2019) develop a CPS that consists of conveyor modules 
controlled by JADE agents, which reside on Raspberry 
Pis. These agents determine their position within the con-
veyor system themselves. Kovalenko et al. (2019) develop 
a MAS that incorporates planning and exploration of pro-
duction sequences, i.e., the search for appropriate resources 
and the execution of planned operations. In this approach, 
product and resource agents communicate in a flow-like 
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architecture to determine each production operation’s most 
suitable resources. Karnouskos et al. (2020) present how 
the industrial agent is key to realizing industrial CPS. This 
paper presents the author’s view of recent trends and signifi-
cance, with the fundamental facilitating features of agent-
based CPPS. They also assess how the agent definitions, 
development, and solutions have improved over the years 
and where existing efforts may focus. Colombo et al. by 
the EU PERFoRM project, investigated MAS deployment 
opportunities (Colombo et al., 2019), particularly to apply in 
the Reference Architectural Model Industrie 4.0 (RAMI4.0). 
The industrial agent has played a central role in PERFoRM 
scenarios, enabling flexibility, adaptability, and distributed 
control functionalities.

Other work targets the use of MASs in the field of intel-
ligent energy systems or smart grids (Vrba et al., 2014). 
Apart from the manufacturing industry, MASs are also used 
in the process industry, e.g., to control critical processes 
(Metzger & Polakow, 2011). In Barata et al. (2008) another 
concept and implementation for reconfiguration focused on 
challenges of the shop floor, especially addition and removal 
of manufacturing components during runtime is presented. 
Communication is based on JADE, using JAVA and FIPA 
ACL Messages. Thus, automation platform independence 
is limited. The IDEAS project (Onori et al., 2012) uses 
specifically designed and produced boards to bring agent 
technology to lower automation levels. These boards are 
designed to support JAVA. Thus, to deploy this agent sys-
tem, specifically designed hardware must be used. Small 
microcontrollers or other existing automation hardware are 
not supported.

State of the art of agent‑based cpps 
architecture for the industry 4.0

The agent-based approach of this contribution is structured 
based on CPPS requirements and the requirements for I4.0.

MAS logical architecture

An agent-based CPPS requires three basic organizational 
entities, e.g., for discovery purposes: an agent management 
system (AMS), a message transport system (MTS) and a 
directory facilitator (DF) (FIPA, 2002).

The DF is a service that stores agents’ abilities, i.e., the 
production capabilities of a system. All agents register them-
selves with these organizational entities.

Derived from the already existing standard of the Founda-
tion for Physical Agents (FIPA) for MASs, the architecture 
shown in Fig. 1 was developed. All agents of the CPPS are 
connected via a common network, e.g., the global internet. 
To support many different use cases (cp. R1.1), an agent of 

the CPPS can have one of two characteristics: each agent 
that appears in the network of the manufacturing facilities 
represents either the physical system itself or an organi-
zational entity. Such an agent provides diagnosis services 
(diagnosis agent) or introduces production requests into the 
system (product agent) across the CPPS network.

In the first case, the (physical) agent provides access for 
the production system to the virtual world and the CPPS; 
therefore, there are various authors working on different 
MAS-based CPPS architectures. For example, the pattern 
of the Resource Agent (RA) architecture presented by Wan-
nagat (Cruz et al., 2019), offers an agent-based interface for 
equipment in the field control level (see Fig. 2).

The RA is composed of four main modules as part of 
common MAS patterns functionalities (Cruz et al., 2019): 
The Coordination Process, the Communication interface, 
and the Knowledge Base. The Control Module connects 
the plant hardware with the I/Os (sensors and actuators sig-
nals) in order to send the data of the control variables and 
to acquire the measurements from the sensors. A Diagnosis 
Module allows the detection of failures and relates these 
by the RA Status, which communicates the existing situa-
tion by Agent Interaction interfaces. Incoming sensor data 
is processed to detect sensor failures. In this case, the Diag-
nosis Module connects to the Knowledge Base Module that 
specifies the system model to the corresponding equipment. 
Finally, the Planning Module covers local goals and negoti-
ates time schedules for message exchange with other types 
of agents.

As results, a CPPS consists of a varying number of these 
agents, (e.g. Wannagat’s RA networks). In order to support 
the easy migration of existing arbitrary systems to network-
enabled systems (cp. R1.1, R1.2), an agent may be a dedi-
cated part of the automation software as well as separate 
software on separate hardware. It may represent a single 
device as well as several devices. Application, level and 
automation platform independence (cp. R1.1, R1.2), as well 
as migration, are further increased by not setting a default 
for the communication with attached physical systems. Pos-
sible implementations are e.g., field bus protocols, OPC or 
proprietary protocols. To support as many different hardware 
devices as possible, the code that manages communication 
with the physical systems is released in separate communi-
cation modules. This also allows the future implementation 
of further use cases (cp. R1.1).

Agent systems are deployed in a variety of environments, 
interacting with human workers. In order for the operator 
to have trust in the autonomous system, agents must under-
standably communicate their decisions, e.g. why a specific 
adaption in the production process was made by the agent 
or ask the worker beforehand which exact adaptation should 
be made. In addition, agents can provide passive support by 
informing the operator of current and potential future risks 
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as soon as they are detected. Usually, each agent has to refer 
to many inputs and states to make its decision. Therefore, the 
amount of information multiplies by the number of agents 
and their interactions. To visualize the current state of a 
MAS to the operator in an expressive way, three-dimensional 
graphics proved to be suitable (Bockel et al., 2007).

In Fischer et al. (2019) visualization for the layout of the 
agent controlled myYoghurt demonstrator is introduced. 
During operation, the agents send live data gathered from 
the demonstrator to the visualization. This live data can 
include the conveying direction of the currently controlled 
actuators as well as information calculated by the MAS on 
how the identified transport routes are then displayed for the 
plant operator or maintenance employee. This allows the 
operator to distinguish the normal behavior of the MAS from 
possible malfunctions that require operator intervention.

To support a broad variety of hardware automation plat-
forms, a MAS was designed as a lightweight implementa-
tion in the programming language ANSI C in Cruz et al. 
(2018). However, to connect different existing MASs, this 
implementation lacks flexibility. To create a more scalable 
communication network that also supports application inde-
pendence and enables the semantically machine-readable 
description of the exchanged data, the OPC UA standard 
was adopted.

MAS communication infrastructure using OPC UA

In comparison to special self-developed protocol solutions, 
free software projects are well-maintained and arising 
problems are quickly and actively resolved by participating 
developers. Many self-developed solutions also originated 
from a time in which those open-source implementations did 
not yet exist or were lacking the necessary maturity. With 
regards to cross-platform support, OPC UA also supports 
encryption and authentication capabilities out of the box, 
implemented and tested by experts from the community. Due 

to the open and language-independent standard, open-source 
libraries are available for every common programming lan-
guage (R3.1).

Open Source libraries are used by a wide range of devel-
opers. Therefore, there is usually a high-level interface avail-
able which reduces the amount of code required to perform 
frequent functions to a minimum (R3.1). This leads to less 
error-proneness when used by the developer and also short-
ens the time a developer needs to set up a new application.

OPC UA has also been chosen because it provides com-
munication protocols, i.e. semantics and syntax for infor-
mation exchanges, as well as the overall communication 
infrastructure, i.e. transmission of messages and a unified 
information model that is accessible by all participants in the 
network or production facility (Weyrich et al., 2014) (R3.2). 
In addition, OPC UA does not specify which language (e.g. 
JAVA) an application has to use. This allows different imple-
mentations with different (programming) languages to be 
integrated on the same OPC UA server (R1.2). A major 
benefit of OPC UA is that the OPC UA standard is known 
beyond specific implementations and separates information 
modelling from the communication infrastructure (Hoff-
mann et al., 2016) (2.2, 3.2). This enables OPC UA clients to 
search for information without knowing the specific imple-
mentation of the information model (Mahnke et al., 2009). 
As OPC UA is already widely adopted in the industrial con-
text, modern PLCs/ Industrial PCs often already provide an 
embedded OPC UA server (R3.6, R3.7). Some manufacturer 
also allows for editing the UA namespaces of their control-
lers to match specific semantics. Besides, OPC UA makes 
it very easy to control and restrict access to specific data or 
determine certain rights for users (R3.1). As the communica-
tion between participants in the production network for the 
OCP and AF scenarios evolves around order and produc-
tion management activities, the communication speed does 
not have to fulfil hard real-time restrictions, which might be 
hampered by the OPC UA protocol (Weyrich et al., 2014).

Fig. 1   Logical architecture of a 
automation platform-independ-
ent MAS (Cruz et al., 2018)
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Agent‑based planning and decision systems

As shown in “MAS Logical Architecture” section, a pos-
sible collaboration of patterns agents (e.g. between AMSs 
and RAs) is provided by internal components (e.g., Diag-
nosis module) that are independent of other modules (e.g., 
for order planning, Decision Support Systems, etc.). How-
ever, agents for the realization of I4.0 can be parallel to the 
existing agents and can also be integrated into them (VDI/
VDE 2019). Patterns agents that are part of other agents are 
called “sub-agents”, as given in (Cruz et al., 2019). There-
fore, because of the independent and cooperative nature of 
MAS, there are different categories of sub-agents able to 
plan and schedule system tasks individually.

For example, planning systems can be integrated from a 
higher level of decomposed sub-agents with separated func-
tionalities (job scheduling, prognosis, diagnosis agents, etc.) 
into a lower level (shop floor agents)(Salvador Palau et al., 
2019). As given in (Weiming et al., 2006), those sub-agents 
can solve common-planning problems using cooperation 
and negotiation. In the specific case of Decision Support 
Systems (Hess et al., 2008), the benefits of agents can be the 
collection and analyses of data outside of the organization, 
e.g., to project future variances in materials, labor, prices, 
business, overhead, etc., (Sharda et al., 2019). In this case, 
the agents are equipped with specific components to gener-
ate decision-making alternatives allowing externals opera-
tors to focus on relevant variances. Agents can provide an 
automated and cost-effective means making projections and 
creating alternative courses of action (e.g., usually called 
“bots”), as given in (Sharda et al., 2019). Table 2 shows mul-
tiples examples where the use of agents is enabled to support 
planning and scheduling systems based on (Salvador Palau 
et al., 2019), and Decision Support Systems based on (Hess 
et al., 2008). Both works referenced in Table 2 evidenced 
that agents can be equipped with planning and decision-
making elements based on specific task capabilities.

Case of study OCP and AF with the I4.0 
demonstrators

This section presents the application of the OCP and AF 
scenarios in the I4.0 community demonstrator myYoghurt 
in combination with I4.0 demonstrators at HSU and TUM.

Another contribution from the authors in (Vogel-Heuser 
et al., 2020), compares how agent-based systems can meet 
emerging challenges in those I4.0 scenarios. Software agents 
are an option for the realization of such OCP and AF. Due to 
their features, MASs are mostly well appropriate for repre-
senting their I4.0 components and enabling I4.0 interactions. 
Agents in different I4.0 demonstrators can recognize and 
integrate not only the necessary I4.0 scenario languages, 
but also the essential methods for self-organization and self-
optimization in value creation (Vogel-Heuser et al., 2020).

The myYoghurt demonstrator is a joined academic initia-
tive from automation research that implements I4.0 scenar-
ios across multiple universities (Mayer et al., 2013). Within 
the myYoghurt scenario, an agent registers with the coor-
dinator for a specific capability or production process, e.g. 
yoghurt or lid production (Mayer et al., 2013). Subsequently, 
the suppliers of a production step are responsible for the 
fulfilment of an order. Due to this separation of concerns 
within the limited scenario of myYoghurt, a detailed analy-
sis if a certain product can be manufactured by a produc-
tion partner is not necessary, as the registration at the DF 
is sufficient. The coordinator asks for and selects proposals 
from participants within the production network. In con-
trast to (Platform Industrie 4.0, 2017a), where the selec-
tion process is carried out by the regular customer, in the 
myYoghurt scenario the coordinator is not only responsible 
for obtaining suitable offers from production partners, but 
also for selecting the most appropriate offers for inclusion 
in the offer available to the customer. To reduce complexity 
during order creation, the customer, which is in this case, 
the end-user, is not supposed to decide between different 

Table 2   Examples of agent’s task capabilities utilized in planning and decision systems

System Application Example of the agent’s task capability

Planning and scheduling (Sal-
vador Palau et al., 2019)

Job scheduling Shop floor agents enable dynamic job scheduling and other agents negotiate 
and evaluate its optimal cost

Prognosis, diagnosis, and prognos-
tics

An agent can analyze data, e.g. for prognostics of shipboard power systems

Maintenance planning Maintainer agents collaborate to improve maintenance schedule
Task sequencing Machine agents able to optimize tasks, e.g. sequencing operation

Decision support systems 
(Hess et al., 2008)

Data-monitoring An agent can report if any price change crosses given threshold values
Data-gathering Agent identify a supply of manufactured parts at a rational price
Modeling Agents report significant modeling trends, e.g. dollar changes consequences
Preference-learning Agent able to learn a user’s preferences based on its historical data, e.g. bots
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manufacturers or production processes, but the CPPS itself 
by negotiation in between all participating plants. However, 
that requires every participant’s agreement to the algorithm 
that determines how offers are rated within the network. In 
this implementation, the lowest price is the essential crite-
rion for the selection. Possible cost functions can include 
factors like material selection, set-up costs or location of 
production facilities (logistics) as well as trust. Addition-
ally, if the participants of the coordination algorithm stem 
from different companies and use real prices (in contrast to 
transfer prices) the figure has to include the company’s profit 
margin (Gehlhoff et al., 2019). The coordinator also imple-
ments scheduling functions that for example take sequence 
restrictions into account (Weyrich et al., 2014). These have 
a major impact on possible lead times of a product because 
some processes can occur in parallel (yoghurt and lid pro-
duction) while others can be carried out only sequentially 
(yoghurt production and refinement). Communication is 
handled by a client-socket-based protocol, the Joghurt-
Production-Protocol 2 (JPP2) (Mayer et al., 2013), which 
is a lightweight but inflexible XML-based communication 
protocol.

I4.0 demonstrators

For the case study of the scenarios, the demonstrators serve 
as real plants connected by an MAS to form an agent-
based network of production systems. The institutes HSU 
and TUM are equipped with a variety of demonstrators for 
research and education and are close to industrial applica-
tions. The demonstrators address the automation of different 
domains like logistics or process industry. To present both 
scenarios using an MAS, each institute integrates exist-
ing demonstrators with similar capabilities. Overall, the 
production of yoghurt bottles should be considered for the 
two scenarios. For this purpose, each institute integrates a 
demonstrator that produces the actual yoghurt as well as a 
demonstrator that produces the necessary lids for the bottles. 
In addition, each institute provides an intralogistics demon-
strator that links the intralogistics processes with each other. 
Most of these demonstrators are already equipped with agent 
systems from previous research projects. However, as the 
Self-x logistic demonstrator is not yet operated by a running 
agent system, the integration of a new manufacturing plant 
into the agent automation platform is being investigated. The 
used range of demonstrators include the following:

–	 myYoghurt (TUM) A modular material flow and process 
demonstrator for implementing and evaluating differ-
ent control concepts in the field of intralogistics. The 
process technology section of the demonstrator consists 
of a (process) workstation and two filling stations for 
dispensing yoghurt. The demonstrator serves as a test-

bed for research in the field of intralogistics and process 
technology intending to improve the interchangeability 
of components, both software and hardware.

–	 Extended Pick and Place Unit-Demonstrator (xPPU, 
TUM) A production demonstrator, which consists of stor-
age, manufacturing and logistics. Because of its versatil-
ity, the PPU supports various production scenarios of the 
manufacturing domain, such as hardware customization.

–	 Self-x (TUM) A modular Material Flow demonstrator for 
implementing and evaluating different control concepts 
in the field of intralogistics.

–	 MPS500 (HSU) A flexible manufacturing system that 
produces customized air cylinders and thermometers.

–	 PL (Production and Logistics demonstrator) An MAS 
that controls production and intralogistics processes.

–	 MODVA (HSU) A modular process plant that can be con-
trolled by remotely calling different recipes.

These demonstrators differ in many aspects like acces-
sibility through different protocols, modularity or automa-
tion platform requirements. Table 3 shows the result of an 
analysis of these demonstrators and relevant criteria.

The demonstrators were implemented using different plat-
forms (e.g. JADE or C#) and accessibility protocols. This 
drives the need for an automation platform-independent inte-
gration approach that is implemented with OPC UA.

In addition, to integrate multiple production facilities 
within the same production network, a unified communica-
tion platform and front-end (human interaction) are needed, 
which currently does not exist. Security measures are also 
an important factor for robustness that is currently not suf-
ficiently addressed. OPC UA provides these functionalities 
and enables a unified approach to integrate the demonstra-
tors within the same network and also provides comprehen-
sive security measures and common standards (Vargas et al., 
2017).

Summarizing, the case studies are highly related to dem-
onstrators and standard automation platforms from market-
leading automation vendors available in HSU and TUM. 
Still, the MAS of this work becomes an automation plat-
form-independent by the interoperability of OPC UA, as an 
independent service-oriented architecture.

Order controlled production

The OCP scenario was implemented within the myYo-
ghurt research project. It enables the automated control 
of the production facilities, initiated by a customer via a 
web front-end, at the HSU and the TUM. The MPS500, the 
MODVA and the PL serve in this scenario as exemplary 
production facilities that can produce lids (MPS500) and 
yoghurt (MODVA) respectively or organize intralogistics 
activities (PL).
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The implementation is building on a legacy agent-system, 
in which the agents “speak” the already mentioned JPP2, 
including the DF-AMS, coordinator and system agents. 
The DF-AMS combines, in this case, the yellow-page (who 
provides which service) and white-page (addresses of par-
ticipants) services. The coordinator implements the already 
mentioned order management functionalities. Keeping these 
agents and their ability to speak JPP2 makes it possible to 
connect agents that do not possess OPC UA capabilities 
as well. Within this agent-system, the DF-AMS agent is 
equipped with OPC UA capabilities to communicate with 
the OPC UA server and thereby serves as a gateway agent. In 
Fig. 4 the gateway interactions OPC UA—JPP2 are marked 
green and JPP2—OPC UA blue.

The higher-level system agents start the actual produc-
tion by triggering a Manufacturing Execution System (MES) 
that controls the MPS500 and a process control system that 
controls the MODVA. It has been decided to keep the exiting 
low-level control of the production equipment to preserve 
real-time responsiveness (Leitão et al., 2015) and to enable 
the agents to start production processes by triggering the 
existing control components. The P&L demonstrator can 
provide intralogistics functions. However, these require 
additional interactions that are not elaborated here. In (Spin-
dler et al., 2016) this subject is covered in greater detail.

Order management using OPC UA

One of the central components of the OPC UA 
information model for the OCP scenario is the 
“CreateGetOfferMessageObject”-method. The website’s 
OPC UA client uses this method to create nodes for every 
order that the customer has posted via the web front-end. 
The method input is the desired yoghurt configuration. An 
order node then contains every information the agent sys-
tem needs to make on offer. The interactions required for 
the order management are depicted in Fig. 4. The agents 
within the legacy agent-system are requested via JPP2 to 
make offers for those parts of the order that match their spe-
cific capability. OPC UA enables the integration of further 
demonstrators without using JPP2 or adjusting the imple-
mentation of the coordinator or other legacy agents. Agents 

that do not speak JPP2 subscribe the getOfferMessage-Type 
directly and call the createOffer-method to post an offer. This 
offer is routed to the coordinator by using post and subscribe 
functions and the DF-AMS gateway agent, which translates 
the message to JPP2.

The agents in this demonstrator use details of the order 
(e.g. cost of materials and order size) to calculate their costs. 
Afterwards, they calculate prices based on the margin that 
they aim for and additional optimization that includes the 
conditions on the market place and possible synergies (Gehl-
hoff et al., 2019). The coordinator chooses suitable offers to 
create the total offer and determines the total price and deliv-
ery date for the order. This price, as well as the expected 
delivery date, are returned to the customer by setting spe-
cific variables within a separate folder for the specific offer. 
The OPC UA server informs the website’s OPC UA client 
about changes in that folder (realized with an OPC UA sub-
scription); the client reads the new values and manages the 
information of the customer. Upon receiving this feedback, 
which can also be a refusal, e.g. if a required capability is 
currently not available in the production network, the cus-
tomer can decide whether the order is to be produced with 
adjustments, postponed or cancelled. This dynamic pricing 
model reflects the flexible production network configuration, 
i.e. the nature and number of participants, which can result 
in very different production conditions. For example, a large 
number of yoghurt producers represented on the network 
will lead to lower prices as these suppliers will participate 
in price competitions. Another solution would be to use pre-
determined prices or price ranges displayed to the customer, 
for example, suggested in (Platform Industrie 4.0, 2017b). 
However, this is not part of the original myYoghurt getOffer 
configuration, which is used in this approach, and it is also 
less responsive regarding the resulting price that is displayed 
to the customer.

If the customer accepts the offer, the OPC UA client that 
resides at the website will call the “AcceptOfferMethod”. 
This method instantiates a setOrder-message that is read by 
the DF-AMS agent. The DF-AMS again takes care of imple-
menting the JPP2 protocol and sends a “setOrder” message 
to the coordinator. The coordinator then splits the message 
and sends setOrder messages to every agent involved in the 

Table 3   Overview of I4.0 research demonstrators at the research institutes regarding implemented MASs

TUM HSU

My-Joghurt xPPU Self-x MPS 500 PL MOD-VA

MAS/SOA Platform C#, C89, JADE  −   −  JADE JADE SOA
Accessibility (protocols) JPP, FIPA-ACL HTTP, OPC UA - JPP, FIPA-ACL FIPA-ACL OPC UA
Modular HW setup  −   −   +   +   +   + 
Human Inter-action Yoghurt web shop Web interface  −  Yoghurt web shop  −  HMI
Security  −   +   −   −   −   − 
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order to start the actual production. Agents that do not speak 
JPP2 are contacted by creating specific return messages in 
their inbox. Figures 4 and 6 also display where the agents 
connect to the resources they represent (start production). 
After receiving the setOrder-message they take the neces-
sary actions to initiate the production process. This can hap-
pen simultaneously across an arbitrary number of production 
sites, as the agents run on distributed hard- and software.

In the case of the production facilities that are located at 
the HSU, this process is depicted in Fig. 3.

Even-though both production facilities use different soft-
ware to control the production (MES and Zenon Runtime), 
the agents that represent them within the production network 
are to a large part identical. They only need to implement 
the machine-specific behavior or interface to connect to the 
machine. This results in different parameters that are related 
in the “start order” command and different data that has 
to be read (order information). The ubiquitous availability 
of information processing capabilities enables the agents 
to follow decentralized and flexible coordination schemes 
within their factories as well. As outlined in (Gehlhoff & 
Fay, 2020) they can, for example, be connected to work-
pieces and manage the schedules of products and resources 
schedule or connect to a CPS that provides information 
about machine availability etc. (Zhang et al., 2017). This 
kind of information enables the agents to adapt to new cir-
cumstances on the shop floor and thus provide a more robust 
and flexible manufacturing control approach. In addition, as 
indicated in Fig. 6 the production process is usually coupled 
to transportation processes that the agents can coordinate as 
well (see for example (Sundermeier et al., 2019). In addition 
to the general order management functionalities, OPC UA 
enables displaying the current production progress, e.g. by 

connecting embedded OPC UA server from production facil-
ities to the website (marked orange in Fig. 4). Figure 4, bot-
tom part presents a preliminary order schedule for customers 
for approval of price and delivery date before submitting the 
final order. During order creation, the folder OrderNo1001 
is created by the Create Get Offer Message Object-method 
(Fig. 5, upper left part showing the namespace of the appli-
cation). Values generated by the agent system (price, deliv-
ery date) and order status (missing final order confirmation) 
are always available for customers (Fig. 4, upper right part 
customer accept = false).

Configuration of the production network

The agent-based approach based on OPC UA eases partici-
pation of new companies offering their production facili-
ties in the network. They can either register themselves by 
implementing the traditional, direct communication to the 
DF-AMS via JPP2 or OPC-UA. Choosing the first option: 
an agent representing the production facility communicates 
the available capabilities of the production facility to the DF-
AMS agent. As a prerequisite for registration, the agent has 
to know the IP and port combination of the DF-AMS agent 
as well as the semantics and syntax of the JPP2 protocol. 
Choosing the second option OPC UA, the agent representing 
the manufacturing facility could also directly subscribe the 
GetOfferMsgType to receive information about new getOf-
fer-messages on the OPC UA server (see above). Using this 
OPC UA approach, an agent does not have to “speak “JPP2 
explicitly as the.

OPC UA server combined with the DF-AMS gateway 
agent can implement methods that can provide translation 
functionalities. It is important, however, to keep the coordi-
nator agent in the loop as he implements the decision logic 
and selects, which proposals are included in the final offer 
that the customer receives.

However, translation capabilities can also be imple-
mented within the coordinator agent. An abbreviated version 
of a communication architecture that follows this design is 
shown in Fig. 6.

An agent that registers via the OPC UA server must know 
or discover the information model that underlies the message 
types used on the server, the in- and outputs of the necessary 
methods as well as the login data that restricts the access to 
the server, which must be known a priori.

Adaptable factory

While the application scenario OCP focuses on the flexible 
operation of existing plants driven by products in intelligent 
networks, this scenario describes the versatility of a single 
factory through physical transformation.

Fig. 2   Wannagat’s RA pattern identification in (Cruz et  al., 2019). 
CI: Communication Interface, CP: Coordination Process, and, KB: 
Knowledge Base
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Fig. 3   Control flow for the pro-
duction facilities at the HSU

Fig. 4   UML Sequence diagram of interactions within the OCP scenario
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Information Modeling

One major aspect of I4.0 is communication across all 
levels. To meet the challenges of ambiguity in informa-
tion exchange, a common understanding of the messages 
exchanged in the agent network is required. By also detailing 
the interactions between the agents, a rich communication 
workflow is achieved.

This section covers how messages between agents are 
exchanged using the OPC UA protocol and the message 
vocabulary used to make messages interpretable for agents. 
The formalized process description VDI 3683 is used as a 
means of describing the production capabilities. The alloca-
tion of a technical resource to a process operator takes place 
based on various characteristics (e.g. geometry of the input 
and output product, process-related quality characteristics or 
technical data of the resource). By modelling the product, 
process, and resource as I.40 components, they can realize a 
dynamic assignment at runtime through interaction.

Due to the concept of the Digital Factory and the associ-
ated necessity to electronically describe all planning data 
involved in the production process, a three-way division 
into resource, process and product data has proven itself in 
practice (Drath, 2010). All three views are linked with each 
other. With the product, process and resource model (PPR 
model) and the data model of the VDI/VDE 3682 guideline 
for formalized process description, it is possible to describe 
the capabilities of resources in the sense of machines and 
plants as well as the requirements on the production pro-
cess by products. An important feature of the three different 
elements is that they are closely related: A product is pro-
cessed by a resource within a process (Fig. 7). This three-
view concept is a prime example of networked engineering 
data (Schleipen & Drath, 2009). For agents, it serves as a 
recipe for uniformly describing their abilities.

Agents responsible for executing a manufacturing process 
need detailed knowledge of the configuration of the pro-
duction unit they control. This requires the existence of an 
appropriate knowledge base when commissioning the agent. 
Agents with primarily coordinating and monitoring activi-
ties need knowledge about other agents and their condition.

The purpose of the description model is to provide all 
necessary information for the classification of the production 
systems in a semantically uniform way. Ultimately, it should 
enable the agents to derive the corresponding production 
plan or to derive the basic suitability for the fulfilment of 
the inquiry, starting from an inquiry for the manufacture of 
a product.

Adaptions by agents

In adaptable manufacturing systems, several products can 
be manufactured using the same resources. If possible, the 
factory setting is reused for the different products and only 
the action sequences are updated accordingly. In some cases, 
the factory setting may need to be changed. Changes include 
adding or removing resources or changing the location of a 
resource within the factory. It is also possible to use differ-
ent modules of a resource for different products. In order to 
generate action sequences for different products automati-
cally, two aspects must be considered during generation: the 
product description and factory setting. By decoupling the 
software control from the machines, the network of agents 
forms an adaptable architecture that can be flexibly scaled 
regarding the production system’s needs. Coordinating high 
amounts of individual and distributed modules with specific 
interfaces is a challenging task that agents can tackle by 
providing fast communication channels to a multitude of 
automation platforms and establishing networks of intercon-
nected facilities.

Fig. 5   Part of customer interac-
tion and OPC UA namespace
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Modularization of the software in the form of agents with 
the capability to distribute functionalities makes it possible 
to scale the network of production facilities. To meet the 
flexibility requirements of hardware modules, the software 
architecture in an adaptable factory must also be modular. 
By linking agents together, messages or updates can also be 
automatically sent to all using the shared communication 
network. In order to be able to interact with other systems 
that may have a different implementation, a communication 
channel via the OPC UA protocol is selected to unify the 
exchange of information. In addition to the communication 
channel, the type of messages used is also displayed uni-
formly. The capabilities of the individual production sites 
are described by a uniform vocabulary so that all different 
MASs can understand the messages and express themselves 
by using the same vocabulary. The Configuration is updated 
once the agent detects a change in the setup.

An integration agent is responsible for managing the 
network of production facilities. By linking different facili-
ties, it creates a distributed control system consisting of one 
distributed facility. These systems, in particular logistics 
systems, consist of various numbers of modules and can be 
flexibly combined to produce a new type of product or offer 
new functionalities. Within a network of different agents, 
individual configurations can be distributed very quickly. 
Agents can also aggregate different functions due to their 
modular character. In this way, functions can also be dynam-
ically shifted between agent systems and thus react quickly 
to changes in the plant layout. By using agents, the network 
can distribute software modules for controlling the manu-
facturing processes within the MAS.

Coupled by agents that can all exchange information via 
a uniform communication channel, the demonstrators in 
Table 3 form a network that enables adaptation across dif-
ferent granularity tiers. Each demonstrator has a counterpart 
at the other institute, such as for yoghurt or lid manufactur-
ing. Using OPC UA, the agents can communicate even if 
their local system primarily uses a different protocol (e.g. 
JPP2). Within this network, agents can react flexibly to any 
changes in their plant and thus relocate functionalities to 
other facilities by negotiation with other agents or request 
services from them. Using an OPC UA interface, the differ-
ent MASs can also exchange information with each other, 
even if their implementation differs. Agents can also react 
locally to changes in their plant. If a filling station fails at the 
myYoghurt system, the agent system adjusts the routing of 
the workpieces so that the failed unit does not result in the 
system shutting down.

Fig. 6   UML Sequence diagram of interactions within the OCP scenario—coordinator as gateway agent

Fig. 7   Elements of the PPR concept (Schleipen & Drath, 2009)
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As described in "MAS communication infrastructure 
using OPC UA" section each institute has three facilities 
involved in the production of yoghurt bottles (cp. Table 3). 
Except for the Self-x demonstrator, each system is operated 
by an individual agent system. In order to integrate Self-x 
with its logistics services into the network, an independent 
MAS that can manage the control processes of the plant 
was initially set up. For the integration OPC UA was used, 
through which a dedicated agent in the Self-x MAS contacts 
the network and registers himself with his capabilities. After 
registration, the system with all its functions is at the dis-
posal of the network. Therefore, this process of establishing 
contact and capability registration can be considered as an 
agent-based plug & produce process.

In addition to adopting new plants, the agent network can 
also be used to shift assignments of facility configurations 
when a change occurs (e.g. as a result of a failure of a com-
ponent). The agent network can be understood as a collective 
unit of which each demonstrator is a part of. Figure 8 shows 
an example of the physical distribution of the plants and 
how the production configuration can be shifted between 
the institutes as a result of a change of a component’s state. 
The Fig. 9 illustrates the adaption of configurations of the 
agents. For example, the transfer of the ability to produce 
yoghurt from the myYoghurt plant, which is necessary due 
to the failure of one of the two filling stations, can be either 
directly adopted locally to its remaining filling station or 
even relocated to the MODVA plant.

Likewise, the ability to manufacture lids can be shifted 
from the MPS500 agent to the xPPU agent in the event of 

an adaptation. In Fig. 9, the adaption process is illustrated. 
The myYoghurt, xPPU and MPS500 are each controlled via 
the agent architecture presented. Both systems are registered 
with their respective capabilities (PPR) in a central direc-
tory, the DF. A Coordination Agent accepts new orders and 
coordinates them by delegating the production of individual 
sub-products to the appropriate production facilities by com-
paring the order with the capabilities registered in the DF. 
When an order for a yoghurt arrives, a new production order 
is created and forwarded to the agent system. Based on the 
product characteristics and the capabilities stored in the DF, 
the myYoghurt system is selected as a suitable production 
system and receives the production order.

Within the myYoghurt system, the order is assigned to 
a new product agent who coordinates the production, as 
introduced by (Kovalenko et al., 2019). Whenever new lids 
are required to seal the filled yoghurt bottles, a production 
order for lids is sent to the xPPU. If the xPPU reports that 
no lids are currently available, it reports an error back to the 
myYoghurt system. This sends a response to the Coordina-
tion Agent. The Coordination Agent in return compares the 
stored production properties in the DF with the requirements 
for lid production and selects the MPS500 as a suitable alter-
native. The order is now forwarded to the MPS500 with the 
contact information of the myYoghurt system. The agents 
of the MPS500 then start producing lids and report to the 
agents in the MyYoghurt system.

To always be able to provide information on the cur-
rent status of their hardware components, the agents need 
to constantly follow the modifications to the hardware 

Fig. 8   Adaptations of the 
manufacturing process by the 
agent system
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they represent and reconfigure themselves according to the 
changes. The management agent takes over the device man-
agement of the network by keeping track of the respective 
systems and their configuration. This makes it possible to 
automatically reconfigure the configuration after the conver-
sion and to initiate the redistribution of production services.

The software architecture of the agent system responsi-
ble for handling the logistics operations within the myYo-
ghurt plant is depicted in Fig. 10. The Software on each of 
the Programmable Logic Controllers (PLC) contains two 

parts: a classic control program for controlling the hardware 
(controlling the actuators, reading the sensors) and an agent 
system (transport agent and framework). The active frame-
work functions as the central intelligence (coordinator) of 
the entire plant’s agent system, which simultaneously serves 
as the uniform interface to higher-level systems (e.g. Ware-
house Management System, ERP, Databases, etc.).

If the myYoghurt’s conveyor system is modified or 
converted because a new product is required. The sys-
tem and software-related changes must be identified and 

Fig. 9   Adaption procedure for 
lid production of the demonstra-
tors

Fig. 10   Design of the agent-based control architecture for the transportation conveyer of the myYoghurt plant
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automatically transferred to all participating agents. When 
the current layout is changed, two cases are distinguished: 
Adding and removing a conveyor belt. When adding an 
additional conveyor belt to the system, it must be regis-
tered in the MAS and its functionality must be published. 
The registration process is completed in a few minutes 
and is performed by the active coordinator. In order to 
determine the current plant layout, the coordinator needs 
to require the description of the newly added conveyor, 
which it requests from the designated transport agent.

Another advantage of MASs in this context is that addi-
tional services can be integrated with ease into an existing 
MAS. Furthermore, the abilities of agents to make deci-
sions autonomously and to learn from past events lead to 
faster reactions and optimized control. The joint research 
demonstrator myYoghurt embodies such a distributed 
production facility that is powered by agent-based con-
trol applications. Each production facility resides in their 
very own location and communicates with other remote 
systems by the means of a cloud-based agent management 
system that coordinates all registered resources within the 
network.

Due to its application-independent nature, the devel-
oped MAS is open for extensions. Additional arbitrary 
systems can be integrated with ease. In addition, agents 
can introduce new services or products and advertise them 
within the network by the means of their underlying infor-
mation model.

Integrated I4.0 scenarios

The integration of different MASs within a unified architec-
ture enables the System of Systems (SoS) concept (Colombo 
et al., 2013), by joining its previously disjunctive compo-
nents. MAS technologies take advantage of agent-inherent 
characteristics to develop large and complex SoS that exhibit 
modularity, adaptation, reconfiguration, and responsiveness 
to condition changes (Karnouskos et al., 2019; Leitão et al., 
2016).

Such a use case is, for example, the exploration of pos-
sible paths through the system that a product can utilize. 
The result of this kind of search is commonly known as the 
process plan. To determine possible operation or process 
sequences, a coordinator agent (or any other entity respon-
sible for this task) contacts each RA with a request that 
contains the description of the required in and outputs to 
produce a specific product or provide a particular aspect of 
its production. This description, for example formulated in 
the formalized process description (Gehlhoff et al., 2020), 
can be matched against the RA’s capabilities. In case the RA 
can provide the necessary capability, it answers accordingly. 

Otherwise, it can relate the message to further RA’s that 
can, in turn, check if they can contribute to the requested 
task. Note that it is advisable to formulate the requests as 
‘feature-neutral’ as possible, i.e. by stating that a whole is 
required instead of specifying that a drilling process must be 
provided. This enlarges the search space and can improve the 
solution. A product agent (or the coordinator agent) that is 
equipped with the resulting flexible process plan can utilize 
this plan during the scheduling process (Gehlhoff & Fay, 
2020). It can evaluate different possibilities to be manu-
factured, i.e., calculate alternative paths through a graph. 
Besides, it can use the latter during the execution process if 
the preferred route is blocked.

There is also the possibility to provide further function-
alities during the checking of producibility. If the capability 
model of the RA’s is extended by, for example, an algorithm 
that provides the means to check adaptation options (Hoang 
et al., 2019). This enables the MAS to not only check the 
producibility with regards to the current and alternative con-
figurations of the system, i.e. the selection of a specific tool 
in a multi-tool machine. It also provides a means to integrate 
possible adaptations, like for example the enlargement of a 
gripper to handle larger workpieces, into the solution space.

Conclusions and outlook

In this paper, the feasibility to apply MASs for the I4.0 
scenarios OCP and AF was demonstrated. The integration 
of a facility that had not previously been controlled by 
agents required the development of a new MAS in addi-
tion to the integration and involved extensive implementa-
tion effort. Instead of using the domain-specific protocol 
solutions, remote communication channels based on the 
OPC UA standard are implemented. The integration of 
existing agent systems into a common automation platform 
was made possible by uniform OPC UA interfaces. Once 
defined, these interfaces could be quickly implemented for 
each MAS of the individual demonstrators.

By applying OPC UA in combination with an infor-
mation model, the exchanged messages of the agents 
were structured in a semantically interpretable way. An 
enhanced MAS implementation on the myYoghurt auto-
mation platform served as an application example to dem-
onstrate practical applications that fulfil the OCP and AF 
I4.0 scenarios. To provide OCP, it handles the execution 
of flexible production processes of customer-specific prod-
ucts with minimum lot sizes across the network. For the 
AF scenario, the MAS allows for online reconfigurations, 
such as adding or removing parts of a material flow system 
and adapts the production control accordingly to meet the 
requirements of the necessary resource modification.



2039Journal of Intelligent Manufacturing (2021) 32:2023–2041	

1 3

When developing a standalone agent system, it has to 
be kept in mind that the system should be easily accessible 
from the outside or connected to an existing application. 
Furthermore, for retrofitting old MASs the use of stand-
ardized protocols instead of proprietary developments 
facilitates integration in general. When communicating 
between distributed systems, a stable connection is par-
ticularly important to ensure that messages are exchanged 
successfully. In the presented work, the implementation of 
redundant communication channels as well as a request-
response schematic for message exchange increased the 
overall stability and drastically reduced the susceptibility 
to errors.

Consequently, during the implementation of the agent-
based solutions, the following insights emerged, which 
will also be taken into account for future work:

A concise description realized as an interchangeable 
model of the functionality of systems enables easier cou-
pling of applications from different production domains.

A model-based description designed as sequence dia-
grams of the communication and the nature of the mes-
sages the agents exchange shortens the development time 
for integration into other external interfaces.

Finally, future work also should cover the provision 
of the automation platform for further facilities. In addi-
tion to simplifying the adaptation of existing agent-con-
trolled systems to the automation platform, model-based 
approaches will also be investigated to ease the imple-
mentation of MASs from the ground up. To further ensure 
the interpretability of exchanged messages between the 
agents with an increasing number of systems, methods are 
currently being investigated to model the messages using 
a uniform standard, such as eCl@ss or the IEC Common 
Data Dictionary (IEC, 2017).
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