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Abstract

Interviewers have long been identified as a source of error in face-to-face sur-
veys. However, previous studies have typically focused on a single source of
interviewer-related error and single-country cross-sectional surveys. We extend this
literature by investigating the influence of interviewers from multiple dimensions
in the Oesterreichische Nationalbank (OeNB) Euro Survey, a cross-national survey
conducted annually in ten Central, Eastern, and Southeastern European countries.
Using data from ten rounds (i.e., 100 country-years), we first analyze the extent of
interviewer variance in financial literacy measures and how these effects compare
to other questionnaire items. Building on the previous literature, we also evaluate
the stability of these estimates over time and across countries. Second, we apply
several data quality indicators on various dimensions of interviewer-related error
and investigate country-years with particularly exceptional patterns. Finally, we
use a multivariate tree-based outlier detection method (isolation forest) that flags
country-years and interviewers with outlying values and combine it with meth-
ods from the interpretable machine learning literature to identify the respective
exceptional feature values.
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Non-technical summary
Interviewers play a key role in face-to-face surveys. Among others, they are involved
with sampling respondents, contacting respondents and convincing them to participate,
and conducting the interviews. Though interviewers are usually trained to fulfill these
tasks and receive detailed instructions, interviewers may induce errors during sampling,
contacting, and interviewing. These errors can be intentional (i.e., if interviewers ad-
minister only parts of the questionnaire and fill in the rest themselves) or unintentional
(i.e., if respondents are influenced by the interviewers’ appearance) in nature.

In this paper, we analyze interviewer-related errors in the OeNB Euro Survey, an
annual cross-national face-to-face survey. We use data collected over ten years in ten
Central, Eastern, and Southeastern European countries. These data are particularly
valuable since they allow for investigating changes over time and differences across
countries concerning interviewer-related errors.

We first estimate interviewer variability in the responses to financial literacy ques-
tions. As shown by previous research, these questions are particularly prone to inter-
viewer influences as these questions have correct responses and interviewers may help
respondents answer them. We replicate these results in a cross-country and longitudinal
context. Second, we test for the prevalence of (near-)duplicates of interviews within
country-years which may arise from interviewer influences or errors by higher-level
staff. Third, we assess whether interviewers have exceptional daily workloads. Fourth,
we analyze item nonresponse (i.e., the proportion of “Don’t know” or “No response”
responses) in each country-year and estimate corresponding interviewer variability.
Fifth, we investigate the variability of responses within item batteries (i.e., sets of ques-
tions with identical response scales). Lastly, we approximate unit nonresponse bias
by calculating the proportion of female respondents in gender-heterogeneous couples
living in the same two-person household (the expected proportion being 0.5). This
measure has been used to estimate interviewer influences on selection in previous
studies. To combine all the analysis approaches, we rely on a multivariate tree-based
outlier detection approach to flag either country-years or interviewers with exceptional
results.

We find that all measures of interviewer errors vary substantially over time and
across countries. We observe that financial literacy items are particularly prone to
interviewer variability, which holds across countries. For the (near-)duplicate analysis,
we find that one country has exceptional proportions of near-duplicates in several
years. Further investigations reveal that these near-duplicates are restricted to regions
assigned to two field supervisors which are the likely source of the irregularities. Re-
garding daily workloads, we find several implausible workloads in earlier rounds of
the OeNB Euro Survey, likely driven by documentation errors. For item nonresponse
and straightlining, we find substantial variation over time in several countries and
sizeable interviewer variability. Lastly, the unit nonresponse estimates deviate from
0.5 in multiple country-years. The multivariate outlier detection approach serves as a
viable method to efficiently identify suspicious interviewers and country-years.

The results highlight the necessity of quality controls in interviewer-administered
surveys, in particular in cross-country surveys where multiple survey institutes are
involved. For applied researchers, our results emphasize the importance of accounting
for interviewer influences in their analyses.



1 Introduction

Interviewers are an important source of error in face-to-face surveys (e.g., Crespi, 1945;

Kish, 1962). Throughout the survey lifecycle, interviewers can influence survey statistics

in multiple ways, with the sampling (if interviewers are involved), recruitment, and

measurement stages being particularly prone to interviewer influences (West & Blom,

2017). Deviations from sampling instructions induce sampling error, recruiting only

specific respondent subgroups leads to nonresponse error, and influences on responses

lead to measurement error. Intentional interviewer deviations are labeled interviewer

falsification (AAPOR, 2003) and may induce error at all three of these stages (DeMatteis

et al., 2020).

Most research on the role of interviewers on various outcomes has focused on single-

country cross-sectional surveys (e.g., Brunton-Smith et al., 2017; Olson & Peytchev, 2007;

Schnell & Kreuter, 2005; West & Olson, 2010). In recent years, however, the availability of

large-scale cross-national surveys has facilitated analyses on the role of interviewers by

putting their influences into perspective, identifying countries that require more or less

caution concerning interviewers, and identifying correlates of interviewer influences.

These studies include research on interviewer variance in substantive questionnaire

items and biomeasure collection (e.g., Waldmann et al., 2023; Zins & Burgard, 2020),

interviewer variance in data quality indicators such as straightlining or interview

duration (e.g., Loosveldt & Beullens, 2013a, 2017; Vandenplas et al., 2018), interviewer

influences on sample selection (e.g., Eckman & Koch, 2019; Kohler, 2007; Menold, 2014),

and interviewers’ role on data anomalies (e.g., Blasius & Thiessen, 2021). However, none

of these studies have jointly analyzed multiple potential influences of interviewers.

In this study, we investigate the influences of interviewers in the OeNB Euro Survey

from 2012 to 2021, a cross-national survey conducted annually in ten Eastern European

countries. The OeNB Euro Survey is particularly well-suited for investigating the

role of interviewers as 1) respondents are sampled using random route sampling

which requires enhanced interviewer involvement, 2) the development of measures of

interviewer influences can be examined over time and compared between countries,
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and 3) the OeNB Euro Survey contains several questions on financial literacy which are

particularly prone to interviewer variance (Crossley et al., 2021).

Our analysis proceeds in multiple steps. First, we replicate Crossley et al. (2021)

and evaluate to which extent interviewers influence financial literacy measures and

how these effects compare to other questionnaire items, develop over time, and differ

across countries. Second, we apply several measures of data quality (straightlining, item

nonresponse, daily interviewer workload, (near-)duplicates) and investigate country-

years with particularly exceptional outcomes. Finally, we use isolation forests to flag

country-years and interviewers with outlying values based on the data quality measures.

Furthermore, we explore the extent to which interviewer-related errors can impact

substantive analyses.

Our analysis approach and results can serve as a guide for both data users of the

OeNB Euro Survey and researchers interested in evaluating data quality in other surveys.

For data users, our results indicate for which items, countries, and years researchers

should be cautious and may want to implement robustness checks concerning inter-

viewer influences. Researchers studying other surveys may use the proposed analysis

approach as a template to learn about potential sources of interviewer errors that exist

in those surveys. The analysis approach can be easily adapted to other surveys.

2 Interviewers in cross-national surveys

As the literature on interviewers and their role in survey data collection is abundant

(see West & Blom, 2017, for a review), we provide only a brief overview of previous

studies using cross-national data. Note, however, that we repeatedly refer to studies on

interviewer effects in other settings in the methods section.

Loosveldt and Beullens (2013a) focused on the interview length in the 4th and 5th

rounds of the European Social Survey (ESS) and found that interviewers account for up

to 90 percent and 60 percent of the variance, respectively, in both rounds. Loosveldt and

Beullens (2013b) analyzed durations for several questionnaire sections in the 5th round
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of the ESS. Across twelve countries, they find that interviewers account for considerable

variation in the section durations (ranging from 2.5 to 24.8 percent). Loosveldt and

Beullens (2017) investigated straightlining which is the tendency to give identical (or

nearly identical) responses to same-scaled items in an item battery (Yan, 2008) in the 6th

round of the ESS. They find that interviewers account for up to 20 percent of the variance

in their straightlining indicators, although they observe substantial heterogeneity across

countries. Lastly, Vandenplas et al. (2018) jointly consider interviewer variance in

straightlining and the duration of the module containing the respective item batteries.

Using data from the 7th round of the ESS, they find that interviewers explain 8 to 38

percent of the variation in the module duration and 0 to 21 percent of the variation in

straightlining. Given that proportions above 10 percent are rare in the survey literature

(e.g., Groves, 2004), these studies show that interviewer effects in cross-national surveys

can be substantial. Blasius and Thiessen (2021) also used ESS data to identify suspicious

interviewers using Categorical Principal Components Analysis (CatPCA). They identify

several countries and interviewers with anomalous response patterns and find a strong

correlation between their data quality measures and a corruption index.

Another strand in the literature focuses on the role of interviewers on unit nonre-

sponse bias in cross-national surveys. To measure unit nonresponse bias, most studies

rely on internal criteria derived from the survey data that do not require external vali-

dation (Sodeur, 1997, see section 4.2.5 for a detailed description). Kohler (2007) used

data from six cross-national surveys and found that correlates of higher bias (due to

sampling method, backchecking procedures, substitutions) are driven by interviewer

behavior. Menold (2014) and Eckman and Koch (2019) used ESS data and compared

nonresponse bias measures across sampling methods. Menold (2014) found larger

biases when interviewers are more involved in sample selection (i.e., random route

and listing-based samples) and have more leeway to deviate. Eckman and Koch (2019)

showed that more interviewer involvement is correlated with higher bias and is a key

mediator for the relationship between response rates and nonresponse bias.

Several studies also focus on the potential influences of higher-level employees and
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survey institutes by investigating (near-)duplicates and find evidence for manipulations

in several surveys (e.g., Blasius & Thiessen, 2015; Koczela et al., 2015; Kuriakose &

Robbins, 2016; Slomczynski et al., 2017). Although highly similar interviews could

occur for reasons unrelated to data quality (Simmons et al., 2016), accumulations of

nearly identical interviews might indicate copy-pasting parts of, or entire, interviews.

In rare instances, the prevalence and detection of fraudulent interviewers in cross-

national surveys is documented. For example, Yamamoto and Lennon (2018) report

on fabricated data in the Programme for the International Assessment of Adult Com-

petencies (PIAAC) and the Programme for International Student Assessment (PISA)

and Bergmann et al. (2019) report on interviewer falsification in the Survey of Health,

Ageing and Retirement in Europe (SHARE).

The above studies investigate the role of interviewers in face-to-face surveys (with a

particular focus on the ESS) from a variety of perspectives and document substantial

heterogeneity across countries. In the present study, we combine and extend several of

these approaches and use them as inputs to multivariate analysis methods.

3 Data

We use data from ten rounds (2012-2021) of the OeNB Euro Survey which is commis-

sioned by the Austrian central bank (for detailed information on the OeNB Euro Survey,

see https://www.oenb.at/en/Monetary-Policy/Surveys/OeNB-Euro-Survey.html ).

The survey covers Central, Eastern and Southeastern European countries that do not

use the euro as a legal tender: six EU member states (Bulgaria, Croatia, Czech Re-

public, Hungary, Poland, Romania1) and four candidate countries (Albania, Bosnia

and Herzegovina, North Macedonia, and Serbia). The OeNB Euro Survey has been

conducted regularly since 2007 as a face-to-face survey. The target population of the

OeNB Euro Survey is defined as all persons aged 18 and over residing in the territory of

the countries covered by the survey at the time of data collection.

In each of the countries, an Austrian survey organization subcontracts opinion poll

1Slovakia was included in the survey until 2008.
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institutes to conduct the survey. Samples are repeated cross-sections and over time

the same regions and cities are covered. In each country and each survey round, a

sample of around 1,000 individuals is interviewed. National surveys are conducted

by random route sampling of the adult population. For the majority of countries and

rounds, surveys are conducted using computer-assisted personal interviewing (CAPI).

Especially in earlier rounds a share of interviews are conducted via pen-and-paper-

assisted personal interviewing (PAPI). Since 2015, only the Czech Republic, Hungary,

and Poland have conducted some interviews in PAPI mode. Hungary changed to 100

percent CAPI in 2018. Fieldwork is conducted in October and November and takes,

on average, four weeks. The number of interviewers conducting the survey ranges

from less than 30 interviewers to more than 100 interviewers with an average of 70

interviewers (see A1 in the Appendix).

Nonresponse varies across countries and survey rounds. AAPOR RR1 response

rates (AAPOR, 2016) are reported in Table B1 in the Appendix. Note that these response

rates are based on reported disposition codes and are thus subject to reporting errors.

The response rates vary between 10 and more than 80 percent. Within countries, we

observe substantial changes often coinciding with changes in the survey institute.

The survey uses a common questionnaire for all countries, which consists of core

questions on euroization, trust, expectations, and related financial decisions that are

repeated in each round, and flexible special topic modules. For each round, the final

English questionnaire is translated into the national languages of the countries covered

by the OeNB Euro Survey.

The OeNB Euro Survey was initially intended to run for three years only and

has since evolved into a long-term survey project. Therefore, some methodological

changes and data quality controls were introduced and developed over time. For

example, information on the duration of interviews and interviewer IDs have only been

collected since 2012, and further information on interviewers’ survey experience has

been collected since 2017.
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4 Methods

In the forthcoming analysis, we evaluate data quality at the country-year and inter-

viewer level. The latter analysis is conducted year-by-year to facilitate the application

of the approach in future rounds of the OeNB Euro Survey. The subsequent sections

describe the indicators used, their motivation, and their respective aggregation to the

country-year and interviewer level.

4.1 Interviewer variance

Assuming random assignment of respondents to interviewers, respondents interviewed

by the same interviewer might be more similar due to interviewers recruiting similar

respondents or interviewers influencing the measurement (West & Olson, 2010; West et

al., 2013, 2018). While these error types are difficult to disentangle, both lead to inflated

variance estimates. The key variables for our interviewer variance analysis are financial

literacy questions (Lusardi & Mitchell, 2008; Reiter & Beckmann, 2020). Using data from

the German Panel on Household Finances, Crossley et al. (2021) document substantially

higher interviewer variance for financial literacy questions than other survey items.

Interviewers likely know the correct response to financial literacy questions and thus

have additional capacity for influencing respondents. Previous research showed that

interviewer knowledge can influence respondents’ answers (Kerwin & Ordaz Reynoso,

2021). The OeNB Euro Survey contains four financial literacy questions2 on inflation,

interest rates, risk diversification, and exchange rates (see Table 1); the question on risk

diversification was not included in 2017 and 2020. We also generate a financial literacy

score that is the sum of correct responses (without the risk diversification question

to ensure comparability across years). Following previous literature (Crossley et al.,

2021), we code wrong answers, “Don’t know”, and “No response” answers as zero

and correct answers as one. To put the interviewer variance estimates for the financial

literacy questions into perspective, we estimate the interviewer variance for additional

2A fifth question on legal obligations as a guarantor was included in 2018 and 2019. As this does not
allow for assessing developments over time, we refrain from detailed discussions of this question.
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questions, though we exclude several variables (socio-demographic variables, variables

that could be over-filtered, extremely unbalanced binary variables, i.e., at least 80 percent

have the same value, and variables with more than 15 percent item nonresponse). On

average, we estimate the interviewer variance for 50 variables in each country-year. In

line with Crossley et al. (2021)’s findings, we expect the interviewer variance for the

financial literacy questions to be higher than for other variables.

The established approach to estimate interviewer variance is multilevel modeling

(e.g., Brunton-Smith et al., 2017; Davis & Scott, 1995; O’Muircheartaigh & Campanelli,

1998; Schnell & Kreuter, 2005; Sturgis et al., 2021). The model for a continuous survey

measure y is

yijk = β0 + θj + µk + εijk (1)

where yijk is observed for each respondent i nested in interviewer j and primary

sampling units (PSUs) k, β0 is a constant, θj is each interviewer’s effect on y and assumed

to follow a normal distribution with mean zero and variance σ2
θ . Similarly, the PSU

effects µk are assumed to follow a normal distribution with mean zero and variance

σ2
µ. The residuals εijk follow a normal distribution with mean zero and variance σ2

ε .

The interviewer variance is usually denoted by the intra-class (or intra-interviewer)

correlation coefficient (ICC) that is calculated as σ2
θ(σ

2
θ + σ2

µ + σ2
ε)

−1 and denotes the

proportion of variance explained by interviewers. The ICC can be further used to

estimate the variance inflation caused by interviewers using the deff (= 1+ICC(b−1)) or

deft (=
√
deff ) where b denotes the (average) interviewer workload (Kish, 1962; Schnell

& Kreuter, 2005). In our data, respondents were not randomly assigned to interviewers

and the partial interpenetration of PSUs and interviewers is not sufficient to disentangle

their effects in most country-years. Due to the random route sampling approach,

interviews in most PSUs are conducted by a single interviewer (average number of

interviewers per PSUs across all country-years: 1.08) and interviewers often only work

in very few PSUs (average number of PSUs per interviewer across all country years:

1.98). Thus, we use the GPS coordinates of the PSUs and iteratively merge PSUs where
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only one interviewer worked to the closest PSUs until at least two interviewers worked

in each (aggregate) PSU (see Appendix A for more information). Further, we extend

equation 1 by adding multiple control variables (age, gender, education, employment,

household size, town size, nightlight activity, dwelling characteristics, and household

income quintiles) that should adjust for respondent composition differences across

interviewers (Hox, 1994). A detailed description of the control variables is provided in

Table F1 of the Appendix. Interviewer characteristics (age, gender, experience) are not

available for all years. Thus, we will only provide a brief discussion of their significance

in Appendix E.

For binary outcome variables we fit multilevel logistic regression models denoted

as:

log

{
P (yijk = 1)

P (yijk = 0)

}
= β0 +

∑
m

βmxm + θj + µk (2)

As before, yijk is the outcome variable, β0 is a constant, βm are the coefficients for

control variables xm, θj are the random interviewer intercepts with mean zero and

variance σ2
θ , and µk denote the PSU effects with mean zero and variance σ2

µ. Assuming

an underlying logistic distribution for the residuals, the ICC is calculated as σ2
θ(σ

2
θ+σ2µ+

π2

3
)−1. We fit the multilevel linear models using the R package lme4 (Bates et al., 2015)

and restricted maximum likelihood estimation and the multilevel logistic models using

the R package glmmTMB (Brooks et al., 2017), which implements Laplace approximation.

For ordinal outcomes, we fit multilevel ordinal logistic regressions using the ordinal

package (Christensen, 2022). Note, however, that we use multilevel linear models for

the financial literacy score to obtain results comparable to previous literature (Crossley

et al., 2021). We refrain from estimating a single model with countries and years as

higher levels since the control variables might affect the outcomes differently across

countries and are not fully comparable across countries (e.g., the education level).

Country-year level. For the country-year analysis, we derive two indicators from

the interviewer variance analysis. First, we calculate the average ICC for financial

literacy questions. Second, we calculate the average ICC for all other items. To ensure
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Table 1: Financial literacy questions in the OeNB Euro Survey.

Topic Question

Inflation Suppose that the interest rate on your savings account was 4% per
year and inflation was 5% per year. Again disregarding any bank fees
– after 1 year, would you be able to buy more than, exactly the same
as, or less than today with the money in this account?

Interest rate Next, we would like to ask some general questions concerning saving
and borrowing. Suppose you had 100 [LOCAL CURRENCY] in a
savings account and the interest rate was 2% per year. Disregarding
any bank fees, how much do you think you would have in the account
after 5 years if you left the money to grow: more than 102, exactly 102,
less than 102 [LOCAL CURRENCY]?

Risk diversi-
fication

When an investor spreads his money among different assets, does the
risk of losing money . . . - increase - decrease - stay the same?

Exchange
rates

Suppose that you have taken a loan in EURO. Then the exchange
rate of the [LOCAL CURRENCY] depreciates against the EURO. How
does this change the amount of local currency you need to make your
loan installments? The amount of local currency . . . - increases - stays
exactly the same - decreases

Note: Correct responses in bold.

comparability, we only include the items for which all countries fulfill our criteria in the

respective year.

Interviewer level. To identify anomalous interviewers, we predict interviewer

effects from the estimated models. Then, we standardize these predictions for each

variable and country-year and calculate the mean squared error separately for the

financial literacy questions and all other questions for which interviewer variance was

estimated. Again, we only use questions included in all countries in the respective year.

4.2 Indicators of data quality

4.2.1 (Near-)Duplicate analysis

To identify (nearly) identical survey records, we follow Kuriakose and Robbins (2016).

This approach requires calculating the proportion of identical responses between each

observation and every other observation in the dataset and obtaining the maximum

similarity for each observation. Note that high similarities within an interviewer’s

workload indicate interviewer-related errors, whereas similarities across interviewers
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may occur due to collaboration between interviewers (Bergmann et al., 2019; Yamamoto

& Lennon, 2018) or higher-level employees (Blasius & Thiessen, 2015). A key challenge

for the identification of (near-)duplicates is an appropriate threshold of similarity be-

tween two interviews that is unlikely to occur in the absence of data manipulation.

Kuriakose and Robbins (2016) conducted multiple simulation analyses and suggested

using 85 percent as a threshold since maximum similarities in their simulations never

exceeded this value. Simmons et al. (2016) critically evaluated the 85 percent threshold

and found that more observations, fewer variables, and more response options increase

the probability of obtaining high similarities.

We refrain from using a fixed threshold for each country-year and use a mixture

modeling approach to identify interviews with high similarities. For each country-year,

we calculate the maximum similarities and fit mixture models with up to three clusters

to the maximum similarities distribution. Based on BIC comparisons, the mixture model

with the best fit is selected. If the one-cluster model has the best fit, no interviews are

flagged for high similarities. If the two- or three-cluster solution is selected, we flag

interviews who belong to the cluster with the highest average maximum similarity

with more than 90 percent posterior probability to ensure that interviews are flagged

with sufficient certainty. As a further condition, the proportion of flagged interviews

must not exceed 50 percent of the sample size to avoid “normal” interviews being

flagged in cluster solutions with a cluster of low maximum similarities and average

maximum similarities. For calculating the maximum similarities, we follow Kuriakose

and Robbins (2016) and exclude variables with more than 10 percent missings to ensure

that filtering patterns do not drive our results.

Country-year level. For each country-year, we calculate the proportion of interviews

flagged by the mixture modeling approach.

Interviewer level. Similarly, we calculate the proportion of interviews flagged by the

mixture modeling approach. While the likelihood of higher similarities increases with

the interviewer’s workload, flagged interviews indicate suspicious behavior irrespective

of the number of interviews.
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4.2.2 Daily interviews per interviewer

Another previously used indicator for flagging suspicious interviewers is the inter-

viewers’ daily number of successful interviews (Bushery et al., 1999). An interviewer’s

maximum number of successful interviews is restricted by the duration of interviews,

unit nonresponse, the distance between respondents, and their daily working hours.

Exceptionally high values indicate suspicious behavior.

Country-year level. We use the maximum number of daily interviews per inter-

viewer within the respective country-year as an indicator.

Interviewer level. On the interviewer level, we rely on the maximum number of

daily interviews per interviewer.

4.2.3 Item nonresponse

Item nonresponse refers to the prevalence of “Don’t know” and “No response” answers

and is often used as an indicator for respondent satisficing (Krosnick, 1991). However,

multiple studies provide evidence on the impact of interviewers on item nonresponse

(e.g., Pickery & Loosveldt, 1998, 2001; Silber et al., 2021). Previous literature also used

item nonresponse to identify fraudulent interviewers (Schäfer et al., 2005). Falsifiers

might either avoid item nonresponse to avoid raising suspicion (Schäfer et al., 2005) or

produce a lot of item nonresponse as a strategy to reduce effort (Crespi, 1945). Hence,

both extremely high and low shares of item nonresponse are suspicious. We measure

item nonresponse by calculating the proportion of “Don’t know” and “No response”

answers for each interview.

Country-year level. To ensure that questionnaire characteristics do not influence

differences across years, we pool the data from all countries and years and fit a linear

regression with the item nonresponse as a dependent variable and the survey year

as the sole explanatory variable. The country-year level indicator is the country-year

average of the residuals. Furthermore, we dichotomize the proportion of item nonre-

sponse (I[itemnonresponse > 0.05]) and fit separate multilevel logistic regressions as

denoted in Equation 2. We use the estimated ICCs as a separate indicator based on item
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nonresponse.

Interviewer level. Based on the model described above, we use the standardized

predicted interviewer effects as the interviewer-level indicators.

4.2.4 Straightlining

As the second satisficing indicator, we use straightlining which is a widely used indi-

cator of data quality and has been applied to assess both respondent satisficing and

interviewer effects (e.g., Kim et al., 2019; Krosnick, 1991; Loosveldt & Beullens, 2017;

Olbrich et al., 2023). Lower data quality is indicated by a lack of, or low, variance

of responses across same-scaled items since either respondents do not differentiate

between item content or interviewers only ask a few items and fill the rest in themselves.

We use an item battery on trust in institutions and restrict the straightlining indicator to

the items on trust in the government, the police, domestic banks, foreign banks, and

the EU. We apply a binary indicator of straightlining (1 = no variation in responses, 0 =

variation in responses) since the complete lack of variation represents the most severe

response style. Interviews with item nonresponse to at least two of these items are

excluded to ensure that item nonresponse does not influence the results. Note that item

nonresponse itself is analyzed with the indicator described in the previous section.

Country-year level. We follow the same procedure for straightlining as for item

nonresponse. Here, the dependent variable is whether there is any variation within

the trust item battery or not and we calculate the country-year level average of the

residuals. We also fit a separate multilevel logistic regression for each country-year with

the binary straightlining variable as the dependent variable and use the estimated ICCs

as the indicator.

Interviewer level. On the interviewer level, we extract the interviewer-level predic-

tions based on the models described above.
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4.2.5 Internal unit nonresponse bias indicator

While the previous indicators focused on measurement error, the next indicator is an

internal criterion of nonresponse bias as suggested by Sodeur (1997) and implemented

by Kohler (2007). Without appropriate external criteria for evaluating nonresponse bias,

internal criteria are based on sub-group characteristics for which the true population

value is known. The only criteria used in previous research is the proportion of female

respondents in gender-heterogeneous couples living in the same two-person house-

hold. The expected proportion is 50 percent and deviations beyond sampling variance

intervals indicate nonresponse bias. Alternative error sources such as measurement

error or item nonresponse are unlikely to affect the proportion (Kohler, 2007). This

criterion has been widely applied in cross-national studies to investigate both cultural

and methodological sources of nonresponse bias (e.g., Eckman & Koch, 2019; Kohler,

2007; Menold, 2014; Rybak, 2023). In our analysis, we refrain from identifying corre-

lates of nonresponse bias, but use the deviation from 50 percent as an indicator for

interviewer error. The OeNB Euro Survey is particularly prone to such deviations as

previous literature has shown that random route samples tend to have higher deviations

(Eckman & Koch, 2019; Kohler, 2007; Menold, 2014).

A key challenge for this indicator is the identification of gender-heterogeneous

couples living in the same household, which is particularly problematic for repeated

cross-sectional surveys if questions on relevant items change over time. In our case, we

cannot differentiate between gender-heterogeneous and gender-homogeneous couples.

However, Rybak (2023) showed that this problem has a minor influence on the final

measure. Furthermore, before 2018, we do not know whether couples live in the same

household. For the data from 2018 onward, we know that at most three percent of

respondents per round are married or have a partner but live in separate households.

Thus, including couples who live in separate households should have negligible conse-

quences. To ensure that sampling error does not influence the results, we follow Eckman

and Koch (2019) and divide the difference between the proportion and 50 percent by

the standard error (
√

50× 50/n). Note that the described internal measure is only a

13



proxy to unit nonresponse bias in the respective sample as nonresponse bias might

differ across variables and other sample subsets (Kohler, 2007).

Country-year level. The unit nonresponse bias measure is only available on the

country-year level and we use the measure suggested by Eckman and Koch (2019) as

the indicator.

4.3 Isolation forests for outlier detection

While all of the indicators can work as standalone measures to flag suspicious inter-

viewers or country-years, we seek to combine all the measures to identify the most

exceptional cases. Previous methods used to aggregate indicators and identify falsifying

interviewers include summing up z-scores of indicators (Schwanhäuser et al., 2022) or

cluster analysis (De Haas & Winker, 2014, 2016). For the former approach, a case with an

exceptional value for only one indicator might not be flagged because of inconspicuous

values for all other indicators. For cluster analysis, a disadvantage is that we do not

know which of the resulting clusters is suspicious nor do we know why cases were

assigned to specific clusters.

We rely on a tree-based outlier detection method called Isolation Forests (Liu et al.,

2008). To build a single isolation tree, the algorithm randomly selects an indicator x,

samples a value from unif [min(x),max(x)], and splits the sample by this value. These

steps are repeated until every observation ends up in a singular tree branch. Outliers

likely require fewer splits until they are isolated, whereas more common observations

will require more splits as they are closer to other observations. The isolation depth

(i.e., the number of splits until an observation is isolated) describes to which extent

an observation is an outlier. Based on the isolation depth, Liu et al. (2008) derived a

standardized outlier score that simplifies interpretation. Scores above 0.5 indicate that

the observation is an outlier. Combining many isolation trees results in an isolation

forest that allows for calculating average outlier scores and ensures that results are not

determined by a single set of draws. For a more in-depth description of isolation forests,

see Liu et al. (2008). To fit the isolation forests, we use the R package isotree (Cortes,
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2023) and use 1,000 trees for each model.

While the identification of outliers itself can provide valuable insights on data quality

problems, information on why a particular observation is flagged can guide further

in-depth investigations. Therefore, we calculate Shapley values for each observation

(Štrumbelj & Kononenko, 2014). Shapley values are based on a concept from game

theory (Shapley, 1953) and provide each feature’s contribution to the difference between

the observed prediction (or score) and the average prediction (or score) for the entire

sample. This informs us about the indicators that cause the respective case’s outlier

score. An in-depth discussion on Shapley values is provided in Molnar (2022). We use

the R package fastshap (Greenwell, 2021) to calculate the Shapley values.

We fit isolation forests on the country-year level to determine the most exceptional

OeNB Euro Survey samples and on the interviewer level for each year to identify the

most suspicious interviewers. For each analysis, we also calculate Shapley values to

enhance our understanding of exceptional cases.

5 Results

5.1 Interviewer variance

Figure 1 depicts the estimated ICCs for the four financial literacy questions and the

financial literacy score. The estimated ICCs with 95 percent confidence intervals based

on 200 bootstrap replications are provided in Tables G1 to G5. The ICCs for other

survey items are depicted by the grey dots. Only items for which ICCs were estimated

every year for the respective country are included to ensure adequate comparisons

over time (ranging from 11 to 18 items).3 We observe highly heterogeneous ICCs across

financial literacy questions, countries, and years. We briefly discuss the most noteworthy

developments below. In Croatia in 2013, the ICCs are substantially lower than in any

other country and year for all variables. In the fall of 2013, the institute conducting the

3Figure I1 in the Appendix depicts boxplots of the ICC estimate for each country-year to ease the
observation of trends and outliers.
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survey in Croatia changed the interviewer team from full-time employees to part-time

contractual workers, most of whom were very young and inexperienced. The data

collected by this inexperienced and team was of very poor quality with regard to all

indicators analyzed at that time by the OeNB. The subcontract with the institute was

subsequently terminated and in spring of 2014, a new survey institute repeated the

survey that had been conducted in Croatia in the fall of 2013. The low ICCs for Croatia

in 2013 are from the 2014 spring survey conducted by the new institute.4 The ICCs for

Hungary are among the highest for all countries. In particular, the ICCs for the interest

rate question are always above 0.6, indicating substantial interviewer variance. Such

ICCs are driven by a large proportion of interviewers collecting either only correct or

only wrong answers to the respective financial literacy question. Poland is the only

country in which we observe a steady decrease in ICCs over time. In Romania, we

find a similar but less extreme reduction of ICCs in 2016 as for Croatia in 2013. This

drop was also driven by a change in subcontractors. In 2016, the international survey

organization collecting the data in Romania was a candidate for also taking over data

collection in Bulgaria from 2017 onwards. Therefore, the quality of data collected in

Romania in 2016 was undergoing intense scrutiny.

Compared to other survey items, the financial literacy items are most prone to

interviewer variability. Across the 100 country-years, the interest rate question has the

highest ICC in 46 cases, the exchange rate question in 16 cases, the inflation question

in 13 cases, and the risk question in 1 case (out of 76 total cases). In line with Crossley

et al. (2021), we find that ICCs are highest for the inflation rate question and lowest for

the risk diversification question for several countries. Crossley et al. (2021) estimated

ICCs of 0.290 for the inflation question, 0.386 for the interest rate question, and 0.183

for the risk diversification question (multilevel logistic models with controls). For the

literacy score, they estimated an ICC of 0.170. Compared to Crossley et al. (2021), the

ICCs for the inflation question are statistically significantly higher for 32 country-years,

28 country-years for the interest rate question, and 22 out of 80 country-years for the

4See information on methodology at OeNB Euro Survey.
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risk diversification question; note, however, that the bootstrapped confidence intervals

are relatively wide due to the small number of observations in each country-year.5
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Figure 1: Estimated ICCs for financial literacy and other variables across countries and
years.

Concerning the role of regional homogeneity, Figure H1 shows that interviewer

variance plays a more important role than the aggregated PSU variance for the vast

majority of items. Similarly, fitting models with or without the aggregate PSU random

effects (see Figure H2) does not substantially change the interviewer variance estimates

and conclusions drawn from the results (in 17.9 percent of all estimations, the ICC

changes by more than five percentage points).

5As we coded ”Don’t know” and ”No response” values as wrong answers, we also tested whether
excluding these observations leads to different results. While the overall developments remain unchanged,
the ICCs are on average slightly higher across all financial literacy questions (inflation: 5.7 percentage
points higher; interest rate: 6.2 percentage points higher; exchange rate: 5.3 percentage points higher;
risk: 2.1 percentage points higher).
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5.2 Indicators of data quality

5.2.1 (Near-)duplicate analysis

For the (near-)duplicate analysis, Table 2 reports the proportion of interviews flagged by

the mixture modeling approach for each country-year. In total, eight country-years have

more than 10 percent of flagged respondents, Albania accounts for six of these. The most

exceptional country-year is Albania in 2020 with 46.8 percent of flagged observations,

which is also an outlier when the 85%-threshold is considered. These results indicate

that for several years in Albania, large proportions of interviews share an unusually

high number of responses with other interviews.

Table 2: Proportion of observations flagged by mixture modeling approach

Country 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021

Albania 3.56 6.58 2.77 0.00 20.50 24.20 36.60 18.20 46.76 25.87
(5.29) (8.02) (2.19) (0.18) (6.80) (1.60) (14.30) (4.20) (44.17) (19.58)

Bosnia and Herzegovina 6.30 4.36 1.09 2.45 0.00 0.00 0.00 2.80 0.00 0.00
(0.39) (0.00) (0.20) (0.59) (0.50) (0.78) (0.88) (4.60) (4.90) (1.70)

Bulgaria 8.31 1.36 8.96 0.00 0.00 0.00 10.90 0.00 0.00 1.20
(4.30) (1.36) (0.00) (0.29) (0.39) (0.79) (0.60) (1.10) (4.78) (3.99)

Croatia 14.00 0.00 0.00 0.00 0.00 3.17 0.00 0.00 0.00 2.27
(11.70) (0.20) (0.00) (1.50) (4.09) (0.59) (0.00) (0.48) (2.36) (1.38)

Czech Republic 4.46 6.00 2.45 2.74 1.00 2.70 8.30 2.40 0.00 5.30
(3.32) (1.24) (0.28) (3.30) (2.20) (0.00) (1.70) (2.10) (9.70) (6.30)

North Macedonia 3.24 3.39 1.08 0.00 0.00 0.70 0.78 0.00 0.00 1.19
(0.00) (0.00) (0.39) (0.20) (0.00) (0.20) (0.20) (1.19) (3.56) (0.60)

Hungary 2.70 6.50 1.89 9.47 0.00 2.60 5.90 0.00 0.00 3.50
(2.40) (0.60) (1.79) (0.00) (2.90) (1.50) (5.40) (2.90) (7.20) (4.10)

Poland 4.90 6.30 3.29 3.07 0.99 2.79 2.46 0.00 0.80 0.00
(0.90) (5.10) (0.50) (3.07) (3.16) (3.99) (1.57) (2.26) (5.86) (0.20)

Romania 4.78 1.31 1.71 1.15 3.19 0.57 4.35 4.52 0.58 4.91
(0.83) (0.53) (0.85) (1.15) (2.59) (0.57) (3.56) (4.52) (4.87) (5.68)

Serbia 6.34 3.07 8.83 0.00 3.99 0.00 0.00 0.00 0.00 5.95
(6.72) (3.07) (8.83) (1.11) (1.60) (0.30) (0.00) (2.48) (4.17) (2.48)

Notes: Proportion above 0.85 in parentheses.

Due to the exceptional values observed for Albania in 2020, we investigate these

results more closely. First, we analyze whether high matches occur within or between

interviewers. Using all pairs of interviews with maximum similarities equal to or larger

than the minimum value flagged by the mixture modeling threshold, we find that only

1,293 of the 8,176 pairs (15.8 percent) with a maximum match flagged by the mixture

modeling approach share the same interviewer. This indicates that interviewers are

unlikely to be the main source of the high similarities.

Second, we evaluate whether interviews flagged by the mixture modeling approach

are connected and build an adjacency matrix of all flagged interviews. We fill the n× n
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matrix with values xij where xij is 1 if interviews i and j have a similarity equal to

or larger than the mixture modeling threshold and 0 otherwise. Figure 2 illustrates

the connections between interviews for Albania in 2020 using Fruchterman-Reingold

layouts (Fruchterman & Reingold, 1991). Serbia in 2014 and Croatia in 2012 are shown

for reference. For the Serbian sample (90 interviews), the maximum component size is

four with no larger components emerging (network density = 0.015). For the Croatian

sample (140 interviews), we observe a large connected component accounting for 62.9

percent of all interviews, the remaining sample consists of small components (network

density = 0.034). 11 interviewers conducted the interviews in the large component. For

Albania in 2020 (469 interviews), the network (network density = 0.074) consists of four

components of varying size (407, 58, 2, and 2 interviews). Two interviewers working

in the same region account for all interviews in the second-largest component (orange

dots in Figure 2c). 14 interviewers were involved in the largest component (green dots

in Figure 2c). These interviews were conducted in northern regions of Albania with

two supervisors being responsible for all except three interviews. Our results show that

the high similarities did not occur by chance between pairs of interviews but represent

networks of similar interviews. While regional homogeneities could lead to highly

similar interviews, our results (see Table 2) show that high similarities only occurred

from 2016 onwards, coinciding with the change to a new survey institute. Regional

homogeneities should be observed in preceding years as well and should not abruptly

end at the supervisor’s region of responsibility.

Lastly, we investigate the interview start date and time and the interview duration.

In Albania in 2020, 24.3 percent of observations share the same interviewer start date

and time and interview duration with at least one other observation. Given that these

data should be captured automatically, such duplicates are highly unlikely. Indeed, for

other countries in 2020, the maximum proportion is just 3.3 percent. In earlier rounds

(i.e., 2012-2014), however, non-unique timestamps were more common (for example,

38.8 percent in Albania in 2014). As interviews were mostly conducted in PAPI mode in

these years, such cases are likely driven by ex-post filling-in the respective data or a lack
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(a) Serbia - 2014 (b) Croatia - 2012 (c) Albania - 2020

Figure 2: Fruchterman-Reingold layout plots. Each point corresponds to an interview
that has at least one match exceeding the mixture modeling-based threshold. Interviews
that are a match are connected by grey lines.

of guidelines for reporting the start time and duration. The non-unique timestamps in

2020 are exclusively between interviewers. In the most extreme cases, two interviewers

working in different PSUs conducted up to nine interviews starting at the same time

and taking the same time within one day. Combining the paradata analysis with the

duplicate analysis, we find that in Albania in 2020 the proportion of interviews with

a maximum match flagged by the mixture modeling analysis for observations with

a non-unique interview date, time, and duration is 95.1 percent, while it is only 31.2

percent for interviews with unique paradata. For the earlier data, we do not observe

such differences, which indicates that lack of reporting guidelines and ex-post filling-in

could be the main reason for the non-unique data.

5.2.2 Interviewer workload

The distribution of the daily number of successful interviews per interviewer varies

substantially over time and countries. For example, the average number of daily

successful interviews was 9.4 in Bulgaria in 2013 and decreased to 3.9 in 2021. On

the contrary, the average never exceeds 4.5 in Croatia. Generally, the average number

of daily interviews per interviewer decreased over time. In Bulgaria in 2013, some

interviewers had implausibly high workloads of more than 40 completed interviews

per day. Such deviations might arise from technical problems, interviewers sharing
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an interviewer ID, or fraudulent behavior. As the most extreme cases occurred more

than ten years ago, closer investigations of these cases are unfortunately not possible.

Regardless of the reason, these extreme workloads indicate deviations from survey

protocols.

5.2.3 Item nonresponse

The proportion of “Don’t know” and “No response” responses varies substantially both

within and across country-years. The averages vary between 3 to 8 percent in most

countries (see C1 in the Appendix). In some countries and years, the proportions exceed

10 percent, but these values are mostly driven by a few outlying cases with extreme item

nonresponse values. A particularly noteworthy change occurred in Albania, where the

average proportion of item nonresponse dropped from 5.8 percent in 2020 to less than

0.9 percent in 2021. Over time, item nonresponse decreased in the OeNB Euro Survey.

The ICC estimates for item nonresponse are reported in Figure C3 of the Appendix.

With some exceptions, the estimated ICCs vary between 20 and 60 percent. These

consistently high values indicate substantial interviewer variance. Within countries, the

estimated ICCs are rather stable with slight decreases in some countries, while countries

such as Albania, Croatia, Romania, and Serbia have higher variation in the estimated

ICCs. The ICCs above 50 percent are again driven by a very uneven distribution of

item nonresponse across interviewers where most interviewers either rarely or almost

always have item nonresponse shares above 5 percent. In Croatia, we observe the same

pattern as for the ICCs estimated for the survey items (see section 5.1).

5.2.4 Straightlining

In many countries, the proportion of respondents who selected the same response to

the trust items varies around 20 percent over time (see Figure C2 in the Appendix). In

Croatia and Hungary, the share increased since 2017, whereas it slightly decreased in

Bosnia and Herzegovina and Serbia. As for other indicators, Albania is a clear outlier,

both with regard to the variation over time and the level of straightlining. From 2018
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to 2019 straightlining decreased from 48 to 20 percent, increased again to 48 percent in

2020, and decreased to 24 percent in 2021.

In most countries, the ICC estimates for straightlining vary between 20 and 60

percent and none of the countries consistently has ICCs below 20 percent, though

Poland steadily improves over time. In Croatia, we observe the same pattern as for the

interviewer variance in financial literacy and other items and item nonresponse.

5.2.5 Internal unit nonresponse bias indicator

Replicating Kohler (2007), the proportion of female respondents in gender-heterogeneous

households for each country in each year is shown in Figure 3. In Albania, the propor-

tion is around 55 percent from 2012 to 2015, but in 2016 the proportion drops to 40 to

45 percent. Notably, this change was concurrent with a change in the survey institute.

In Bosnia and Herzegovina, values are close to 50 percent from 2012 to 2016, drop to

around 35 percent in 2017 and 2018, and increase again to above 50 percent afterward.

In Croatia, the proportions increase up to 68 percent in 2021, indicating an increase in

bias. In North Macedonia, the proportions are beyond critical values only in the years

2016 to 2019 with values around 60 percent. From 2019 to 2020, the survey institute

changed and the proportions went back to around 50 percent again.

The estimated proportions are broadly in line with previous estimates for other

cross-national surveys such as the ESS. Nonetheless, the patterns observed for Albania,

Bosnia and Herzegovina, North Macedonia, and Croatia suggest problems during

recruitment. Given that interviewers play the most important role in random route

surveys, interviewers are likely the main drivers behind these deviations from 50

percent. Furthermore, the estimates point to the importance of the survey institutes as

switching survey institutes can lead to substantial changes.6

6We also assessed whether the proportion of female interviewers is related to the proportion of
female respondents in gender-heterogeneous households and find a moderate association (Pearson
correlation coefficient: 0.435), which is in line with the “liking” hypothesis that posits similarities in
socio-demographic characteristics increase cooperation rates (Durrant et al., 2010; Groves et al., 1992).
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Figure 3: Share of female respondents in gender-heterogeneous households with two
members across countries and years with confidence interval.

5.3 Isolation forests for outlier detection

The previous sections provide a detailed description of interviewer variance and each

data quality indicator. Here, we evaluate whether isolation forests can enhance the

efficiency of detecting exceptional country-years and interviewers and may guide

researchers during quality controls.

5.3.1 Country-year level analysis

The country-year level analysis is based on nine indicators. In total, ten countries have

scores above the outlier threshold of 0.5 (see Figure J1 in the Appendix). The highest

value belongs to Albania in 2020, followed by Croatia in 2013 and Albania in 2021.

Albania accounts for five of the outliers, none of the other countries are outliers more

than twice. With regard to the survey year, no pattern emerges as at most two outliers
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are from the same year.

While the isolation forest scores highlight country-years that require closer investi-

gation, Shapley values can indicate which indicators are particularly noteworthy in the

respective country-year. The Shapley values for the country-years flagged as outliers

are shown in Figure 4. Higher values indicate that the respective indicator contributes

more to the difference between the observed and the average score. Note that low

values depict that the indicator values are either not anomalous or that other indicators

are more exceptional. The outlying country-years differ widely with regard to the

indicators with the largest contribution. In Albania, several indicators seem to play

important roles, although the (near-)duplicate indicator is the most important in all

years. In Bulgaria in 2013, the extreme maximum daily workload drives the outlier

score. Croatia is flagged due to the ICCs in 2013. For Poland in 2020, Romania in 2016,

and Croatia in 2021, several indicators contribute to the outlying score. Like Croatia in

2013, Romania in 2016 is flagged due to the low ICCs.
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Figure 4: Shapley values for countries with scores above 0.5.
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5.3.2 Interviewer-level analysis

For the interviewer-level analysis, we use six indicators and estimate an isolation forest

for each year separately (see Figure J2 in the Appendix for the distribution of the scores

in each year). As reported in Table 3, the extent to which interviewers from specific

countries have values above 0.5 varies substantially. For example, more than half of

the interviewers working in Albania in 2020 are flagged. In the other countries, the

proportion never exceeds 20 percent.

Table 3: Proportion of interviewers with score above 0.5 from isolation forest analysis.

Country 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021

Albania 5.26 11.90 9.30 2.78 33.33 43.33 45.16 45.16 53.57 27.59
Bosnia and Herzegovina 8.33 6.58 7.81 5.63 2.78 2.63 7.14 4.41 1.49 3.33
Bulgaria 11.48 13.79 17.46 2.70 2.50 4.76 8.65 2.91 2.00 5.94
Croatia 15.07 8.93 1.69 3.17 4.69 3.57 7.69 8.45 2.74 9.21
Czech Republic 6.35 5.77 6.12 10.71 5.56 5.45 9.80 12.00 2.04 14.29
North Macedonia 7.27 4.11 4.35 2.33 1.18 4.44 2.50 1.45 3.70 3.51
Hungary 4.17 7.14 4.81 13.13 4.35 7.77 5.05 5.26 2.00 7.29
Poland 8.86 11.54 6.32 7.22 3.16 11.96 10.64 8.51 9.47 7.78
Romania 8.62 2.73 6.42 9.09 10.67 9.43 10.71 10.96 7.79 8.60
Serbia 14.89 7.41 12.28 9.26 8.45 1.33 5.13 4.00 3.95 13.04

As before, the Shapley values provide more detailed insights into the indicators’

contribution to the respective scores. As an example, Figure 5 shows the Shapley values

for the four interviewers with the highest scores in 2020. Similar to the country-year level

analysis, the most important indicators vary across interviewers. For some interviewers

(i.e., 2, 3, 4) only single indicators drive the outlier scores, for other interviewers (i.e., 3)

several indicators contribute to the outlier score. In both cases, practitioners can use

these insights to investigate the respective indicators and their sources more closely.
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Figure 5: Shapley values for four interviewers with highest scores in 2020.
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6 Impacts on substantive analyses

To explore the extent to which the described interviewer variance and data quality

issues can impact substantive analyses, we take two approaches. First, we focus on the

(near-)duplicate analysis and Albania in 2020 to evaluate the extent to which financial

literacy values differ between flagged and non-flagged observations. Second, we briefly

discuss how interviewer-level clustering affects inference for the most recent OeNB

Euro Survey round (2021).

Table 4 reports the proportion of correct responses for the three financial literacy

questions and the financial literacy score for the observations flagged and not flagged by

the mixture modeling threshold. For the interest rate question, the differences between

both groups are negligible. In contrast, only 3.0 percent of the flagged observations

provided a correct response to the inflation question. For the observations below the

threshold, this share is 48.9 percent. For the exchange rate question, the difference

between both groups is 9.5 percentage points. The financial literacy score differs by 0.35

points which is driven by the large difference for the inflation question.

Table 4: Differences in financial literacy questions for observations below or above
simulated threshold, Albania 2020.

Interest rate Inflation Exchange rate Score N

Not flagged 0.270 (0.019) 0.489 (0.022) 0.238 (0.018) 0.996 (0.042) 534
Flagged 0.281 (0.021) 0.030 (0.008) 0.333 (0.022) 0.644 (0.037) 469
Full 0.275 (0.014) 0.274 (0.014) 0.282 (0.014) 0.832 (0.029) 1003
Notes: Standard errors in parentheses.

Using the deff formula presented in section 4.1 and the data and results from 2021

for the financial literacy score, Table 5 reports the average interviewer workloads, the

ICC, the deff, and the deft. The sizeable variations in interviewer workloads and ICCs

across countries lead to large differences in the deff across countries. Poland has the

lowest deff of 3.68 which implies that the variance is 3.68 times higher than the variance

from a simple random sample. Albania has high values for the average interviewer

workload and the ICC which leads to an extreme design effect of 18.44 and an effective

sample size of around 54. Hence, the interviewer variance leads to substantial variance
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inflation, complicating comparisons across countries or over time.

Table 5: Interviewer effects on financial literacy score in 2021.

Country N Interviewer workload ICC deff deft

Albania 1000 34.483 0.521 18.439 4.294
Bosnia and Herzegovina 979 16.317 0.450 7.896 2.810
Bulgaria 995 9.851 0.417 4.695 2.167
Croatia 1008 13.263 0.539 7.610 2.759
Czech Republic 1000 20.408 0.292 6.667 2.582
Hungary 996 10.375 0.565 6.300 2.510
North Macedonia 974 17.088 0.428 7.887 2.808
Poland 1000 11.111 0.265 3.676 1.917
Romania 1027 10.926 0.275 3.729 1.931
Serbia 1007 14.594 0.467 7.351 2.711
Notes: Interviewer workloads based on sample sizes for multilevel models.

7 Discussion

Interviewers play a key role in face-to-face surveys as their tasks include contacting

respondents, convincing them to participate, and conducting the interviews. However,

all these tasks are prone to errors. In this study, we investigated interviewer effects from

various perspectives in ten rounds of a cross-national survey. First, we estimated the

interviewer variance in various survey items with a special focus on financial literacy

questions and found that the latter are particularly prone to interviewer variability (in

line with Crossley et al., 2021). Second, we implemented several data quality indicators

related to interviewer error (near-duplicates, interviewer workloads, item nonresponse,

straightlining, internal unit nonresponse bias measure) and identified multiple country-

years with suspicious values. To facilitate the efficient identification of outlying cases,

we combined the variance estimates and data quality indicators in an isolation forest

analysis both on the country-year and interviewer level. Using Shapley values, we also

illustrated an approach that can guide applied researchers to potential sources of data

quality issues. Lastly, we showed that the described data quality issues can severely

affect substantive analyses.

While multiple country-years have exceptional patterns for single indicators, Albania
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stands out across most analyses. This finding is emphasized in the isolation forest anal-

ysis where Albania is flagged in five out of ten years for the country-year level analysis

and large shares of interviewers working in Albania are flagged in the interviewer-level

analysis. These findings point to problems during data collection in Albania. Our follow-

up analyses indicate that is a rather local issue related to supervisors. As a consequence,

subsets of the Albanian data have since been excluded from the OeNB Euro Survey.

Further details on how OeNB addressed the data quality issues in Albania can be found

at https://www.oenb.at/en/Monetary-Policy/Surveys/OeNB-Euro-Survey.html. For

other country-years, no sample is as suspicious as Albania, though several interviewers

have suspicious values on one or multiple indicators. In sum, our analysis shows

that interviewer-related errors can severely harm data quality and induce biased and

imprecise survey estimates.

Using ten rounds of data collection allows for observing changes within countries

over time. In repeated surveys, data quality might either increase due to a learning

process or decrease due to acquiring habits harming quality. In our case, only Poland

showed an improvement over time, while we observed no clear changes in other

countries. Our results also highlight the importance of the contracted survey institutes

(Blasius & Sausen, 2023; Blasius & Thiessen, 2015, 2021). In various analyses, we

observed substantial changes when the contracted survey institute in the respective

country changed. Some changes led to improved quality, while others resulted in a

decline. Interviewer-related errors can only be reduced if interviewers are made aware

of standardized guidelines, are thoroughly trained, receive feedback on their work, and

receive recommendations for improving their work (Fowler & Mangione, 1990; Groves

et al., 2004). If these factors are absent or of low quality, interviewer-related errors are

unavoidable and will lower data quality.

Our results are subject to several restrictions. First, the interviewers are not randomly

assigned to regions and respondents. However, we account for (aggregated) PSU effects

and multiple control variables in the multilevel model analysis. Our results suggest

that regional differences or respondent compositions play a minor role. Second, in
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most cases, data were collected years ago which prohibits follow-up investigations for

suspicious cases. Third, in special cases such as Albania, we cannot identify the source

of suspicious data, i.e., whether the interviewer, supervisors, or the survey institute is

primarily responsible.

The results emphasize the necessity of implementing thorough data quality controls

for interviewer-administered surveys. In particular, when data are collected in multiple

countries and researchers cannot observe the contracted survey institute’s work, quality

controls should be conducted during or shortly after the field period has ended to

ensure that potential problems can be corrected.
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A Algorithm for merging PSUs

Algorithm 1 Merging PSUs based on GPS proximity

1: while only one interviewer in at least one PSU do
2: calculate distance matrix of all PSUs
3: subset rows to PSUs where only one interviewer worked
4: find PSU i with shortest distance to another PSU j
5: merge i and j
6: use midpoint between i and j as updated GPS coordinate
7: end while
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Figure A1: Number of interviewers and (aggregated) PSUs in each country-year.
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B Response rates

Table B1: Response rates (AAPOR RR1).

Country 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021

Albania 0.670 0.671 0.699 0.667 0.803 0.534 0.668 0.660 0.635 0.686
Bosnia and Herzegovina 0.626 0.219 0.724 0.745 0.783 0.754 0.717 0.592 0.625
Bulgaria 0.332 0.340 0.364 0.361 0.095 0.401 0.450 0.397 0.429 0.447
Croatia 0.308 0.280 0.299 0.342 0.348 0.351 0.344 0.349 0.326 0.316
Czech Republic 0.523 0.563 0.600 0.588 0.572 0.555 0.559 0.529 0.455 0.468
North Macedonia 0.594 0.576 0.606 0.571 0.525 0.505 0.422 0.455 0.740 0.757
Hungary 0.422 0.408 0.392 0.418 0.429 0.419 0.400 0.383 0.343 0.312
Poland 0.572 0.498 0.417 0.418 0.396 0.359 0.318 0.295 0.271 0.270
Romania 0.807 0.806 0.770 0.800 0.683 0.607 0.747 0.785 0.601
Serbia 0.752 0.729 0.732 0.778 0.685 0.686 0.640 0.597
Notes: For missing country-years, the gross sample size is not available.
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C Item nonresponse and straightlining
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Figure C1: Average item nonresponse across countries and years.
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D Change of survey institute

In a further attempt to assess the extent to which regional differences inflate the vari-
ance estimates, we exploit the fact that four countries switched survey institutes over
time (Albania 2015/2016, Bulgaria 2016/2017, Croatia 2012/2013, North Macedonia
2019/2020). Hence, the set of interviewers was likely exchanged from one round to
another. At the same time, many regions were sampled before and after the insti-
tute change. We restrict the data collected in the year before and after the change to
10km-radius-regions sampled in both years. To estimate the influence of the 10km-
radius-regions, we fit multilevel models with several control variables (age, gender,
education, employment, household size, town size, nightlight activity, dwelling charac-
teristics, and household income quintiles), an indicator for the survey year, and random
effects for the 10km-radius-regions and the interviewers. We calculate the proportions
of explained variance for all questions that were part of both questionnaires and ap-
ply the same restrictions as listed above concerning item nonresponse, filtering, and
extreme response distributions. If the 10km-radius-regions accounted for the majority
of variation in the outcome variables, then the interviewer variance should be close to
zero, while the 10km-radius-regions variance should exceed the interviewer variance.
The main assumptions for this approach are that 1) regional effects are stable over
time, and 2) interviewers were indeed exchanged between rounds and not re-hired
by the new survey institute. We cannot test the former assumption but given that we
only consider a one-year difference, substantial changes are unlikely. To test the latter
assumption, we use data on the interviewer characteristics and merge interviewers from
the pre-change year with interviewers from the post-change year working in the same
region to evaluate whether they share the same characteristics. We restrict this analysis
to Bulgaria and North Macedonia as interviewer characteristics are not available for
earlier years and focus specifically on the interviewers’ age and gender. In Bulgaria,
9 out of 170 interviewer matches (5.3 percent) who worked in the same regions share
the same gender and age (i.e., increased by one between year). In North Macedonia, 9
out of 285 interviewer matches (3.2 percent) share the same gender and age. As some
of these changes may also occur due to random chance, re-hiring seems to play only a
minor role.

D1 provides a summary of the results for the four countries. For Albania, interview-
ers explain on average 31.0 percent of the variation, while the regions explain 1.6 percent.
For Bulgaria, interviewers explain on average 36.0 percent, while the regions explain
2.7 percent. For Croatia, the interviewers explain on average around 14.7 percent, while
regions explain around 0.9 percent of the variance. In North Macedonia, interviewers
explain on average 25.7 percent, regions only 2.0 percent. Thus, the results show that
interviewers play a more important role than the region the interviewers are working in.
However, one variable is subject to substantial regional variation, which is the question
on the time it takes to reach the next bank branch. Since the proximity to the next
bank branch is expected to vary across regions, this is no surprise and validates the
estimation approach. In Albania, the regional effects explain 6.8 percent of the variation,
in Bulgaria 25.4 percent, and in North Macedonia 27.0 percent, while regional effects
are irrelevant for Croatia. Removing this variable before calculating averages results
in the values denoted in parentheses in Table D1. In particular, in North Macedonia
this leads to a substantial decrease in the average explained variance for the regions. In
summary, these results do not suggest that regional homogeneities lead to substantial
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inflation of estimated interviewer variance.

Table D1: Results for switching survey institutes.

Country N pre N post N regions N vars. Mean ICC int Mean ICC region

Albania 738 726 28 43 0.310 (0.303) 0.016 (0.015)
Bulgaria 647 537 37 31 0.360 (0.346) 0.027 (0.018)
Croatia 408 525 17 42 0.147 (0.141) 0.009 (0.009)
North Macedonia 866 836 42 32 0.257 (0.247) 0.020 (0.012)
Notes: Averages without ICCs for time to bank branch in parentheses.
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E Interviewer characteristics

We also investigate the role of interviewer characteristics (age, gender, experience) on
the financial literacy score for the years 2017 to 2021. Figure E1 shows the discrepancy
between ICCs from models with and without interviewer characteristics. In sum, the
differences are minor which suggests that observable characteristics cannot explain
the interviewer variance. Figure E2 shows the coefficients for the three covariates for
all country-years. Interviewer age is positively correlated with financial literacy in
several country-years, for the interviewer gender the coefficients are more mixed, and
interviewer experience does not seem to correlate with financial literacy. These results
are in line with Crossley et al. (2021) who also found that interviewer age is a significant
predictor of financial literacy. The mechanism behind this relationship is, however,
unclear. We tested whether the match between the interviewer and respondent age
(maximum 5 years difference) influences financial literacy scores, but found no evidence.
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Figure E1: Estimated ICCs for financial literacy score with and without interviewer
characteristics.
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Age Female interviewer Inexperienced
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Serbia - 2021
Serbia - 2020
Serbia - 2019
Serbia - 2018
Serbia - 2017

Romania - 2021
Romania - 2020
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Romania - 2017

Poland - 2021
Poland - 2020
Poland - 2019
Poland - 2018
Poland - 2017

North Macedonia - 2021
North Macedonia - 2020
North Macedonia - 2019
North Macedonia - 2018
North Macedonia - 2017

Hungary - 2021
Hungary - 2020
Hungary - 2019
Hungary - 2018
Hungary - 2017

Czech Republic - 2021
Czech Republic - 2020
Czech Republic - 2019
Czech Republic - 2018
Czech Republic - 2017

Croatia - 2021
Croatia - 2020
Croatia - 2019
Croatia - 2018
Croatia - 2017

Bulgaria - 2021
Bulgaria - 2020
Bulgaria - 2019
Bulgaria - 2018
Bulgaria - 2017

Bosnia and Herzegovina - 2021
Bosnia and Herzegovina - 2020
Bosnia and Herzegovina - 2019
Bosnia and Herzegovina - 2018
Bosnia and Herzegovina - 2017

Albania - 2021
Albania - 2020
Albania - 2019
Albania - 2018
Albania - 2017

Estimate with 95% CI

Figure E2: Estimated coefficients for interviewer characteristics in multilevel models
with financial literacy score as the dependent variable.
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F Control variables

Table F1: Description of control variables.

Variable Description

Respondent characteristics
Age Missing for 15 observations across all country-years, which are

excluded from the multilevel analysis. Scaled to mean zero and
standard deviation one for multilevel models.

Gender 0 = male, 1 = female
Education Three categories: No formal/primary education, (Post-)secondary

education, tertiary education. In some country-years, categories 1
and 2 are combined. If the number of missings < 50, these obser-
vations are excluded from the multilevel models. If the number of
missings ≥ 50, a separate “Missing” category is added. In several
country-years, the “No formal/primary education” contains only
a few observations which lead to (quasi-)complete separation in
the multilevel logistic regressions. In this case, these observations
are added to the “(Post-)secondary education”. The correspond-
ing country-years are Albania in 2015 and 2021, Bulgaria in all
years, Romania in 2017 and 2021, the Czech Republic in 2019 and
2021, Hungary, Croatia, and Poland in 2021.

Employment Four categories: employed, self-employed, re-
tired/student/maternity leave, unemployed. If the number
of missings < 50, these observations are excluded from the
multilevel models. If the number of missings exceeds ≥ 50, a
separate “Missing” category is added. In Croatia in 2013, 2016,
and 2021, Serbia in 2019, and Hungary in 2015 the self-employed
were combined with the employed to avoid quasi-complete
separation.

Household characteristics
Household size 4 categories: 1, 2, 3, ≥ 4. In Albania in 2013, 2017, 2018, 2020, and

2021, categories 1 and 2 are merged due to few cases with a single
household member.

Dwelling condi-
tion

2 categories: excellent/good condition, poor condition. Based on
the interviewer’s assessment.

Household
income quintiles

Quintiles based on household income. Separate category for miss-
ings. In Hungary in 2015, Bulgaria in 2020, and Croatia in 2015
categories were combined due to (quasi-)complete separation.

Regional characteristics
Town size 4 categories: 0 - 9,999, 10,000 - 49,999, 50,000 - 99,999, ≥ 100,000
Nightlight activ-
ity

VIIRS nightlight (annual VNL V2) within a radius of 5km around
the random route starting point, source: Earth Observation Group
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H Interviewer and PSU effects
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Figure H1: Interviewer and PSU ICCs for all estimated models across all country-years.
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Figure H2: ICCs in models with and without PSU random effects for all estimated
models across all country-years.
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I Boxplot of ICCs
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Figure I1: Boxplots of ICCs, restricted to variables for which ICCs were estimated in all
years in the respective country.
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J Distribution of isolation forest outlier scores
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Figure J1: Distribution of isolation forest outlier scores, country-year analysis.
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Figure J2: Distribution of isolation forest outlier scores, interviewer-level analysis.
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