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Abstract: Facing the sanctions from the West since the annexation of Crimea in 2014, Russia 

quickly converged to a strong counter-sanction strategy. The US and the EU staggered the 

strengths of sanctions in turns, with the EU first imposing relatively stronger commercial sanc-

tions first and the US relaying with stronger financial sanctions later. Using US-EU-Russia 

sanctions as an example, we develop a multilateral, evolutionary game to capture the strategic 

complementarity between the sanctioners and the sanctionee, as well as the strategic substitut-

ability between the leading sanctioner and the co-sanctioner. In an extended model, the sanction 

technology is introduced to endogenize how sanctions are designed before deployment. The 

model is then calibrated to match the summarized stylized facts, to demonstrate the simulated 

evolutionary paths, and to verify the derived strategic dependence. 

Keywords: Sanction; Strategic Dependence; Evolutionary Game Theory. 
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1 Introduction 

The confrontation between Russia and the West has been one of the thorniest international 

political issues since the Cold War. After the Ukrainian crisis in 2014, sanctions were imposed 

by the United States (US), the European Union (EU), and other counties against Russian indi-

viduals, officials, and businesses. With an alternating rhythm of strengths between the US and 

the EU, sanctions were gradually expanded from entities to sectors and from commercial to 

financial measures (Besedeš et al., 2021). Broader financial sanctions were added since the 

Russian invasion of Ukraine in February 2022, but the effectiveness of sanctions is under ques-

tion (Peksen, 2019a, 2019b). In the timeline of Figure 1 we summarize four stages of sanctions, 

co-sanctions, and counter-sanctions among the three major global powers. 

Figure 1 Timeline of sanctions, co-sanctions, and counter-sanctions 2014-2022 

 

Stage 1 (2014M3) mainly took the form of a travel ban and an asset freeze for a selection of 

Russian citizens involved in the annexation of Crimea. It was led by the US and followed by 

the EU during the annexation, but these mild, basic sanctions failed to stop Russia. In the mean-

time, Russia responded with reciprocal counter-sanctions targeting representative politicians in 

the West (Peksen & Jeong, 2022). Stage 2 (2014M7-2018M2) started with the escalating 
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Donbass war, especially after the downing of MH-17A by a Russian missile. Sanctions were 

soon expanded from commercial entities (e.g., arms, energy, high-tech) to financial institutions 

(e.g., banks, bonds, stocks). As shown in Figure 1, the EU was even more active than the US 

in imposing sanctions at this stage. Meanwhile, Russia retaliated by restricting agricultural im-

ports from the US/EU (Simola, 2014). In this period, Russia underwent a harsh financial crisis 

(2014-2016). The Minsk protocol and Minsk II were signed but neither halted the war between 

Russia and Ukraine. Stage 3 (2018M3-2022M1) begun with the Salisbury poisonings in the 

UK. As a response, the US led another expanded series of commercial and financial sanctions, 

restricting Russian businesses and governments from accessing international financial markets 

(e.g., threatening to cut of Russia from the SWIFT payment system). Russia, suffering from 

the Russia-Saudi Arabia oil price war and the COVID-19 pandemic during this time, had very 

limited counter-sanctions apart from travel bans and diplomat expulsions. Lacking financial 

counter-sanctions, Russia engaged in intermittent military provocations such as Kerch strait 

incident, Black Sea incident, and ultimately invasion of Ukraine to uphold a strong stance. The 

EU, nevertheless, had attempted to restore economic links with Russia (e.g., negotiation of 

Nord Stream 2 between Germany and Russia in 2021). The outbreak of the Russia-Ukraine 

war marked the beginning of Stage 4 (2022M2-now). An intensified wave of sanctions has 

been deployed. The US banned imports of Russian crude oil in March 2022 followed by the 

European Commission in May 2022. Comprehensive financial sanctions, ranging from freez-

ing assets and seizing funds to expelling Russian banks from the SWIFT network, have been 

imposed to Russia individuals and entities. Short of counter-sanctions, Russia shifted its focus 

to military aggression in response. 

The four stages demonstrate distinctive forms and different strengths of sanctions. The initial 

round of sanctions was mild, targeting key politicians involved in the Ukraine crisis. Therefore, 

it took the form of travel bans and asset freezes, so the impact on both sides was limited. It was 

a traditional approach of economic sanctions also imposed on Iran and North Korea to a dif-

ferent extent. The second stage became more serious, witnessing an expanding list of entities 

in strategic sectors in the form of commercial sanctions (e.g., arms, energy, high-tech) and 

financial sanctions (e.g., access to loans, bonds, equity, payment system, etc.) by the US/EU to 

structurally impede economic growth in Russia (Besedeš et al., 2021). The expanded sanctions 

led to a 0.2% further deterioration of Russia’s growth rate (IMF, 2015, 2019) and a 7.4% loss 

of total exports (Crozet & Hinz, 2020). The third stage is a continuation of the second stage, 

but the strength of sanctions is stronger from the leading sanctioner and weaker from the co-

sanctioner, as shown in the frequencies of sanctions from the US (green) and the EU (blue) in 

Figure 1. It suggests strategic substitutability among sanctioners (Joshi & Mahmud, 2020). 

There have been many efforts within the EU to lift sanctions against Russia because the costs 

of sanctions are unbalanced between the US and the EU as well as across member countries 

within the EU. The institutional structure of the EU and conflicting economic interests of 



4 

 

multiple principals make it difficult to impose unanimous sanctions like the US (Weber & 

Schneider, 2020). Coordination failures among sanctioners contribute to the ineffectiveness of 

sanctions, making Russia more reckless in its geopolitics. Every stage starts with a stronger 

push from Russia (Stage 1: Annexation of Crimea, Stage 2: Downing of MH-17A, Stage 3: 

Salisbury poisonings in the UK, Stage 4: Invasion of Ukraine). To better understand how sanc-

tioners and sanctionee interact and how strategies change over time, this paper aims to address 

the following research question: How does strategic dependence affect the effectiveness of 

sanctions in a multilateral, dynamic setting? 

In fact, both economists and political scientists have cast doubt on the effectiveness of interna-

tional sanctions in bringing about desired economic and political consequences (Afanasyev et 

al., 2021). It is argued that sanctions are costly to sanctioners (senders) as well as sanctionees 

(targets), and severe sanctions can even promote nationalism which “lends increased political 

support to the ruling regime” (Kaempfer & Lowenberg, 1988). Modern history provides rich 

examples of ineffectual sanctions, such as the League of Nations sanctions against the Italian 

occupation of Abyssinia in 1930s (Welk, 1937), the United Nations (UN) sanctions against 

South Africa in 1980s (Levy, 1999), and the US sanctions against Iraq in 1990s (Eaton & 

Engers, 1999). Hufbauer et al. (1990) investigate 116 episodes of international sanctions, find-

ing that only one-third of the objectives were achieved. Nevertheless, these studies focus on 

contexts of unbalanced relationship where the sanctioning country has an overwhelming ad-

vantage over the target country. In these studies, sanctionees can only cause regional geopolit-

ical troubles (e.g., Cuba, North Korea), but the sanctioners are either global powers (e.g., the 

US) or international governmental organizations (e.g., the UN). Strategic interactions between 

the sender and the target in these cases are quite different from situations where both sides have 

similar strengths. In recent literature, more attention is shifted to sanctions imposed on global 

powers like Russia (Hufbauer & Jung, 2020; Weber & Schneider, 2020). Our paper belongs to 

one of such type. 

Moreover, most analytical frameworks of sanctions are bilateral, i.e., between one sender and 

one target (Eaton & Engers, 1992, 1999). The public choice model proposed by Kaempfer & 

Lowenberg (1988) elaborates on internal interest groups within the sanctioning country and 

Joshi & Mahmud (2018, 2020) develop a network model with external third parties, but these 

are essentially bilateral models. For political conflicts between global powers like the US and 

Russia, it is inevitable to involve the EU, which has constant geopolitical concerns with Russia. 

Therefore, the story is not only between the sanctioner (US/EU) and the sanctionee (Russia), 

but also between the leading sanctioner (US) and the co-sanctioner (EU)1. Multilateral models 

 
1 The roles of leading sanctioner and co-sanctioner are determined based on sanctioning capacities rather than 

activities. Indeed, the EU is directly exposed to the threat from Russia, and the member countries have greater 

incentives to lead the sanctions (in fact, many sanctions from the EU predate or dominate those from the US). 

Nevertheless, the US has been the de facto leading global power, especially in dealing with Russia since the 
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are common in empirical literature on international trade (Nocco, et al., 2019; Zhou et al., 2021) 

and international finance (Guo & Zhou, 2021), but multilateral models suitable for the context 

of sanctions are rare. Multilateral models with evolving strategic dependence are even rarer. 

International sanctions usually last for years due to the long-term nature of geopolitical con-

flicts. Throughout the lifecycle of sanctions, equilibrium strategies can change substantially. 

After all, sanctions will ultimately end under certain conditions, no matter how strongly the 

senders act (Attia et al., 2020). A static model can only explain a part of the entire sanction 

cycle. To deal with the dynamic feature, we adopt evolutionary game theory applied previously 

to crime deterrence (Cressman et al., 1998) and public goods (Gürerk et al., 2006). 

Therefore, this paper contributes to the literature on sanctions in the following ways. It devel-

ops a trilateral, evolutionary game to capture both multilateral strategic dependence and time-

varying equilibrium in one unified framework. In addition, it endogenizes the sanction tech-

nology to open the black box of sanction deployment. The choice between co-sanction and 

sole-sanction is usually taken for granted in existing literature. Once this decision is explicitly 

modelled, the probabilities of successful sanctions or the strengths of sanctions are also endog-

enously determined. Moreover, by simulations, we qualitatively demonstrate that the model 

can fit the stylized facts of sanctions, co-sanctions, and counter-sanctions in the context of US-

EU-Russia conflicts. This multilateral, evolutionary game theoretical framework can be ex-

tended and applied to a wide range of international political issues. 

The remainder of the paper is organized as follows. Section 2 discusses the methodology of 

evolutionary game theory. In Section 3, the paper develops a trilateral, evolutionary sanction 

game and formally derives the replicator dynamics and strategic dependence of the three play-

ers. Section 4 extends the model with the optimal choice between sole-sanction and co-sanction 

by endogenizing sanction technologies. In Section 5, conditions for strategic complementarity 

and strategic substitutability are verified by simulated evolutionary paths. We find that Russia 

has a stubborn strategy of strong counter-sanctions. The only possible way of coercing Russia 

to give up such a strategy is to raise the costs of counter-sanctions, rather than by raising the 

sanction strength. On the contrary, the US has a temporarily weaker strategy before eventually 

converging to the strong strategy. This is because the strong sanctions of the EU at the begin-

ning of the game are strategically substitutable for the US sanctions. For the same reason, the 

EU gradually gave up the strong strategy and lifted its sanctions as observed in the third stage. 

Section 6 provides some concluding remarks and policy implications. 

 
Cold War. The US has the greatest sanctioning capacity even if the capacity may not be fully used. Thus, we can 

argue that the US is the effective leading sanctioner. Alternatively, we can make leading sanctioner and co-sanc-

tioner flexible roles, rather than two fixed players. Sometimes the US takes the lead, while other times the EU 

takes the lead. So, our model works as long as there are multilateral interactions among these roles. 
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2 Methodology 

Bargaining models are usually used in formal theories of sanctions (Eaton & Engers, 1992, 

1999; Garoupa & Gata, 2002; Lacy & Niou, 2004) since sanctions are viewed as an instrument 

of coercive diplomacy. The purpose of sanctioning countries (the sender) is not to affect the 

ability of the sanctioned country (the target) to take certain actions, but to change the cost-

benefit calculations of the target. These bargaining models of sanctions originate from the lit-

erature of militarized conflicts (Schelling, 1966; Powell, 1996) and ‘hybrid threats’ (Balcaen 

et al., 2022). In this view, sanctions and wars are alternatives in the bargaining processes to 

resolve disputes. However, there are significant differences between sanctions and wars, so 

direct application of bargaining models of wars to sanctions is problematic (Felbermayr et al., 

2021). Specifically, there are three important considerations to be taken.  

First, dynamics. Unlike most wars, sanctions usually last for years (e.g., against Russia) and 

sometimes even decades (e.g., against Cuba and North Korea). Eaton and Engers (1992) de-

velop a sequential bargaining game with infinite horizon and complete information to capture 

the dynamics in strategic dependence. They show how the long-term outcome of sanctions 

depend on time preferences and costs of sanctions, but the model is essentially a static one 

because there is no transition or evolution of equilibrium over time.  

Second, uncertainties. If the game is played into the infinite or indefinite future, the game needs 

to account for the uncertainties in strengths of sanctions and counter-sanctions (Drezner, 1998; 

Eaton & Engers, 1999) as well as the uncertainties in durations of sanctions (Krustev & Morgan, 

2011). Nevertheless, almost all models assume exogenous probabilities/strengths without a 

complete model of sanction technology or sanction deployment.  

Third, multilaterality. The EU is not a unitary but a collective policymaker with heterogeneous 

interests among member countries. A similar but looser relationship exists between the EU and 

the US. It is observed in the third stage that counter-sanctions from Russia (e.g., Nord Stream 

2 between Germany and Russia) made use of the conflicting interests within the EU and be-

tween the EU and the US. Foreign policies are extensions of domestic politics, so intrastate 

bargaining can influence interstate policies like sanctions (Whang & McLean, 2014). This is 

the foundation for the so-called “smart sanctions”—to raise discriminative costs of the most 

influential parties in the target country instead of broad sanctions (Lepez, 2002; Drezner, 2011; 

Ahn & Ludema, 2020). However, existing models are essentially bilateral because interactions 

between the US and the EU are not explicitly described. 

To capture all the desired features (dynamics, uncertainties, and multilaterality), we adopt Evo-

lutionary Game Theory (EGT) to model the sanction game among the US, the EU and Russia. 

EGT bridges concepts from evolutionary biology, nonlinear dynamics, and game theory 
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(Cressman, 1995). In an evolutionary game, players are interpreted as populations of animals 

or individuals, and probabilities in a mixed strategy of a player are interpreted as shares of the 

population (Smith, 1982). Individuals within the same part of the population play the same 

pure strategy. The main “solution” concept is Evolutionary Stable Strategy (ESS) developed 

by Smith & Price (1973). A strategy 𝜎 is evolutionarily stable if and only if, for other strategies 

𝜎′, the payoff function 𝑈(∙) satisfies: 

 𝑈(𝜎|𝜎) > 𝑈(𝜎′|𝜎), or [1] 

 𝑈(𝜎|𝜎) = 𝑈(𝜎′|𝜎) and 𝑈(𝜎|𝜎′) > 𝑈(𝜎′|𝜎′) [2] 

In other words, the ESS is preferred to alternative strategies regardless of opponents’ strategies. 

Therefore, an ESS is always a Nash equilibrium, and any strict Nash equilibrium is also an 

ESS. However, not all weak NEs are ESS. In fact, all games have an NE if mixed strategies are 

allowed, but EESs do not always exist (Taylor & Jonker, 1978; Hofbauer et al., 1979). To justify 

the use of EGT in the context of sanctions, let us compare evolutionary games and traditional 

games in terms of both assumptions and solutions. 

On the one hand, traditional game theory imposes the so-called hyperrational assumption on 

players in that it requires all players to have a well-defined, consistent set of preferences and 

common knowledge (Smith & Price, 1973). However, the strong rationality assumption and 

the common knowledge assumption do not describe actual human behavior (Sugden, 2021; 

Lahav, 2015). As a result, traditional game theory is essentially a static analysis, because play-

ers with hyperrationality can solve the sophisticated equilibrium in one go. In contrast, the EGT 

does not require hyperrational assumption—it can even successfully explain biological behav-

iour of animals. It provides a general approach to linking the learning rules used by individuals 

at the micro level with the dynamics describing changes in the population at the macro level 

(Sandholm, 2010). Therefore, EGT is a dynamic theory which can capture players’ observa-

tions of opponents’ behaviour, learning from these observations, and adaptively making the 

best move in response to what has been learned. This feature is suitable for capturing the evolv-

ing strategies of the US, the EU, and Russia throughout the entire course of sanctions. 

There are two difficulties associated with the solution of traditional games—Nash equilibrium. 

First, some games do not have pure strategy Nash equilibrium at all (e.g., the game of matching 

pennies). To solve this difficulty, the concept of mixed strategy Nash equilibrium is usually 

used, but the interpretation of mixed strategy is non-intuitive for one shot games. The EGT, by 

contrast, resolves this difficulty by interpreting mixed strategies as dynamic population shares 

or the voting shares in the context of sanctions. Second, some games have multiple pure 
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strategy Nash equilibria, making the model solution indeterminant. The traditional game theory 

literature has produced numerous refinements to the concept of Nash equilibrium. However, 

there have been so many refinements that the problem has shifted from choosing among mul-

tiple Nash equilibria to choosing among multiple refinements. The EGT is one such refine-

ments, but it provides a natural selection approach to choosing among Nash equilibria from an 

evolutionary perspective (Samuelson, 1997). It makes better sense in the context of interna-

tional politics because most countries (e.g., the US, the EU, and Russia) have more than one 

major political party with different policy stances. The decisions on sanctions, co-sanctions, 

and counter-sanctions are obviously subject to the political negotiations among conflicting par-

ties within each country (Corda, 2022).  

Given the two advantages of the EGT over traditional game theory models, we will develop a 

trilateral, evolutionary sanction game in the next section to capture the dynamics of strategic 

dependence among the leading sanctioner, the co-sanctioner, and the sanctionee. To our 

knowledge, this is the first evolutionary game theoretical model of sanctions in the literature. 

To keep things simple, we will first assume exogenous strengths of sanctions and co-sanctions 

and then introduce the sanction technology to endogenize them.  

The model developed in this paper has a great potential to explain a wide range of issues in 

geopolitical and global politics, because international conflicts are seldom bilateral or short-

term. Arguably, although a trilateral game is the simplest multilateral game, the structure of the 

analytical framework is generalizable to any number of players. There may be more than three 

players in the game, but there are usually only three possible roles: leading sanctioner, co-

sanctioner, and sanctionee. One ready application of the same framework is the sanctions and 

counter-sanctions between Israel and Iran, where the US is part of the sanction game too. An-

other example is between the US and China, where the EU acts as a co-sanctioner. 

3 The Sanction Game: Decisions on Sanction Strategies 

In the trilateral sanction game, there are three players (𝑖 = 𝐼, 𝐼𝐼, 𝐼𝐼𝐼):  

• Player I: Russia (the sanctionee) 

• Player II: The EU (the co-sanctioner) 

• Player III: The US (the leading sanctioner) 

It is a simultaneous game played repeatedly without a definite time horizon. The status quo at 

the beginning of the game is that Russia seized some illegal claims (i.e., Crimea annexation), 

denoted as 𝑀 > 0. The US lead sanctions with the EU to coerce Russia to give up or at least 

reduce its illegal claim. Each player can choose a weak strategy (denoted as 0) or a strong 

strategy (denoted as 1) or a mixed strategies (denoted as 𝑥, 𝑦, 𝑧 ∈ (0,1) for the three players 
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𝐼, 𝐼𝐼, 𝐼𝐼𝐼) to maximize its objective function or net benefit. If sanctions from the US or/and the 

EU are successful, the benefit received by Russia will be reduced by 𝑑𝐼𝑀. Nevertheless, sanc-

tions may fail. The probabilities of successful sanctions are denoted as 0 ≤ 𝑃 ≤ 1 for the US 

and 0 ≤ 𝑄 ≤ 1 for the EU, respectively. 𝑃 and 𝑄 are measures of strengths of sanctions and 

co-sanctions. Note that 𝑃 can take two values 𝑃0 and 𝑃1, depending on whether the weak or the 

strong strategy is adopted by the sanctioner.  

For player I (Russia), if the weak strategy is chosen (𝑥 = 0), Russia gives up the illegal claim 

and ends up with zero benefit (𝑀 = 0) and zero cost (𝐶𝐼 = 0). Technically, the assumption of 

zero cost is to make calibration simpler, but the qualitative conclusions are robust as long as 

the cost is smaller than that under the strong strategy. Theoretically, according to the Audience 

Cost Theory (e.g., Kertzer and Brutger, 2016), audiences can punish leaders both for being 

inconsistent, and for threatening to use force in the first place. Therefore, the reputation cost of 

“losing face” can be substantial to Putin, but it is still smaller compared to the real costs such 

as financial loss, human loss, and political loss if a strong strategy is wrongly played. 

If the strong strategy is followed (𝑥 = 1), Russia applies tit-for-tat counter-sanctions against 

the sanctioners/senders. The total cost of counter-sanctions is equal to 𝑎𝑀 + 𝐶𝐼, where 0 ≤

𝑎 ≤ 1 is the marginal cost and 𝐶𝐼 > 0 is the fixed cost of counter-sanctions. The benefits of 

Russia’s pure strategies are: 

𝑈𝐼(1) = (1 − 𝑃)(1 − 𝑄)𝑀 − [1 − (1 − 𝑃)(1 − 𝑄)]𝑑𝐼𝑀− (𝑎𝑀 + 𝐶𝐼)  [3]A 

𝑈𝐼(0) = 0  [3]B 

For player II (EU), if it adopts the weak strategy (𝑦 = 0), then only basic sanctions are imposed 

(e.g., asset freeze, entity list). If the strong strategy is chosen (𝑦 = 1), then the EU applies 

strong co-sanction measures at a fixed cost of 𝐶𝐼𝐼. There are two possible outcomes. If inter-

ventions (from both the EU and the US) are successful, then the EU will receive a benefit of 

𝑏𝑀 regardless of its contribution. If interventions fail, then the benefit is 𝑟𝑀 (𝑏 > 𝑟) regardless 

of its contribution. In the case of successful interventions without EU’s strong sanctions, a 

political cost of 𝑑𝐼𝐼𝑀 will be requested by the US. The benefits of the EU’s pure strategies are: 

𝑈𝐼𝐼(1) = 𝑄𝑏𝑀 + (1 − 𝑃)(1 − 𝑄)𝑟𝑀 − 𝑃(1 − 𝑄)𝑑𝐼𝐼𝑀− 𝐶𝐼𝐼  [4]A 

𝑈𝐼𝐼(0) = (1 − 𝑃)𝑟𝑀 − 𝑃𝑑𝐼𝐼𝑀  [4]B 
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For player III (US), if the weak strategy is adopted (𝑧 = 0), only basic sanctions (e.g., assets 

freeze and entity list) are implemented. Denote the probability of successful sanctions as 𝑃0, 

which can be interpreted as the strength of sanctions of the US against Russia. If the strong 

strategy is used (𝑧 = 1), the US expands economic sanctions from individual to commercial 

and financial dimensions. The corresponding probability of successful sanctions is 𝑃1. Note 

that 𝑃1 is not necessarily greater than 𝑃0, because the outcome depends on complicated actions, 

reactions, and interactions among the three players. The benefits of the US’s pure strategies 

come from the reduction of the benefit from the sanctionee (𝑑𝐼𝑀) and the reduction of the 

benefit from the co-sanctioner (𝑑𝐼𝐼𝑀): 

𝑈𝐼𝐼𝐼(1) = [1 − (1 − 𝑃1)(1 − 𝑄)]𝑑𝐼𝑀 + 𝑃1(1 − 𝑄)𝑑𝐼𝐼𝑀 −𝑄𝑏𝑀 − (1 − 𝑃1)(1 − 𝑄)𝛾𝑀 − 𝐶𝐼𝐼𝐼  [5]A 

𝑈𝐼𝐼𝐼(0) = [1 − (1 − 𝑃0)(1 − 𝑄)]𝑑𝐼𝑀 + 𝑃0(1 − 𝑄)𝑑𝐼𝐼𝑀 − 𝑄𝑏𝑀 − (1 − 𝑃0)(1 − 𝑄)𝛾𝑀  [5]B 

Note that 0 < 𝛾 < 1 is the negative effect of annexation of Crimea to the US if Russia gets 

away with it, and 𝐶𝐼𝐼𝐼 > 0 is the fixed cost of implementing comprehensive economic sanctions. 

Table 1 summarizes the payoff matrix of the three-player game. There are 8 payoff profiles 

(indicated by the superscripts) for the three players (indicated by the subscripts). Table 2 lists 

the payoffs of the three players in the 8 scenarios. 

Table 1 Payoff matrix of the trilateral sanction game 

 

Table 2 List of payoffs in different scenarios 
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3.1 Replicator Dynamics of the Sanctionee 

Now let us derive replicator dynamics of the strategies of the sanctionee (Russia), the co-sanc-

tioner (EU), and the leading sanctioner (US). Replicator dynamics captures the evolutionary 

idea of selection based on fitness in EGT. It describes how a strategy converges (or diverges) 

over time. Only the convergent strategies are evolutionarily stable (ESS). 

The replicator dynamics of Russia’s mixed strategy (𝑥) at time 𝑡 can be written as: 

�̇� ≡
𝑑𝑥

𝑑𝑡
= 𝑥(𝑈𝐼(1)̅̅ ̅̅ ̅̅ ̅ − �̅�𝐼) = 𝑥(1 − 𝑥)Φ𝐼, where: [6] 

𝑈𝐼(1)̅̅ ̅̅ ̅̅ ̅ = 𝑧[𝑦𝐹𝐼
(1) + (1 − 𝑦)𝐹𝐼

(2)] + (1 − 𝑧)[𝑦𝐹𝐼
(3) + (1 − 𝑦)𝐹𝐼

(4)]  [6]A 

�̅�𝐼 = 𝑥𝑈𝐼(1)̅̅ ̅̅ ̅̅ ̅ + (1 − 𝑥)𝑈𝐼(0)̅̅ ̅̅ ̅̅ ̅ = 𝑥𝑈𝐼(1)̅̅ ̅̅ ̅̅ ̅  [6]B 

Φ𝐼 ≡ 𝑀{1 − 𝑎 + [(1 − 𝑦𝑄)(1 − 𝑃0 − 𝑧(𝑃1 − 𝑃0)) − 1](1 + 𝑑𝐼)} − 𝐶𝐼  [6]C 

Therefore, if Φ𝐼 = 0, then Russia always keeps its initial strategy whatsoever since �̇� = 0. In 

general, if Φ𝐼 ≠ 0, then imposing the steady state condition �̇� = 0 on equation [6] results in 

two stationary points, i.e., 𝑥 = 0 and 𝑥 = 1. To investigate the evolutionary stationarity of the 

two points, take derivative of [6] with respect to 𝑥, we have 
𝑑�̇�

𝑑𝑥
= Φ𝐼(1 − 2𝑥). There are two 

possibilities: 

• If Φ𝐼 > 0, then 
𝑑�̇�

𝑑𝑥
|
𝑥=0

= Φ𝐼 > 0 and 
𝑑�̇�

𝑑𝑥
|
𝑥=1

= −Φ𝐼 < 0, so 𝑥∗ = 1 (strong) is ESS. 

• If Φ𝐼 < 0, then 
𝑑�̇�

𝑑𝑥
|
𝑥=0

= Φ𝐼 < 0 and 
𝑑�̇�

𝑑𝑥
|
𝑥=1

= −Φ𝐼 > 0, so 𝑥∗ = 0 (weak) is ESS. 

The key determinant of replicator dynamics is Φ𝐼, which describes the evolution speed towards 

the ESS. Now let us investigate the factors that affect Φ𝐼. For the sanctionee, we are more 

interested in when a weak strategy is the ESS, so we focus on the case 𝑥∗ = 0. 

Proposition 1. The sanctionee is more likely to give up on its illegal claims if the sanctioner 

and the co-sanctioner have stronger strengths in sanctions (𝑃0, 𝑃1, 𝑄). 

Proof of Proposition 1. The probability distribution of 𝑥 = 0 can be obtained by integrating 

the condition Φ𝐼 < 0. Combined with the definition in [6]C, we have: 

Pr(𝑥∗ = 0) = Pr(Φ𝐼 < 0) = Pr (𝑧(𝑃1 − 𝑃0) > 1 − 𝑃0 −
𝐶𝐼
𝑀
+𝑎+𝑑𝐼

(1+𝑑𝐼)(1−𝑦𝑄)
)  [7] 
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There are two cases to discuss. If 𝑃1 > 𝑃0, then [7] can be written as: 

Pr(𝑥∗ = 0) = 1 − Pr(𝑧 <
1−𝑃0

𝑃1−𝑃0
−

𝐶𝐼
𝑀
+𝑎+𝑑𝐼

(1+𝑑𝐼)(1−𝑦𝑄)(𝑃1−𝑃0)
)   

Pr(𝑥∗ = 0) = 1 −∬ [
1−𝑃0

𝑃1−𝑃0
−

𝐶𝐼
𝑀
+𝑎+𝑑𝐼

(𝑃1−𝑃0)(1+𝑑𝐼)(1−𝑦𝑄)
] 𝑑𝑥𝑑𝑦

1

𝑥,𝑦=0
   

Pr(𝑥∗ = 0) = −
1

𝑄
ln(1 − 𝑄)

𝐶𝐼
𝑀
+𝑎+𝑑𝐼

(𝑃1−𝑃0)(1+𝑑𝐼)
−

1−𝑃1

𝑃1−𝑃0
   [8] 

If 𝑃1 < 𝑃0, then [7] can be written as: 

Pr(𝑥∗ = 0) = Pr (𝑧 <
1−𝑃0

𝑃1−𝑃0
−

𝐶𝐼
𝑀
+𝑎+𝑑𝐼

(1+𝑑𝐼)(1−𝑦𝑄)(𝑃1−𝑃0)
)   

Pr(𝑥∗ = 0) = ∬ [
1−𝑃0

𝑃1−𝑃0
−

𝐶𝐼
𝑀
+𝑎+𝑑𝐼

(𝑃1−𝑃0)(1+𝑑𝐼)(1−𝑦𝑄)
] 𝑑𝑥𝑑𝑦

1

𝑥,𝑦=0
   

Pr(𝑥∗ = 0) = −
1

𝑄
ln(1 − 𝑄)

𝐶𝐼
𝑀
+𝑎+𝑑𝐼

(𝑃0−𝑃1)(1+𝑑𝐼)
−

1−𝑃0

𝑃0−𝑃1
   [9] 

The two cases [8] and [9] can be succinctly combined in one equation: 

Pr(𝑥∗ = 0) = Pr(Φ𝐼 < 0) = −
1

𝑄
ln(1 − 𝑄)

𝐶𝐼
𝑀
+𝑎+𝑑𝐼

|𝑃1−𝑃0|(1+𝑑𝐼)
−

1−max{𝑃0,𝑃1}

|𝑃1−𝑃0|
   [10] 

The full proof of 
𝜕 Pr(𝑥∗=0)

𝜕𝑃0
> 0 and 

𝜕Pr(𝑥∗=0)

𝜕𝑃1
> 0 is provided in the Appendix. The positive 

effect of 𝑄 on Pr(𝑥∗ = 0) is relatively straightforward, so is provided here. 

𝜕Pr(𝑥∗=0)

𝜕𝑄
=

𝐶𝐼
𝑀
+𝑎+𝑑𝐼

|𝑃1−𝑃0|(1+𝑑𝐼)
[
ln(1−𝑄)

𝑄2 +
1

𝑄(1−𝑄)
]    

The coefficient 

𝐶𝐼
𝑀
+𝑎+𝑑𝐼

|𝑃1−𝑃0|(1+𝑑𝐼)
> 0, so we can simply focus on the terms inside the brackets: 

ln(1−𝑄)

𝑄2 +
1

𝑄(1−𝑄)
≈

−𝑄

𝑄2 +
1

𝑄(1−𝑄)
=

1

1−𝑄
> 0    

Note that the approximation of ln(1 − 𝑄) in the numerator uses the fact that ln(1 + 𝜖) ≈ 𝜖 if 

𝜖  is small. To summarize, we have derived 
𝜕 Pr(𝑥∗=0)

𝜕𝑄
> 0 . This proposition is intuitive—a 

stronger power of the sanctioner/co-sanctioner can always help coerce the opponent. 
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3.2 Replicator Dynamics of the Co-sanctioner 

The replicator dynamics of the EU’s mixed strategy (𝑦) at time 𝑡 can be written as: 

�̇� ≡
𝑑𝑦

𝑑𝑡
= 𝑦(𝑈𝐼𝐼(1)̅̅ ̅̅ ̅̅ ̅̅ − �̅�𝐼𝐼) = 𝑦(1 − 𝑦)Φ𝐼𝐼, where: [11] 

𝑈𝐼𝐼(1)̅̅ ̅̅ ̅̅ ̅̅ = 𝑥[𝑧𝐹𝐼𝐼
(1) + (1 − 𝑧)𝐹𝐼𝐼

(3)] + (1 − 𝑥)[𝑧𝐹𝐼𝐼
(5) + (1 − 𝑧)𝐹𝐼𝐼

(7)]  [11]A 

𝑈𝐼𝐼(0)̅̅ ̅̅ ̅̅ ̅̅ = 𝑥[𝑧𝐹𝐼𝐼
(2) + (1 − 𝑧)𝐹𝐼𝐼

(4)] + (1 − 𝑥)[𝑧𝐹𝐼𝐼
(6) + (1 − 𝑧)𝐹𝐼𝐼

(8)]  [11]B 

�̅�𝐼𝐼 = 𝑦𝑈𝐼𝐼(1)̅̅ ̅̅ ̅̅ ̅̅ + (1 − 𝑦)𝑈𝐼𝐼(0)̅̅ ̅̅ ̅̅ ̅̅   [11]C 

Φ𝐼𝐼 ≡ 𝑥𝑀𝑄{𝑏 − 𝑟 + (𝑟 + 𝑑𝐼𝐼)[𝑃0 + 𝑧(𝑃1 − 𝑃0)]} − 𝐶𝐼𝐼  [11]D 

Similar to the analysis of the sanctionee, the key determinant of replicator dynamics of the co-

sanctioner is Φ𝐼𝐼. If Φ𝐼𝐼 = 0, then the EU always keeps its initial strategy whatsoever since 

�̇� = 0. In general, if Φ𝐼𝐼 ≠ 0, then imposing the steady state condition �̇� = 0 on equation [11] 

results in two stationary points, i.e., 𝑦 = 0 and 𝑦 = 1. To investigate the evolutionary station-

arity of the two points, take derivative of [11] with respect to 𝑦, we have 
𝑑�̇�

𝑑𝑦
= Φ𝐼𝐼(1 − 2𝑦). 

There are two possibilities: 

• If Φ𝐼𝐼 > 0, then 
𝑑�̇�

𝑑𝑦
|
𝑦=0

= Φ𝐼𝐼 > 0 and 
𝑑�̇�

𝑑𝑦
|
𝑦=1

= −Φ𝐼𝐼 < 0, so 𝑦∗ = 1 (strong) is ESS. 

• If Φ𝐼𝐼 < 0, then 
𝑑�̇�

𝑑𝑦
|
𝑦=0

= Φ𝐼𝐼 < 0 and 
𝑑�̇�

𝑑𝑦
|
𝑦=1

= −Φ𝐼𝐼 > 0, so 𝑦∗ = 0 (weak) is ESS. 

Now let us investigate the factors that affect Φ𝐼𝐼, which describes the evolution speed towards 

the ESS. For the co-sanctioner, we are more interested in when a strong strategy is the ESS, so 

we focus on the case 𝑦∗ = 1. 

Proposition 2. The co-sanctioner is more likely to engage in strong co-sanctions if the proba-

bility of the sanctionee adopting strong counter-sanctions passes a threshold (𝑥 > �̅�), if the 

sanctioner has weaker strengths (𝑃0, 𝑃1), and if the co-sanctioner has stronger strengths (𝑄). 

Proof of Proposition 2. The condition Φ𝐼𝐼 > 0 implies that [11]D can be expressed as: 

𝑥 >
𝐶𝐼𝐼

𝑀𝑄{𝑏−𝑟+(𝑟+𝑑𝐼𝐼)[𝑃0+𝑧(𝑃1−𝑃0)]}
≥

𝐶𝐼𝐼

𝑀𝑄{𝑏−𝑟+(𝑟+𝑑𝐼𝐼)max{𝑃0,𝑃1}}
≡ �̅�  [12] 
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Note that in the denominator 𝑃0 + 𝑧(𝑃1 − 𝑃0) = (1 − 𝑧)𝑃0 + 𝑧𝑃1 is a weighted average of 𝑃0 

and 𝑃1, so the term is always smaller than max{𝑃0, 𝑃1}. Thus, the denominator of 𝑥 is always 

lower than that of �̅�, and the threshold condition 𝑥 > �̅� always holds. The intuition is that Rus-

sia is expected to push its counter-sanctions over the threshold level �̅� eventually (according 

to Proposition 1), so a deterrence logic of sanctions does not apply. Rather, a punitive logic is 

more suitable. In this case, co-sanction is preferred by the EU as Russia raises its counter-

sanctions. Quoting the old saying, “The enemy of my enemy is my friend,” a stronger enemy 

can strengthen the bonds between allies. 

The probability distribution of 𝑦∗ = 1 as an ESS can be obtained by integrating the condition 

Φ𝐼𝐼 > 0 over the domain 𝑥 ∈ [�̅�, 1] and 𝑦 ∈ [0,1]. Combine with the definition in [11]D and 

the additional domain restriction of [12], we have: 

Pr(𝑦∗ = 1) = Pr(Φ𝐼𝐼 > 0) = Pr (𝑧(𝑃1 − 𝑃0) >

𝐶𝐼𝐼
𝑥𝑀𝑄

+𝑟−𝑏

𝑟+𝑑𝐼𝐼
− 𝑃0)  [13] 

There are two cases to discuss. If 𝑃1 > 𝑃0, then [13] can be written as: 

Pr(𝑦∗ = 1) = Pr(𝑥 > �̅�) − Pr (𝑧 <

𝐶𝐼𝐼
𝑥𝑀𝑄

+𝑟−𝑏

(𝑃1−𝑃0)(𝑟+𝑑𝐼𝐼)
−

𝑃0

𝑃1−𝑃0
)   

Pr(𝑦∗ = 1) = ∬ 𝑑𝑥𝑑𝑦
1

𝑥=�̅�,𝑦=0
−∬ [

𝐶𝐼𝐼
𝑥𝑀𝑄

+𝑟−𝑏

(𝑃1−𝑃0)(𝑟+𝑑𝐼𝐼)
−

𝑃0

𝑃1−𝑃0
] 𝑑𝑥𝑑𝑦

1

𝑥=�̅�,𝑦=0
   

Pr(𝑦∗ = 1) =

𝐶𝐼𝐼
𝑀𝑄

ln �̅�+[𝑏−𝑟+𝑃1(𝑟+𝑑𝐼𝐼)](1−�̅�)

(𝑃1−𝑃0)(𝑟+𝑑𝐼𝐼)
   [14] 

If 𝑃1 < 𝑃0, then [13] can be written as: 

Pr(𝑦∗ = 1) = Pr (𝑧 <

𝐶𝐼𝐼
𝑥𝑀𝑄

+𝑟−𝑏

(𝑃1−𝑃0)(𝑟+𝑑𝐼𝐼)
−

𝑃0

𝑃1−𝑃0
)   

Pr(𝑦∗ = 1) = ∬ [

𝐶𝐼𝐼
𝑥𝑀𝑄

+𝑟−𝑏

(𝑃1−𝑃0)(𝑟+𝑑𝐼𝐼)
−

𝑃0

𝑃1−𝑃0
] 𝑑𝑥𝑑𝑦

1

𝑥=�̅�,𝑦=0
   

Pr(𝑦∗ = 1) =

𝐶𝐼𝐼
𝑀𝑄

ln �̅�+[𝑏−𝑟+𝑃0(𝑟+𝑑𝐼𝐼)](1−�̅�)

(𝑃0−𝑃1)(𝑟+𝑑𝐼𝐼)
   [15] 

The two cases [14] and [15] can be succinctly combined in one equation: 

Pr(𝑦∗ = 1) = Pr(Φ𝐼𝐼 > 0) =

𝐶𝐼𝐼
𝑀𝑄

ln �̅�+[𝑏−𝑟+max{𝑃0,𝑃1}(𝑟+𝑑𝐼𝐼)](1−�̅�)

|𝑃1−𝑃0|(𝑟+𝑑𝐼𝐼)
   [16] 
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It is difficult to see the threshold effect of �̅� on Pr(𝑦∗ = 1) by taking derivative of [16] with 

respect to �̅�. However, it is easier to visualize the effect based on condition [14] under different 

�̅�s as illustrated in Figure 2. As the threshold �̅� rises, it becomes more difficult for the thresh-

old condition to be satisfied, so the probability Pr(𝑦∗ = 1) shrinks. Thus, the threshold effect 

is negative, i.e., 
𝜕Pr(𝑦∗=1)

𝜕�̅�
< 0. 

Figure 2 Threshold effect of sanctionee’s strategy on co-sanctioner’s strategy 

 

Turn to the effects of strengths on Pr(𝑦∗ = 1). It is straightforward to see that 
𝜕 Pr(𝑦∗=1)

𝜕𝑄
> 0 

from [16] noting that ln �̅� < 0 . 
𝜕Pr(𝑦∗=1)

𝜕𝑃0
< 0  and 

𝜕Pr(𝑦∗=1)

𝜕𝑃1
< 0  can be proven in a similar 

way as the one in the Appendix. The positive effect of 𝑄 on 𝑦∗ chimes with the famous quote 

in The Art of War, “Victorious warriors win first and then go to war, while defeated warriors 

go to war first and then seek to win.” And the negative effects of 𝑃 on 𝑧∗ is an example of 

strategic substitutability, since sanctions and co-sanctions are substitutable.  

3.3 Replicator Dynamics of the Sanctioner 

The replicator dynamics of the US’s mixed strategy (𝑧) at time 𝑡 can be written as: 

�̇� ≡
𝑑𝑧

𝑑𝑡
= 𝑧(𝑈𝐼𝐼𝐼(1)̅̅ ̅̅ ̅̅ ̅̅ ̅ − �̅�𝐼𝐼𝐼) = 𝑧(1 − 𝑧)Φ𝐼𝐼𝐼, where: [17] 

𝑈𝐼𝐼𝐼(1)̅̅ ̅̅ ̅̅ ̅̅ ̅ = 𝑥[𝑦𝐹𝐼𝐼𝐼
(1) + (1 − 𝑦)𝐹𝐼𝐼𝐼

(2)] + (1 − 𝑥)[𝑦𝐹𝐼𝐼𝐼
(5) + (1 − 𝑦)𝐹𝐼𝐼𝐼

(6)]  [17]A 

0 𝑥 

𝑧(𝑃1 − 𝑃0) 

�̅� �̅�′ 

Pr(𝑦∗ = 1) = Pr (𝑧(𝑃1 − 𝑃0) >

𝐶𝐼𝐼
𝑥𝑀𝑄

+𝑟−𝑏

𝑟+𝑑𝐼𝐼
− 𝑃0)   



16 

 

𝑈𝐼𝐼𝐼(0)̅̅ ̅̅ ̅̅ ̅̅ ̅ = 𝑥[𝑦𝐹𝐼𝐼𝐼
(3) + (1 − 𝑦)𝐹𝐼𝐼𝐼

(4)] + (1 − 𝑥)[𝑦𝐹𝐼𝐼𝐼
(7) + (1 − 𝑦)𝐹𝐼𝐼𝐼

(8)]  [17]B 

�̅�𝐼𝐼𝐼 = 𝑧𝑈𝐼𝐼𝐼(1)̅̅ ̅̅ ̅̅ ̅̅ ̅ + (1 − 𝑧)𝑈𝐼𝐼𝐼(0)̅̅ ̅̅ ̅̅ ̅̅ ̅  [17]C 

Φ𝐼𝐼𝐼 ≡ 𝑥𝑀(1 − 𝑦𝑄)(𝑑𝐼 + 𝑑𝐼𝐼 + 𝛾)(𝑃1 − 𝑃0) − 𝐶𝐼𝐼𝐼  [17]D 

If Φ𝐼𝐼𝐼 = 0, then the US always keeps its initial strategy whatsoever since �̇� = 0. In general, if 

Φ𝐼𝐼𝐼 ≠ 0, then imposing the steady state condition �̇� = 0 on equation [17] results in two sta-

tionary points, i.e., 𝑧 = 0  and 𝑧 = 1 . To investigate the evolutionary stationarity of the two 

points, take derivative of [17] with respect to 𝑧, we have 
𝑑�̇�

𝑑𝑧
= Φ𝐼𝐼𝐼(1 − 2𝑧). There are two 

possibilities: 

• If Φ𝐼𝐼𝐼 > 0, then 
𝑑�̇�

𝑑𝑧
|
𝑧=0

= Φ𝐼𝐼𝐼 > 0 and 
𝑑�̇�

𝑑𝑧
|
𝑧=1

= −Φ𝐼𝐼𝐼 < 0, so 𝑧∗ = 1 (strong) is ESS. 

• If Φ𝐼𝐼𝐼 < 0, then 
𝑑�̇�

𝑑𝑧
|
𝑧=0

= Φ𝐼𝐼𝐼 < 0 and 
𝑑�̇�

𝑑𝑧
|
𝑧=1

= −Φ𝐼𝐼𝐼 > 0, so 𝑧∗ = 0 (weak) is ESS. 

The key determinant of replicator dynamics is Φ𝐼𝐼𝐼, which describes the evolution speed to-

wards the ESS. Now let us investigate the factors that affect Φ𝐼𝐼𝐼. For the sanctioner, we are 

more interested in when a strong strategy is the ESS, so we focus on the case 𝑧∗ = 1. 

Proposition 3. The sanctioner is more likely to engage in strong sanctions if the probability of 

the sanctionee adopting strong counter-sanctions passes a threshold (𝑥 > �̃�) and if the co-

sanctioner has weak strengths of sanctions (𝑄). 

Proof of Proposition 3. Note that if 𝑃1 < 𝑃0, then Φ𝐼𝐼𝐼 < 0 always holds, so it leads to the 

ESS of 𝑧∗ = 0. To have 𝑧∗ = 1, 𝑃1 > 𝑃0 must always holds. In this case, the condition Φ𝐼𝐼𝐼 >

0 implies that: 

𝑥 >
𝐶𝐼𝐼𝐼

𝑀(1−𝑦𝑄)(𝑑𝐼+𝑑𝐼𝐼+𝛾)(𝑃1−𝑃0)
≡ �̃�  [18] 

The right-hand side of [18] is the threshold level (�̃�) of sanctionee adopting the strong strategy 

for the sanctioner to converge to the strong strategy 𝑦 = 1 (in contrast to the threshold level of 

�̅� for the co-sanctioner). Therefore, the condition 𝑥 > �̃� must be satisfied to have 𝑧∗ = 1. The 

intuition behind this threshold condition is that, as Russia tends for strong counter-sanctions 

(𝑥 → 1), then the US is more likely to choose expanded sanctions. It is a type of strategic 

complementarity similar to the prisoner’s dilemma. The probability distribution of 𝑧∗ = 1 as 

an ESS can be obtained by integrating the condition Φ𝐼𝐼𝐼 > 0 over the domain 𝑦, 𝑧 ∈ [0,1]. 

Combine with the definition in [17]D and the additional domain restriction of [18], we have: 



17 

 

Pr(𝑧∗ = 1) = Pr(Φ𝐼𝐼𝐼 > 0) = 1 − Pr(𝑥 < �̃�)   

Pr(𝑧∗ = 1) = 1 −∬
𝐶𝐼𝐼𝐼

𝑀(1−𝑦𝑄)(𝑑𝐼+𝑑𝐼𝐼+𝛾)(𝑃1−𝑃0)
𝑑𝑦𝑑𝑧

1

𝑦,𝑧=0
   

Pr(𝑧∗ = 1) = 1 +
1

𝑄
ln(1 − 𝑄)

𝐶𝐼𝐼𝐼

𝑀(𝑑𝐼+𝑑𝐼𝐼+𝛾)(𝑃1−𝑃0)
   [19] 

Similar to the co-sanctioner’s problem, the threshold effect of �̃� on Pr(𝑧∗ = 1) can be shown 

to be negative, or 
𝜕 Pr(𝑧∗=1)

𝜕�̃�
< 0, because a higher level of the threshold makes it more difficult 

to pass, so less likely to converge to the strong strategy. 

Now turn to the effects of strengths of sanctions on Pr(𝑦∗ = 1). We can use the same technique 

in the sanctionee’s problem to prove that 
𝜕 Pr(𝑧∗=1)

𝜕𝑄
< 0 from [19]. This property suggests that 

if the co-sanctioner (EU) has great strengths of sanctions (𝑄), then the leading sanctioner (US) 

is less motivated to adopt the strong strategy. This is a free ride problem due to the non-rival 

and non-exclusive nature of sanctions against the common sanctionee. This subtle issue can 

cause coordination failure between sanctioners and co-sanctioners in practice. 

The effects of 𝑃0  and 𝑃1  on Pr(𝑧∗ = 1)  are opposite. Based on [19], we can easily see that 
𝜕Pr(𝑧∗=1)

𝜕𝑃0
> 0  and 

𝜕Pr(𝑧∗=1)

𝜕𝑃1
< 0 . The conclusion on the positive effect of 𝑃0  is straightfor-

ward—greater strengths of sanctions encourage the sanctioner to adopt a strong strategy. The 

negative effect of 𝑃1, however, appears new. In fact, this conclusion is consistent with the effect 

of 𝑄. To see this, note that 𝑃1 measures the strengths of sanctions if either the sanctioner or the 

co-sanctioner adopts a strong strategy. When 𝑃1 rises, it implies that the co-sanctioner can in-

flict substantial impact on the sanctionee. As argued earlier, the sanctioner is motivated to take 

a free ride and specializes in basic sanctions with less cost.  

3.4 Strategic Dependence 

To better understand the three propositions, we take the perspective of strategic dependence. 

In general, there are two types of strategic dependence. If the strategies are positively correlated, 

then it is called strategic complementarity. A classic example of such is prisoner’s dilemma 

where both players tend to choose the same strategy. The other is strategic substitutability, in 

which strategies of different players tend to move in opposite directions. The implied strategic 

dependence of the three hypotheses can be efficiently organized in the impulse-response matrix 

(Table 3), noting that the dependence may vary if the impulse occurs on different sides of the 

pair. The impulse can be any exogenous changes in the structural parameters of any players. 
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To understand how Table 3 is mapped from the three propositions, take proposition 1 as an 

example. Any exogenous changes leading to a stronger sanction is an impulse on the sanctioner 

side (e.g., a higher 𝑃 → a higher 𝑥). It implies a weaker strategy for the sanctionee as a response 

(a lower 𝑥) according to proposition 1. This is an example of strategic substitutability, so we 

have an input of “substitutability” on the first row (impulse: sanction) third column (response: 

sanctionee). Use proposition 2 as another example. Any exogenous changes resulting in a 

stronger counter-sanction is an impulse on the sanctionee side (e.g., a lower cost of 𝐶𝐼 → a 

higher 𝑥). It implies a stronger strategy for the co-sanctioner (a higher 𝑦), which is an example 

of strategic complementarity at the third row (impulse: sanctionee) second column (response: 

co-sanctioner).  

Table 3 Strategic dependence among the three players in the evolutionary game 

  Response 

  Sanctioner Co-Sanctioner Sanctionee 

Impulse 

Sanctioner – substitutability substitutability 

Co-Sanctioner substitutability – substitutability 

Sanctionee complementarity complementarity – 

There are various ways of exogenous impulses, such as changes in benefits received by the 

three players (benefit-related parameters), costs paid by the three players (cost-related param-

eters), and strengths measured by probabilities of successful sanctions (probability-related pa-

rameters). Specifically, the strengths/probabilities (𝑃0, 𝑃1, 𝑄 ) are key structural parameters 

which are assumed exogenous in the model up to now. To further understand how sanctions 

and co-sanctions are developed, we extend the model by introducing the sanction technology 

to endogenize these probabilities. 

4 Extension: Decisions on Sanction Technologies 

In the sanction model above, we assume different sanction strengths under the weak strategy 

(𝑃0) and under the strong strategy (𝑃1), but these probabilities are treated as exogenous. In 

practice, the sanctioner (US) can also make an ex ante decision on “sanction technology” (sanc-

tion development), in addition to the ex post decision on sanction strategy (sanction deploy-

ment). This section attempts to endogenize the decision on sanction development. 

Early literature usually argues for an unconditional conclusion that either unilateral (Kaempfer 

& Lowenberg, 1999) or multilateral (Haass, 1997) sanctions are more effective. Recent devel-

opment in the field has identified various conditions under which unilateral or multilateral 

sanctions can be more effective (Early & Spice, 2015; Weber & Schneider, 2020). Our model 

specifies three competing choices of sanction technologies for the US including basic sole-
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sanctions, expanded sole-sanctions, and expanded co-sanctions. The choice is endogenously 

determined by rational optimization. 

If the weak strategy is adopted, the probability of successful interventions, 𝑃0, is determined 

by the given “technology” of developing unilateral, basic sole-sanctions: 

𝑃0 = 𝜂 × (1 − 𝐶𝐵)  [20] 

where 1 represents the 100% resources allocated to dealing with Russia issues, 0 ≤ 𝐶𝐵 ≤ 1 is 

the fixed costs of sanction development, and 0 ≤ 𝜂 ≤ 1 is the productivity of the sanction tech-

nology. The “output” 𝑃0 is the probability of successful interventions, representing the baseline 

strengths of sanctions of the US against Russia.  

If the strong strategy is adopted instead, there are two further choices. First, it can solely rely 

on its domestic resources to develop unilateral sanctions (expanded sole-sanctions). In this case, 

the probability of successful interventions 𝑃1 is “produced” by: 

𝑃1 = 𝜇(𝑙𝐸 − 𝐶𝐸) × (𝑙𝐵 − 𝐶𝐵)  [21] 

where 0 ≤ 𝑙𝐸 ≤ 1 is the foregone resources allocated to expanded sanctions and 𝑙𝐵 = 1 − 𝑙𝐸 

is the rest of resources allocated to basic sanctions. 𝐶𝐵 and 𝐶𝐸 are fixed costs of the two types 

of sanction measures respectively, while 0 ≤ 𝜇 ≤ 1 represents the productivity of sanctions. In 

fact, the term 𝜇(𝑙𝐸 − 𝐶𝐸)  can be interpreted as 𝜂 , noting that if 𝑙𝐸 = 0 , [21] becomes [20]. 

Given all the assumptions, the leading sanctioner (US) solves the maximization problem: 

max
𝑙𝐵,𝑙𝐸

𝑃1, subject to: 𝑙𝐵 + 𝑙𝐸 = 1   

The optimal choices in the case of sole-sanctions are: 

𝑙𝐸
∗ =

1+𝐶𝐸−𝐶𝐵

2
 and 𝑙𝐵

∗ =
1−𝐶𝐸+𝐶𝐵

2
, so 𝑃1

∗ =
1

4
𝜇(1 − 𝐶𝐵 − 𝐶𝐸)

2  

Alternatively, the US can coordinate with its allies (such as the EU, the UK, Canada, Australia, 

New Zealand, Japan, etc.) to collectively sanction Russia (expanded co-sanctions). The impact 

of co-sanctions is non-exclusive and non-rival, so all resources in the US (1 − 𝐶𝐵) can be saved 

for basic political negotiations, while all resources in the EU (1 − 𝐶𝐸) can be used for expanded 

economic sanctions—“division of labor” in international political economy. In the equation 
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below, 0 ≤ 𝜆 ≤ 1 is the productivity of co-sanctions. However, coordination failure among al-

lies can reduce the impact of co-sanctions by a factor of 𝑘. The probability 𝑃1 is therefore equal 

to:  

𝑃1
∗∗ = (1 − 𝑘)𝜆(1 − 𝐶𝐸) × (1 − 𝐶𝐵)  [22] 

Therefore, the optimal choice depends on the maximum of 𝑃1
∗ and 𝑃1

∗∗. To investigate the ef-

fects of different factors on the decision, we take difference between the two and treat 𝑍 ≡ 1 −

𝐶𝐸 − 𝐶𝐵 ∈ [−1,1]. The difference can be expressed as a quadratic function of 𝑍: 

𝑃1
∗ − 𝑃1

∗∗ =
1

4
𝜇𝑍2 − (1 − 𝑘)𝜆(𝑍 + 𝐶𝐸𝐶𝐵)   

𝑃1
∗ − 𝑃1

∗∗ = (
1

4
𝜇) × 𝑍2 − (1 − 𝑘)𝜆 × 𝑍 − (1 − 𝑘)𝜆𝐶𝐵𝐶𝐸 ≡ 𝑓(𝑍)  [23] 

According to the property of quadratic functions, 𝑓(𝑍) has two distinct real roots because Δ ≡

(1 − 𝑘)2𝜆2 + 𝜇(1 − 𝑘)𝜆𝐶𝐵𝐶𝐸 is obviously always positive. Denote the two real roots as 𝑍1 

and 𝑍2 (𝑍1 < 𝑍2). In addition, we know that 𝑓(0) = −(1 − 𝑘)𝜆𝐶𝐵𝐶𝐸 < 0, so the smaller root 

must be negative (𝑍1 < 0 ). Also, the minimum of the function lies in the positive domain 
2(1−𝑘)𝜆

𝜇
> 0, so the bigger root must be positive (𝑍2 > 0). At the lower bound −1, the function 

returns 𝑓(−1) =
1

4
𝜇 + (1 − 𝑘)𝜆(1 − 𝐶𝐵𝐶𝐸) > 0, but at the upper bound 1, the sign of 𝑓(1) =

1

4
𝜇 − (1 − 𝑘)𝜆(1 + 𝐶𝐵𝐶𝐸) is ambiguous. Combine all the information above on 𝑓(𝑍), we can 

illustrate two possibilities: 𝑓(1) < 0 and 𝑓(1) > 0 in Table 4 suggests that which way of sanc-

tions to choose boils down to a cost-benefit analysis. If the costs of developing sanctions 

(𝐶𝐵, 𝐶𝐸) are high compared to the productivity ratio between sole-sanctions (𝜇) and co-sanc-

tions (𝜆(1 − 𝑘)), then the US is more likely to choose sole-sanctions over co-sanctions (case 1 

and case 3). Nevertheless, if the productivity ratio is high, then the US is also tempted to con-

duct sole-sanctions even if the costs are low (case 5). These cases are in line with the findings 

of Weber & Schneider (2020). 

Figure 3. Based on Table 4 suggests that which way of sanctions to choose boils down to a 

cost-benefit analysis. If the costs of developing sanctions (𝐶𝐵, 𝐶𝐸) are high compared to the 

productivity ratio between sole-sanctions (𝜇) and co-sanctions (𝜆(1 − 𝑘)), then the US is more 

likely to choose sole-sanctions over co-sanctions (case 1 and case 3). Nevertheless, if the 

productivity ratio is high, then the US is also tempted to conduct sole-sanctions even if the 

costs are low (case 5). These cases are in line with the findings of Weber & Schneider (2020). 
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Figure 3, we can summarize five cases across the parameter space (Table 4). The decision de-

pends on the relationship between cost parameters (𝐶𝐵, 𝐶𝐸 ) and productivity parameters 

(𝜆, 𝜇, 𝑘). 

Table 4 The decision on expanded sanction technology  

 𝑓(1)  𝑍  Decision 

(1) 1 + 𝐶𝐵𝐶𝐸 >
𝜇

4𝜆(1−𝑘)
  

1 − 𝐶𝐵 − 𝐶𝐸 ∈ [−1, 𝑍1]  𝑃
∗ > 𝑃∗∗  sole-sanctions 

(2) 1 − 𝐶𝐵 − 𝐶𝐸 ∈ [𝑍1, 𝑍2]  𝑃∗ < 𝑃∗∗  co-sanctions 

(3) 
1 + 𝐶𝐵𝐶𝐸 <

𝜇

4𝜆(1−𝑘)
  

1 − 𝐶𝐵 − 𝐶𝐸 ∈ [−1, 𝑍1]  𝑃
∗ > 𝑃∗∗  sole-sanctions 

(4) 1 − 𝐶𝐵 − 𝐶𝐸 ∈ [𝑍1, 𝑍2]  𝑃∗ < 𝑃∗∗  co-sanctions 

(5) 1 − 𝐶𝐵 − 𝐶𝐸 ∈ [𝑍2, 1]  𝑃∗ > 𝑃∗∗  sole-sanctions 

Table 4 suggests that which way of sanctions to choose boils down to a cost-benefit analysis. 

If the costs of developing sanctions (𝐶𝐵, 𝐶𝐸) are high compared to the productivity ratio be-

tween sole-sanctions (𝜇) and co-sanctions (𝜆(1 − 𝑘)), then the US is more likely to choose 

sole-sanctions over co-sanctions (case 1 and case 3). Nevertheless, if the productivity ratio is 

high, then the US is also tempted to conduct sole-sanctions even if the costs are low (case 5). 

These cases are in line with the findings of Weber & Schneider (2020). 

Figure 3 Differences in strengths between sole-sanctions and co-sanctions 

 

5 Numerical Simulations 

This section calibrates the model to demonstrate dynamics of the trilateral evolutionary game. 

The structural parameters of the model (summarized in Table 5) belong to three categories: (i) 

benefit-related parameters (𝑀, 𝑏, 𝑟, 𝑑𝐼 , 𝑑𝐼𝐼), (ii) cost-related parameters (𝑎, 𝐶𝐼 , 𝐶𝐼𝐼 , 𝐶𝐼𝐼𝐼, 𝛾), and 

(iii) probability-related parameters (𝑃0, 𝑃1, 𝑄). Note that probabilities of successful sanctions 

(𝑃0, 𝑃1) are endogenous variables once sanction technology (𝐶𝐵, 𝐶𝐸 , 𝜂, 𝜇, 𝜆, 𝑘) is introduced. 

𝑓(−1) > 0 

𝑓(0) < 0 

min 𝑓(𝑍) < 0 

𝑍1 𝑍2 1 

−1 

𝑓(𝑍) 

𝑍 

𝑓(1) < 0 

𝑓(−1) > 0 

𝑓(0) < 0 
min 𝑓(𝑍) < 0 

𝑍1 𝑍2 

1 −1 

𝑓(𝑍) 

𝑍 

𝑓(1) > 0 
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To make calibration realistic and meaningful, magnitudes are normalized by the illegal claim 

𝑀 = 1, since it is the starting point of the game. Therefore, the benefits of the EU (𝑏 = 0.2 >

0.1 = 𝑟) and the US (𝑑𝐼 = 0.4 > 0.1 = 𝑑𝐼𝐼) are all defined relative to 1.  

The same applies to the cost-related parameters. The fixed costs of the US (𝐶𝐼𝐼𝐼 = 0.2) is as-

sumed to be greater than those of the EU and Russia (𝐶𝐼 = 𝐶𝐼𝐼 = 0.1) because the US is the 

leading sanctioner responsible for both development and deployment of sanctions. The fixed 

costs of developing basic sanctions are assumed to be more than expanded sanctions (𝐶𝐵 > 𝐶𝐸) 

because the latter are extensions based on the former. The negative effect of the Russian illegal 

claim to the US (𝛾) is assumed to be greater than 𝑀 due to its negative externality effect on 

European geopolitics. 

Table 5 Summary of symbols of parameters and variables 

 

Probability-related parameters are either exogenously fixed (𝑄) or endogenously determined 

(𝑃) by comparing different types of sanction technologies. If weak strategy is adopted by the 

US, then the productivity of sanctions (𝜂) is assumed to be less than those under strong strate-

gies (𝜇, 𝜆) because 𝑃1 = 0.504 is greater than 𝑃0 = 0.4 under the baseline calibration. Moreo-

ver, we can also verify that 1 − 𝐶𝐵 − 𝐶𝐸 = 0.7 lies between the two roots of equation [23], 

𝑍1 = −0.0621 and 𝑍2 = 0.9021. Therefore, it falls to case 2 of Table 4, and the optimal strong 
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sanction technology is co-sanctions (𝑃1
∗∗ = 0.5040), which are more effective than sole-sanc-

tions (𝑃1
∗ = 0.1225). This is also what happened in practice. The implied optimal allocations 

of political resources between basic and expanded sanctions are 𝑙𝐵 = 0.55 and 𝑙𝐸 = 0.45.  

Under the baseline calibration, the ESS strategies are 𝑥∗ = 1, 𝑦∗ = 0, and 𝑧∗ = 1. It predicts 

that Russia will stick to strong counter-sanctions in response to strong sanctions imposed by 

the US, while the EU will eventually choose weak co-sanctions. We can also simulate the evo-

lutionary paths of optimal strategies of the three players based on replicator dynamics (Figure 

4). It is shown that, Russia fast converges to its ESS strategy (strong counter-sanctions) around 

30 periods, while it takes the EU about 180 periods to converge to its ESS strategy (weak co-

sanctions). In contrast, the evolutionary path of the US strategy displays a hump-shape—it first 

becomes weaker and then bounces back stronger. The turning point occurs around 40 periods, 

after when Russia sticks to strong counter-sanctions. The adjustment speed of the US is very 

slow, only converging to its ESS (strong sanctions) in about 1000 periods. Based on the analysis 

of replicator dynamics and the simulation, the convergence speeds of the three players follow 

that |Φ𝐼| > |Φ𝐼𝐼| > |Φ𝐼𝐼𝐼|. 

Figure 4 Evolutionary paths of the baseline model 

 

The simulated evolutionary paths can even quantitatively match the timing of the historical 

stages summarized in introduction. If we treat a period as one day, then Russia made its mind 
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within one month to act strong against all sanctions (Stage 1). The EU phased out from strong 

co-sanctions to weak co-sanctions when the Minsk protocol was signed in half a year (Stage 

2). In contrast, the US first imposed basic sanctions initially (Stage 1) and slowly expanded its 

sanctions over the following three years (Stage 2 and 3). 

The baseline calibration can replicate the observed historical interactions among the three play-

ers in the sanction game. Now we turn to the effects of structural parameters on the ESS strat-

egies and the associated replicator dynamics. We focus on effects of a selection of key param-

eters in the following subsections. 

5.1 Effects of Benefit-Related Parameters 

There are five benefit-related parameters (𝑀, 𝑏, 𝑟, 𝑑𝐼 , 𝑑𝐼𝐼). The benefit of the illegal claim to 

Russia, 𝑀, is the numeraire, so changes in other parameters reflect relative changes to 𝑀. The 

benefit to the EU under successful sanctions cannot be less than that that under unsuccessful 

sanctions (𝑏 ≥ 𝑟), so we range 𝑏 from 0.1 to 0.3 and 𝑟 from 0 to 0.2 to see the effect of the 

benefit parameters of the EU. As shown in Figure 5, a rise in 𝑏 does not affect Russia’s strategy 

much. However, a greater 𝑏 motivates the EU to actively engage in co-sanctions, leading to a 

longer duration of a stronger strategy. Reversely, it induces the US to adopt a weaker strategy 

at the beginning, since the EU is doing the job for the team. It verifies the strategic substituta-

bility at row 2 column 1 of Table 3. Nevertheless, changes in 𝑏 only alter the convergence 

speeds, rather than the ESS of all three players. Expectedly, the effect of the other benefit pa-

rameter of the EU (𝑟) is opposite to that of 𝑏, because the two benefit parameters usually appear 

in pairs in the form of 𝑏 − 𝑟 in the solutions. Appendix 2 verifies this conjecture. 
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Figure 5 Effects of 𝑏 on ESS and replicator dynamics 

 

Figure notes: The coloured curves are based on the baseline calibration (𝑏 = 0.2). The grey curves are based on 

𝑏 ∈ [0.1,0.3], with the lightest being the lower bound and the darkest being the upper bound. 

The benefit of the US is obtained from the deductions of the benefits of Russia and the EU, 

captured by the two deduction parameters (𝑑𝐼 , 𝑑𝐼𝐼). As shown in Figure 6, as 𝑑𝐼 rises, the con-

vergence speed of Russia to strong counter-sanctions becomes slower. This result is in line with 

the strategic substitutability at row 1 column 3 of Table 3. Reversely, the US is more motivated 

to engage in strong sanctions as the benefit rises. It is noted that if 𝑑𝐼 is too low (e.g., 𝑑𝐼 = 0.3), 

the US may choose weak sanctions as the ESS instead of strong sanctions. Given that 𝑑𝐼 works 

on Russia, there is trivial effect on the EU.  

The other benefit parameter of the US is 𝑑𝐼𝐼, which describes the benefit requested from the 

EU. A lower 𝑑𝐼𝐼 motivates the EU to engage in strong sanctions while the US has less incentive 

to deploy strong sanctions. This strategic substitutability is predicted at row 1 column 2. At 

extremely low levels of 𝑑𝐼𝐼, the ESS can switch between strong and weak sanctions for the EU 

and the US (Appendix 2). To summarize, 𝑑𝐼 reflects the power of the US relative to Russia, 

and 𝑑𝐼𝐼 reflects the power of the US relative to the EU. A rise in either motivates the US to 

engage in strong sanctions, because the benefit received by the US comes from both Russia 

and the EU. 
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Figure 6 Effects of 𝑑𝐼 on ESS and replicator dynamics 

 

Figure notes: The coloured curves are based on the baseline calibration (𝑑𝐼 = 0.4). The grey curves are based on 

𝑑𝐼 ∈ [0.3,0.5], with the lightest being the lower bound and the darkest being the upper bound. 

5.2 Effects of Cost-Related Parameters 

Among all cost-related parameters, 𝐶𝐼 , 𝐶𝐼𝐼 , 𝐶𝐼𝐼𝐼  dominate changes in costs since a different 

value of 𝑎 and 𝛾 can always be interpreted as changes in 𝐶𝐼 and 𝐶𝐼𝐼𝐼. This subsection therefore 

focuses on the analysis of the three cost parameters. 

As shown in Figure 7, a higher counter-sanction cost (𝐶𝐼) for Russia steers Russia away from 

a strong strategy with a prolonged convergence speed. It also reduces the necessity of deploying 

strong sanctions for the US at the same time. A similar effect is seen for the EU, but the mag-

nitude is much smaller. Again, we see the pattern of strategic complementarity between the 

sanctionee and the sanctioners when there is an exogenous change on the sanctionee side. 

Moreover, it is noted that Russia may give up the strong strategy if the cost of counter-sanctions 

is too high (e.g., 𝐶𝐼 = 0.4). In fact, as shown in earlier and later simulations, the ESS of Russia 

is extremely stubborn to converge to strong counter-sanctions. Changes in other parameters 

(e.g., benefit-related and probability-related parameters) can prolong its convergence but are 

unlikely to overturn the long-run strategy. The only possible way to coerce Russia to give up 

strong counter-sanctions seems be increasing the cost of counter-sanctions (𝐶𝐼). As the old say-

ing goes, the opportunity of defeating the enemy is provided by the enemy himself. 
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Figure 7 Effects of 𝐶𝐼 on ESS and replicator dynamics 

 

Figure notes: The coloured curves are based on the baseline calibration (𝐶𝐼 = 0.1). The grey curves are based on 

𝐶𝐼 ∈ [0,0.4], with the lightest being the lower bound and the darkest being the upper bound. 

In Figure 8, a higher co-sanction cost (𝐶𝐼𝐼) for the EU significantly discourages the EU to adopt 

a strong strategy, while pushing the US to the frontline of confronting Russia. At very high 

levels of 𝐶𝐼𝐼, the ESS can even switch between strong and weak strategies for both the US and 

the EU. This is another case for strategic substitutability between the leading sanctioner and 

the co-sanctioner. Moreover, in response of the weaker strategy of the co-sanctioner, Russia is 

more likely to engage in a stronger strategy. This is a case for the abovementioned pattern of 

strategic substitutability when exogenous changes occur on the sanctioner side. 
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Figure 8 Effects of 𝐶𝐼𝐼 on ESS and replicator dynamics 

 

Figure notes: The coloured curves are based on the baseline calibration (𝐶𝐼𝐼 = 0.1). The grey curves are based on 

𝐶𝐼𝐼 ∈ [0,0.2], with the lightest being the lower bound and the darkest being the upper bound. 

Finally, Figure 9 shows the effect of sanction cost (𝐶𝐼𝐼𝐼) for the US. It does not have much 

effect on Russia or EU’s strategies, but the US strategy is sensitive to different values of 𝐶𝐼𝐼𝐼. 

A lower sanction cost encourages the US to choose a stronger strategy sooner, while a higher 

sanction cost keeps the US away from the strong strategy. At high cost levels, it can even lead 

the US to giving up strong sanctions. The pattern of strategic substitutability between the sanc-

tioner and the sanctionee is again verified. 
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Figure 9 Effects of 𝐶𝐼𝐼𝐼 on ESS and replicator dynamics 

 

Figure notes: The coloured curves are based on the baseline calibration (𝐶𝐼𝐼𝐼 = 0.2). The grey curves are based on 

𝐶𝐼𝐼𝐼 ∈ [0.1,0.3], with the lightest being the lower bound and the darkest being the upper bound. 

5.3 Effects of Probability-Related Parameters 

If we assume that the probabilities of successful sanctions (𝑃0, 𝑃1, 𝑄) are exogenous, then we 

can demonstrate the three hypotheses derived in section 3. For example, Figure 10 demon-

strates that a higher 𝑄 (a greater strength of the EU) can coerce Russia to adopt a weaker strat-

egy. Therefore, strategic substitutability between the sanctioner and the sanctionee is found 

when the exogenous change comes from the sanctioner side (EU). Moreover, the effects on the 

US and the EU are opposite, confirming that the strategies of the sanctioner and the co-sanc-

tioner are substitutable. Effects of exogenous changes in 𝑃0 and 𝑃1 are qualitatively similar, so 

will be omitted from the results here. 
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Figure 10 Effects of 𝑄 on ESS and replicator dynamics 

 

Figure notes: The coloured curves are based on the baseline calibration (𝑄 = 0.3). The grey curves are based on 

𝑄 ∈ [0.2,0.4], with the lightest being the lower bound and the darkest being the upper bound. 

If we endogenize the probabilities of successful sanctions (𝑃0, 𝑃1) for the leading sanctioner as 

in the extended model (section 4), changes in sanction technology parameters (𝐶𝐵, 𝐶𝐸 , 𝜂, 𝜇, 𝜆, 𝑘) 

can lead to endogenous changes in probabilities. It is observed that changes in productivities 

(𝜂, 𝜇, 𝜆) can be absorbed by changes in costs (𝐶𝐵, 𝐶𝐸), so we will focus on the latter.  

As the fixed cost of developing basic sanctions (𝐶𝐵) rises, the leading sanctioner (US) is dis-

couraged to stick to the strong strategy (Figure 11). At higher levels of 𝐶𝐵, the US can even 

switch to a weak strategy. In this case, Russia tends to take the advantage and adopt a stronger 

strategy (i.e., strategic substitutability). However, there is little effect on EU’s strategy. These 

patterns are found in other probability-related parameters, such as 𝐶𝐸 and 𝑘 (see Appendix 2). 
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Figure 11 Effects of 𝐶𝐵 on ESS and replicator dynamics 

 

Figure notes: The coloured curves are based on the baseline calibration (𝐶𝐵 = 0.2). The grey curves are based on 

𝐶𝐵 ∈ [0.1,0.3], with the lightest being the lower bound and the darkest being the upper bound. 

6 Conclusion 

This paper develops a multilateral, evolutionary game of sanctions to capture the strategic de-

pendence and evolutionary dynamics of sanctions, co-sanctions, and counter-sanctions among 

three major global powers. The model can successfully match three important features summa-

rized in Figure 1. First, strategic dependence between the sanctioners and the sanctionee de-

pends on which side the exogenous change occurs. If it originates from the sanctioners, then it 

is strategic substitutability; if it originates from the sanctionee, then it is strategic complemen-

tarity. Second, there is strategic substitutability between the leading sanctioner’s and the co-

sanctioner’s actions. It can be attributed to coordination failure among sanctioners or hetero-

geneous impact of counter-sanctions. The sanctioner’s strategy becomes weaker first before 

converging to the strong strategy later, while the co-sanctioner’s strategy is relatively stronger 

than the sanctioner initially but monotonically converging to the weak strategy eventually. 

Third, organizing co-sanctions is not always the optimal choice for the leading sanctioner. Un-

der different sanction technologies and sanction costs, sole-sanctions can be more favourable. 

Apart from the qualitative success in replicating the dynamic features in the sanction history, 

the model can also match some quantitative features, such as the timing/duration of sanctions, 

co-sanctions, and counter-sanctions. For example, the convergence speeds to their ESSs of the 

three players can well match those in observed history.  
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Simulation results shed light on three important policy implications. First, the sanctionee has a 

super-stable choice of the strong strategy, robust to various scenarios and calibrations. This 

conclusion is similar to other studies in the literature (Dong & Li, 2018). We find that the only 

possible way of coercing the sanctionee to give up its strong counter-sanctions is to raise its 

costs of counter-sanctions, rather than increasing the strengths of sanctions or co-sanctions—

which are only useful to prolong the convergence, but not strong enough to change the direction 

of the convergence. This finding is useful for sanctioning countries—it is not the most effective 

way to strengthen sanctions if the policy objective is to force the sanctionee to give up its illegal 

claims or reduce its counter-sanctions (Bělín & Hanousek, 2021). Instead, sanctioners should 

focus on measures which can reduce the sanctionee’s strengths of counter-sanctions or raising 

the costs of counter-sanctions. For example, it can be more effective to limit the channels from 

which Russia can import agriculture products other than from the US/EU, given that the agri-

culture embargo is one of Russia’s counter-sanction tools. By targeting strategic sectors like 

agriculture, the US/EU can effectively raise the economic and political costs of counter-sanc-

tions to force Russia to change its behaviour. Compared to financial sanctions which affect the 

entire economic system of Russia, agricultural sanctions have a disproportionately heavy im-

pact on the ordinary people in Russia. This pressure can provoke greater conflicts between the 

ruling party (United Russia) and the opposition parties (especially CPRF, SRZP, and LDPR, 

which claim to represent the working class of Russia). This implication is in line with smart 

sanctions (Drezner, 2011; Ahn & Ludema, 2020). The disproportionate impacts also open up 

the current lively debate on humanitarian effects. It raises the question of whether the economic 

and political objectives of the sanctions are justifiable when weighed against the potential neg-

ative impacts on the general population. Sanctions may raise concerns about food security, 

access to essential agricultural products, and overall living conditions for ordinary people in 

both Russia and the EU. Additionally, there are broader questions of ethics and the responsi-

bilities of the international community when using sanctions as a diplomatic tool. 

Second, the co-sanctioner has a very unstable stance in strong co-sanctions due to heterogene-

ous interests (benefits) and unbalanced impacts (costs). Too many cooks spoil the broth. There 

are more restrictive conditions for sustained co-sanctions. As shown in proposition 2, a suffi-

ciently high proportion of counter-sanctions (�̅�) must be reached for the strengths of co-sanc-

tions start to take positive effect. Also, due to the strategic substitutability between the leading 

sanctioner and the co-sanctioner, a stronger US always demotivates the EU to engage in full 

sanctions. It implies that the EU may be the weakest link as the sanctioning ally. If Russia 

wanted to break through the sanctions, the EU, especially the member countries sharing greater 

economic links with Russia (e.g., Germany), would be their target. 

Finally, for the leading sanctioner, the strong strategy is a relatively stable choice unless the 

cost of sanctions is too high. Due to strategic complementarity, a stronger strategy from the 
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sanctionee induces the sanctioner to raise its sanctions. As shown in proposition 3, there is also 

a threshold of counter-sanctions (�̃�) above which the strengths of sanctions start to take positive 

effect. In practice, �̃� (US threshold) is usually a lower threshold than �̅� (EU threshold) because 

the US is the de facto leading sanctioner. If the magnitudes switches, then the sanctioning roles 

of the US and the EU will swap. At the same time, due to strategic substitutability, a stronger 

strategy from the EU relieves the US from the pressure temporarily. The choice of co-sanctions 

to implement a strong strategy depends on how efficient the collaboration is. We have shown 

that sole-sanctions may be a more efficient choice in many cases (e.g., when 𝑘 or 𝜇 is high).  

These policy implications of the sanction game elucidate modern international conflicts among 

global powers, which mainly take non-military forms after the Cold War. Specifically, com-

mercial sanctions only target at specific entities and/or sectors, while financial sanctions aim 

at monetary systems and financial infrastructure to inflict more comprehensive damages. The 

sender of financial sanctions usually has monetary hegemony and asymmetric advantage in the 

global financial market. For the exact reason, the target of financial sanctions, lack of counter-

sanctions in financial fields, may be forced to resort to nonfinancial responses (e.g., China), as 

we have seen in Russia’s later actions. Involving another major global power China into the 

sanction game can elevate the conflicts from regional to global as the sanctionees also form a 

collective bloc—the leading sanctionee (Russia) and the co-sanctionee (China). Theoretical 

consequences of such a sanction game are beyond the scope of the paper, but logically it re-

sembles a bilateral sanction game with greater heterogeneities on both sides. Furthermore, fi-

nancial sanctions can also weaken the sender’s credit and influence when the target is excluded 

from the financial system (Guo, 2021). The sanctionees may be driven away to a decentralized 

monetary and financial system such as cryptocurrencies to avoid being sanctioned in the future 

(Department of the Treasury, 2021). 

Some reflection is due here. As shown, sanctions are a triple bladed sword because they hurt 

all three parties involved, though in different ways and at different degrees. Moreover, ex-

panded measures like financial sanctions can have extensive costs for ordinary people in Russia 

and the EU, which is not part of the policy objectives. The paper focuses on optimal sanctions 

if sanctions are to be chosen, but we do not discuss if there are better alternatives to sanctions 

in the first place. Ultimately, sanctions are extended wars against other countries using eco-

nomic weapons. Again, inspired by the old wisdom in The Arts of War, “There is no instance 

of a nation benefitting from prolonged warfare… The supreme art of war is to subdue the en-

emy without fighting.” There must be better ways beyond wars and sanctions to deal with in-

ternational political conflicts and to avoid the trap of strategic complementarity. They call for 

innovative wisdoms from politicians, researchers, media, as well as from the people of con-

flicting countries. 
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