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Abstract 

This paper seeks to estimate the extent to which market-implied policy expectations could be improved 

with further information disclosure from the FOMC. Using text analysis methods based on large language 

models, we show that if FOMC meeting materials with five-year lagged release dates—like meeting 

transcripts and Tealbooks—were accessible to the public in real time, market policy expectations could 

substantially improve forecasting accuracy. Most of this improvement occurs during easing cycles. For 

instance, at the six-month forecasting horizon, the market could have predicted as much as 125 basis 

points of additional easing during the 2001 and 2008 recessions, equivalent to a 40-50 percent reduction 

in mean squared error. This potential forecasting improvement appears to be related to incomplete 

information about the Fed’s reaction function, particularly with respect to financial stability concerns in 

2008. In contrast, having enhanced access to meeting materials would not have improved the market’s 

policy rate forecasting during tightening cycles. 
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1 Introduction

Over the last few decades, central banks have made substantial changes to their communica-
tions and transparency practices in an effort to improve market expectations of future monetary
policy. Clear and effective communications help to ensure that policy shifts are properly transmit-
ted to financial conditions and the real economy. Recent work onmonetary policy expectations has
documented that while market expectations may often be unbiased predictors of the future policy
rate, there can be substantial ex-post predictability of market expectation errors, particularly dur-
ing significant policy easing episodes (Cieslak, 2018), (Schmeling, Schrimpf and Steffensen, 2022),
(Bauer and Swanson, 2023). These expectation errors are believed to be ex-ante unpredictable and
driven by an underestimation of the central bank’s sensitivity to economic downturns. In this pa-
per, we argue that Fed transparency plays some role in these expectation errors, and demonstrate
that a portion of the expectation errors are predictable ex-ante, given enhanced access to informa-
tion from monetary policy meetings.

We define transparency in terms of information loss between the public and the Fedwith respect
to expectations of future monetary policy. In a procedural sense, central banks are not fully trans-
parent. Monetary policy meeting deliberations are confidential. Transcripts and related briefing
materials are only released to the public with a significant lag. To be sure, central banks have legit-
imate reasons to maintain confidentiality or institute lags in providing access to information. Such
opacity, which we define as the inverse of transparency, may be deemed necessary, for instance,
to maintain independence and encourage objective and vigorous debate among policymakers. If
internal discussions and staff economic forecasts were to become immediately available to the pub-
lic, market participants could perceive such forecasts as a commitment to certain future actions by
the central bank, which could in turn reduce the flexibility of the central bank in the future.

In lieu of immediate access to meeting materials, the public receives a wide range of commu-
nications from the Fed, including statements, meeting minutes, speeches, interviews, and press
conferences. If these communications can be used to accurately predict the Fed’s future policy de-
cisions, despite the confidentiality of meetings, then we posit that there is no information loss. In
this paper, we do not attempt to weigh the trade-offs of increased transparency against potential
improvements in market policy forecasts. Rather, our goal is to highlight potential costs of opacity
that have been previously unacknowledged by the literature.
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We measure information loss by comparing actual market policy expectations with our pre-
dictions of what market expectations would have been in a counterfactual world in which the Fed
releases meeting transcripts and Tealbooks immediately instead of with a five year lag.1 These
counterfactual predictions are generated using our “FedSpeak model”, a forecasting model that
predicts the change in the fed funds rate h months after meeting t, using fed funds futures from
the day after meeting t, confidential sentiment and topic content from meeting t, and confidential
Tealbook forecasts frommeeting t.2 One day after ameeting, the futuresmarket should have priced
in all relevant information released before the meeting, including meeting minutes, speeches, and
macroeconomic data releases.

We produce time-varying measures of sentiment and topic content of meeting transcripts and
Tealbooks. Topic modeling and sentiment analysis are standard machine learning techniques that
allow for a detailed quantitative assessment of how subjective content of text changes over time.
We measure sentiment and topic at the sentence-level. A sentence can have a sentiment label of
“Positive”, “Negative”, or “Neutral”. The same sentence can also have a topic label of “Economic
Growth”, “Inflation”, “Labor Markets”, “Financial Stability”, and “Monetary Policy”. A sentence
may also have no associated topic label. The text analysis is conducted using supervised machine
learning methods and large language models, which we train using a dataset of sentences from
FOMC speeches, statements, minutes, transcripts, and interviews. The topic and sentiment la-
bels for this training dataset were determined by analysts from the Markets Group at the Federal
Reserve Bank of New York. We show that our machine learning-based approaches generate im-
provements in accuracy on a held-out test set relative to the lexical approaches commonly used in
economics.

We show that the out-of-sample predictions of the FedSpeak model significantly outperform
fed funds futures at three-, six-, and nine-month forecasting horizons, thus indicating opacity. The
outperformance we find for the full 1996 to 2016 period reveals an important asymmetry between
tightening and easing cycles. During the 2001 and 2008 easing cycles, the gap between fed funds
futures and the FedSpeak model’s predictions was as much as 125 basis points at the six month

1Before 2010, the two main staff briefing documents were the Greenbook, which summarized economic develop-
ments, and the Bluebook, which summarized monetary policy options. In 2010, the two documents were merged into
the Tealbook. For the rest of this paper, when we refer to “Tealbook”, we refer to the pre-2010 Greenbooks and the
post-2010 Tealbooks. We do not consider Bluebooks.

2In this counterfactual world, we assume that the Fed does not adjust the contents of its meetings in response to
greater transparency.
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horizon, equivalent to a 40-50% reduction inmean squared error. We find no such outperformance
during tightening cycles and during the zero lower bound. These results imply that Fed communi-
cationsmay be less informative during easing cycles, to the extent thatmeetingmaterials contained
policy-relevant information not reflected in market pricing.

One potential explanation for our results is that although the market takes into account com-
munications released beforemeeting t, a large portion of the important informationwithinmeeting
transcripts is released to the public in the speeches and minutes released after meeting t. If post-
meeting communications are highly informative, then the opacity we identify in our main results
may be temporary. To account for this possibility, we implement our forecasting exercise with a
modified FedSpeakmodel that pairsmarket expectations one day aftermeeting t withmeetingma-
terials frommeeting t −1 (rather than frommeeting t). If post-meeting communications eliminate
opacity, then information from meeting t − 1 should no longer be important since Fed communi-
cations released between meeting t − 1 and meeting t would have been priced in by the market.
Instead, we find the modified FedSpeak model continues to outperform the market during easing
cycles, though by a somewhat lower magnitude. This suggests that opacity persists many weeks
after a meeting.

Using an alternative metric of transparency, we verify the implication that the outperformance
of the FedSpeak model reflects less informative communications during easing cycles. To do this,
we test whether a hypothetical investor could have used meeting minutes in real time to predict
the contents of confidential meeting transcripts. The investor estimates the historical relationship
between the contents of meetings minutes and the contents of meeting transcripts and then ap-
plies that historical relationship to new minutes observations in order to generate predictions of
transcript content. We compare these predictions with actual transcript content in order to assess
transparency. We continue to find an asymmetry between tightening cycles and easing cycles. In
particular, predicted transcript sentiment tends to bemore positive than actual transcript sentiment
during easing cycles, which we posit may explain why the market underestimated future rate cuts.

We offer two main caveats to our analysis. First, our results cannot identify whether recent
innovations in Fed communications, like the Summary of Economic Projections (SEP) and press
conferences, have improved Fed transparency. Due to the lagged release of meeting transcripts,
we can simultaneously observe the SEP, press conferences, and meeting transcripts only from 2011
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through 2017. These years were mostly characterized by the zero lower bound (ZLB) and explicit
forward guidance, both of which effectively reduce the scope for market expectation errors. Evalu-
ating the effects of the SEP and press conferenceswould requiremore post-ZLBmeeting transcripts
to be released. Second, our results do not consider the possibility that FOMC members could re-
spond to enhanced transparency by altering the content discussed at monetary policy meetings.
These behavioral responses are emphasized in Hansen, McMahon and Prat (2018), who study the
response of policymakers to the transparency-enhancing reforms in 1993.

The asymmetry we find between tightening and easing cycles is consistent with the results of
Cieslak (2018) and Schmeling, Schrimpf and Steffensen (2022), who find large excess returns in
Treasuries and fed funds futures during easing cycles, but not during tightening cycles. They at-
tribute the excess returns tomarket expectation errors, rather than to changing risk premia. Cieslak
(2018) argues that while these forecasting errors may be predictable ex-post, they are difficult to
predict in real-time, even for policymakers. Other papers finding asymmetries in monetary policy
expectations between tightening and easing cycles include Bauer, Pflueger and Sunderam (2022),
who find that professional forecasters perceive policy decisions to be less dependent on macroe-
conomic conditions during easing cycles and therefore less predictable.

We also contribute to a long-standing literature on Fed transparency. Most work on trans-
parency and central bank communication has studied the optimal level of transparency and the
conditions under which signaling the path of future rates is welfare-enhancing.3 Less work has
been done on the extent to which the Fed achieves transparency in practice. We fill this gap by
empirically testing the extent to which markets could have historically improved their policy rate
forecasting with broader access to information from central bank meetings.

Many prior studies of central bank transparency have focused on relative improvements in
transparency. For example, Swanson (2006) finds that the private sector has become better at fore-
castingmonetary policy since the 1980s, likely due to improved Fed transparency. But these studies
can onlymeasure relative changes in transparency and cannot tell us how transparent communica-
tions are overall. The only studies that attempt tomeasure central bank transparency in an absolute
sense rely on a qualitative lens, such as Eijffinger and Geraats (2006) and Dincer and Eichengreen
(2018), who develop qualitative indices of transparency over time for central banks around the

3For details, see Woodford (2005), Cukierman (2009), Morris and Shin (2005), among others.
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world. While these indices are useful for comparing a very diverse set of institutions, they rely on
coarse binary criteria.

Our second set of results identifies the specific pieces of informationwithinmeeting transcripts
and Tealbooks that explain the large gaps between the FedSpeak model’s predictions and market
expectations during easing cycles. We generate variable importance measures from the FedSpeak
model to determine which pieces of information within meeting deliberations would have been
most valuable for policy-sensitive rate markets to have known in real-time. In 2007-2008, the most
important variables were financial stability topic frequency, financial stability sentiment, economic
growth sentiment, and the sentiment of the FOMC’s leadership. In 2000-2003, the most important
variables were aggregate sentiment, economic growth sentiment, and the sentiment of leadership.
In both periods, the importance of these variables often far surpassed the importance of market
expectations.

We interpret the variable importance results through the lens of a simple monetary policy rule,
where the future fed funds rate is determined by the committee’s economic outlook and a time-
varying reaction function. According to Nakamura and Steinsson (2018), Campbell, Evans and
Justiniano (2012), and Romer and Romer (2000), the Fed has an “information advantage” about
the economy and can therefore make better forecasts than the public about future economic condi-
tions. Based on this view, the FedSpeak model might outperform the market because the meeting
materials contain important information about the Fed’s economic forecasts.

The view that the Fed has stronger forecasting abilities than market participants has been chal-
lenged by Hoesch, Rossi and Sekhposyan (forthcoming) and Bauer and Swanson (2023), among
others, who find that Tealbook forecasts have not been more accurate than private sector forecasts
in recent years. Consistent with these findings, we show that Tealbook forecasts were relatively
unimportant within the FedSpeak model during easing cycles and pointed towards tighter policy
rather than looser policy. Since Tealbook forecasts are commonly assumed within the literature to
reflect the FOMC’s economic outlook (see, for example, Shapiro andWilson (2019) and Bauer and
Swanson (2023)), the low importance of these forecasts suggests that outlook-related information
was unlikely to be responsible for reduced transparency during easing cycles.

As an additional test of the importance of outlook-related information, we re-estimate the Fed-
Speak model under a hypothetical scenario where the Fed has perfect foresight of future economic
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conditions. Wemodify the FedSpeak model to include macroeconomic data releases, like nonfarm
payrolls and CPI inflation, from the month after meeting t. Even with such extreme assumptions
about the Fed’s knowledge of the economy, the topic and sentiment variables retain at least 75%
of their predictive power. This suggests that the text-derived variables are capturing information
unrelated to the state of the economy and are thus providing information about policymakers’
reactions to incoming economic news.

We find that sentiment and topic frequency variables are often more important than market
expectations for forecasting future policy during easing cycles, providing a compelling affirmative
case for a reaction function-based explanation of easing cycle opacity. Sentiment is important be-
cause it allows us to directly observe the reactions of FOMC members to incoming economic data
rather than having to infer their reaction based on historical relationships betweenmacroeconomic
variables and monetary policy. Topic frequency variables should also be interpreted as related to
the reaction function. Holding topic-specific sentiment constant, if the FOMC discusses a certain
topic more often, then the members may implicitly be weighting that topic more heavily in their
reaction function.

Our results emphasizing incomplete information about policymakers’ reactions are consistent
with a growing literature. Bauer and Swanson (2023) propose a “Fed response to news” channel
for explaining monetary policy surprises. Schmeling, Schrimpf and Steffensen (2022) find that
market expectation errors occur contemporaneously with Taylor Rule deviations. Cieslak (2018)
finds that a large portion of unexpected easing comes from unscheduled FOMCmeetings, suggest-
ing that FOMC members eased more aggressively than markets expected in response to surprise
economic news. Bauer, Pflueger and Sunderam (2022) find that professional forecasters update
their beliefs about the Fed’s reaction function in response to monetary policy shocks, indicating
imperfect information about the reaction function. We contribute to this literature by providing
the first quantitative evidence of the magnitude of these information frictions.

A reaction function-based explanation of the FedSpeakmodel’s performance has quite different
implications for Fed transparency policy than a forecast or outlook-based explanation. Informa-
tion about forecasts may be relatively easy to convey to market participants, through instruments
like the Summary of Economic Projections. But as Woodford (2005) emphasizes, conveying infor-
mation about the Fed’s reaction function to the public is difficult because of the large number of
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different contingencies and scenarios thatmay arise, each demanding a different response from the
central bank. The easing cycles that we emphasize may be examples of infrequent contingencies,
where conveying information about the Fed’s response in advance may be difficult in practice. In
a similar vein, Schmeling, Schrimpf and Steffensen (2022) argue that the Fed’s response to nega-
tive macroeconomic shocks is inherently difficult for markets to learn because of the relatively few
observations.

Finally, we contribute to a large literature that uses textual analysis of FOMC documents and
communications to study FOMC communications and the transmission of communications to fi-
nancial markets. Some important papers include Hansen and McMahon (2016), Acosta (2015),
Gardner, Scotti and Vega (2022), Schmanski et al. (2023), Chernulich, Li and McGinn (forthcom-
ing), and Hansen and Kazinnik (2023).

The rest of the paper proceeds as follows: in Section 2, we discuss the text analysis methods
used to summarize the qualitative content of Fed documents. In Section 3, we describe the con-
struction of the FedSpeak model and show its superior forecasting ability relative to market ex-
pectations. In Section 4, we use variable importance measures to argue that market forecasting
errors during easing cycles were due to incomplete information about the FOMC’s reaction func-
tion rather than the economic outlook. Section 5 offers concluding remarks.

2 Text Analysis Methodology

In this section, we describe the text analysis methods we use for topic classification and sentiment
analysis. We define topic as the subject of a speaker’s sentence, as it relates to the economy or
monetary policy. For example, in the phrase “market liquidity is worsening”, the topic is clearly
market functioning, or financial stabilitymore broadly. In the phrase, “theCPI release showsmixed
signals”, the topic is clearly inflation.

We define sentiment as the subjective attitude that a speaker conveys through their language.
For example, the phrase “market liquidity is worsening” conveys negative sentiment because the
speaker is making an opinionated statement with a negative directionality. On the other hand, the
phrase “the outlook for the labor market looks bright” conveys positive sentiment. Some sentences
may have neutral sentiment, either because they contain both positive and negative attitudes (“the
labor market is strong, but inflation is weak”) or because they contain explicitly neutral language

7



(“the CPI release shows mixed signals”) or because they are purely factual (“the FOMC has a 2
percent inflation target.”)

2.1 Human Annotation Exercise

To develop and validate text analysis methods, we took a random sample of sentences from FOMC
documents, which were then categorized by topic and sentiment by analysts at the Federal Reserve
Bank of New York. The specific details of the annotation exercise are included in the Appendix.
The exercise resulted in a dataset of roughly 2,350 sentences, each with a topic and sentiment la-
bel. Each sentence was annotated by three different reviewers and a consensus label selected. If a
sentence did not receive a majority vote, then we discarded the sentence from the dataset. The hu-
man annotators chose among four sentiment labels: Positive, Negative, Neutral, No Sentiment and
among six topic labels: Economic Growth, Labor Market, Financial Stability, Inflation, Monetary
Policy, and No Topic.

The Labor Market and Inflation topics relate to the Fed’s dual mandate. Economic Growth
relates to discussion of economic output or economic activity, including GDP growth, conditions
related to different sectors, housing, business investment, consumer spending, etc. Financial Sta-
bility relates to discussion of financial market risks and vulnerabilities. Monetary Policy relates to
any discussion of policy, including policy rate decisions, asset purchases, policy implementation
framework, etc. These topics were selected to roughly correspond to the components of a central
bank’s loss function. Shapiro and Wilson (2019) find that the Fed’s loss function has historically
included not just unemployment and inflation, but also output growth and financial variables. For
sentences unrelated to any of the five main topics,“No Topic” was selected. Crucially, if a sentence
contained more than one topic, then the annotator could attach more than one topic label.

2.2 Text Analysis Methodology

In industry, sentiment analysis is usually conducted using supervised machine learning methods
and large language models, such as BERT and GPT. While these tools are generally powerful off-
the-shelf, they often require domain-specific fine-tuning. We utilize a pre-trained, finance-domain
large language model called FinBERT, developed by Huang, Wang and Yang (2023), and further
fine-tune it to the central banking domain using our annotated dataset of Fed sentences drawn
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from policymaker speeches, interviews, FOMC meeting statements, minutes, and transcripts.
In economics, sentiment analysis is usually done using rules-based, lexical methods. This

method involves creating a pre-defined list of words and phrases that correspond to categories of
interest. An algorithm will assign a sentiment label to a sentence based on the number of matches
in the sentence with these pre-defined lexicons. Examples of economics papers that use a lexical
approach include Shapiro, Sudhof and Wilson (2020), Shapiro and Wilson (2019), and Hansen
andMcMahon (2016). The most widely used lexicon for sentiment analysis is from Loughran and
McDonald (2011). This lexicon, from here referred to as “LM”, was developed for a general eco-
nomics and finance audience in order to analyze SEC filings and does not include many important
pieces of central bank terminology and jargon. Therefore, we construct our own sentiment lexicon
specifically tailored to central banking text, adoptingmethods fromCorrea et al. (2021) and Picault
and Renault (2017).

Analysis of topic content in economics and in industry is often done using unsupervised ma-
chine learning methods, such as the Latent Dirichlet Analysis (LDA) method used by Hansen,
McMahon and Prat (2018). These methods are often referred to as “topic modelling”. LDA ob-
serves the co-occurrences between words in sentences to find groupings of words that can be in-
terpreted as topics. While this method is often effective at finding optimal groupings, it has a clear
limitation: the researcher cannot pre-specify a list of desired topics, only a desired number of top-
ics. LDA finds the requested number of groupings and outputs the most common words within
each grouping, leaving it to the researcher to label these groupings after the fact. This can be very
useful in situations where the underlying set of topics is unknown to the reader, making LDA a
valuable tool in exploratory analysis of text data. But in the context of FOMC communications, the
researcher has very strong priors about the true set of topics. Additionally, certain specific topics
in central banking have strong theoretical value, like inflation and labor markets.

For example, applied to FOMC communications, LDA could output a topic that mixes together
words related to labor markets and inflation. This might be an optimal way to group the text,
especially considering the connections between labor markets and inflation. But this mixed topic
is less meaningful and less interpretable than having a separate labor market and inflation topic,
especially since our priors indicate that the true set of topics separates labor markets and inflation.

Rather than analyzing topic content as an unsupervisedmodelling problem,we instead analyze
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topics as a supervised classification problem. We train supervised machine learning models using
our annotated dataset to classify each sentence by topic. Ourmodel is able to output multiple topic
labels if a sentence contains more than one topic. Details about our topic classification model, as
well as our use of FinBERT for sentiment analysis, are available in the Appendix. We also include
results based on a ChatGPT-like generative AI models for sentiment and topic analysis.

2.3 Validation and Machine Learning

We validate our text analysis approaches using our human-annotated dataset. We split the sen-
tences into a training set and test set. We train the machine learning models on the training set and
validate both the lexical methods and the machine learning methods on the held-out test set.

For topic classification, the machine learning model outputs all of the topics that it believes are
contained within a given sentence. We test accuracy topic-by-topic. When testing for topic T , we
determine whether the list of predicted topics contains topic T . Suppose that a sentence contains
topics T1 and T2 and the model thinks that the sentence contains only topic T1. When testing for
topic T1, we score the sentence as a successful classification, but when testing for topic T2, we score
the sentence as an unsuccessful classification. If the sentence does not contain T3 and the model
predicts that the sentence does not contain T3, then we score the sentence as a successful classifica-
tion. In Table 1, we provide the model’s accuracy for each topic. We find that the model is highly
proficient at topic classification, with accuracy of roughly 90% or greater and average F1 score to
be above 0.7 (out of 1) for all five topics. F1 score is a common classification performance metric
defined as the harmonic mean of precision and recall scores, which are important for datasets with
high class imbalance.

Table 1: Test Set Performance of Topic Classification for Supervised Machine Learning

Topic Accuracy Average F1
Economic Growth 0.88 0.80
Financial Stability 0.88 0.75
Inflation 0.98 0.91
Labor Market 0.97 0.87
Monetary Policy 0.89 0.83

For sentiment, we test whether the predicted sentiment label is equal to the actual sentiment
label for eachmethodology. In Table 2, we provide accuracymetrics for eachmethodology. We find
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that our central banking-specific sentiment lexicon outperforms the Loughran-McDonald lexicon.
However, the machine learning-based methods ultimately scored the best, particularly the fine-
tuned FinBert model. We thus use the sentiment output of the fine-tuned FinBert model for the
main analysis in this paper.

Table 2: Test Set Performance of Sentiment Analysis by Methodology

Methodology Accuracy Average F1
Lexical: FMPV * 0.75 0.69
Lexical: Loughran-McDonald 0.64 0.61
ML: FinBert off-the-shelf 0.73 0.75
ML: FinBert fine-tuned * 0.78 0.78

2.4 Sentiment Time Series

We use our machine learning models to generate a sentiment prediction and topic prediction for
every sentence in our corpus of FOMC text. We convert the sentiment predictions to numerical
scores by assigning a score of +1 to a prediction of “Positive”, a score of 0 to a prediction of “Neu-
tral” or “None”, and a score of -1 to a prediction of “Negative. We aggregate these sentence-level
sentiment scores to produce document-level sentiment scores. We generate a sentiment score for
document d at time t by averaging over the sentences s within the document:

Sentimentd,t =
1
n
[

n

∑
s=1

Sentiments,d,t ] (1)

We also generate time series for subsets of the text corresponding to certain topics or speakers.
We group the text by communication type, meeting date, topic, and/or speaker and calculate the
average sentiment within each group. For the topic-specific sentiment time series, we average all
of the sentence-level sentiment scores within a given document, subsetting on sentences that have
at least one mention of topic k. This means that the same sentence could potentially be considered
for multiple topic-specific sentiment series.

In Figure 1, we plot the sentiment time series for the three main document types used in this
paper: meeting transcripts, Tealbooks, and meeting minutes, presented as a four-meeting rolling
average.4

4This is roughly equivalent to a six month rolling average.

11





3 Measuring Transparency using Market Policy Expectations

3.1 FedSpeak Model Setup

We define transparency in terms of information loss between the Fed and the market with respect
to expectations of future monetary policy. We compare actual, realized market policy expectations
versus what those expectations would have been in a counterfactual world in which the Fed imme-
diately released itsmeeting transcripts and Tealbooks. We estimate the counterfactual expectations
using a forecasting model that we refer to as the “FedSpeak model”. We first provide the equation
of the model and then explain its components.

AvgEFFRt+h −EFFRt = α +β (MktExpt+h −EFFRt)+Texttγ + εt (FedSpeak Model)

We index each FOMC meeting by t. AvgEFFRt+h is the effective fed funds rate h months after
meeting t, averaged over themonth. EFFRt is the average effective fed funds rate over the five days
following meeting t.5

MktExpt+h is the market-forecasted average EFFR for h months after meeting t, based on fed
funds futures pricing from the day after the meeting.6 We assume that one day after the meeting,
the futures market should have priced in any relevant macroeconomic data, any new information
revealed by the Fed’s policy announcement atmeeting t, and all Fed communications (likeminutes
and speeches) that were released prior to the meeting.

The fact that pre-meeting communications should be priced into policy expectations is very
important to our interpretation of the FedSpeak model. In his study of Fed chair speeches, Swan-
son (2023) notes that policy decisions at FOMC meetings are increasingly signaled ahead of time
through speeches by FOMC members, resulting in fewer monetary policy surprises. Swanson
(2023) shows that since 1990, Fed chair speeches have had even more influence than FOMC an-
nouncements on a range of asset prices, except very short-term interest rate futures. If the Fed-
Speak model outperforms the market, despite pre-meeting signaling from speeches, then we can
conclude that Fed communications were not fully transparent.

5The five day average is intended to smooth out volatility in the effective fed funds rate.
6Data retrieved from Bloomberg. The payout of a fed funds futures contract is based on the average effective fed

funds rate during the expiration month.
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While risk premia are included in policy expectations derived from fed funds futures, these risk
premia were likely very small in magnitude for the short term horizons (two to nine months) that
we use in this analysis. Schmeling, Schrimpf and Steffensen (2022) calculate term premia using
Blue Chip survey-based expectations. They find that term premia on three month and six month
fed funds futures were very low throughout our sample period, usually less than 25 basis points.
The average over the period was slightly negative. In fact, during the 2001 and 2008 easing cycles
that we focus on later in our results, term premia were sharply negative. This means that markets
underestimated future policy easing even more than implied by fed funds futures. Other papers
finding relatively very low risk premia over short horizons include Piazzesi and Swanson (2008)
and Crump, Eusepi and Moench (2018).

Textt is a matrix containing variables derived from meeting materials, such as transcript senti-
ment and Tealbook forecast variables. We emphasize that this matrix contains information that the
markets could not directly have accessed because of the five year release lag of the meeting tran-
scripts and Tealbooks. In the next section, we provide further details about the variables included
in Textt .

To test for transparency, we conduct an out-of-sample forecasting exercise. We study regularly
scheduled FOMC meetings from 1989 through 2016. At meeting t, we train a predictive model
on observations 1 through t −h−1. This restriction on the training sample ensures out-of-sample
validity: if we had trained on observations 1 through t − 1 instead, then we would be training on
observations of the outcome that had not yet been realized in real-time. We use the trained model
to generate a forecast based on observation t. We impose a starting sample size of 60 observation,
so our first prediction is for the December 1996 meeting. For every meeting afterwards, we re-
estimate the FedSpeak model using newly available data. Thus, at every iteration, the sample used
to train the model becomes one observation larger.

We do not impose any variable selection. We instead allow the models to down-weight unim-
portant variables through regularization. We test two different classes of models: LASSO and ran-
dom forests. For LASSO, the regularization parameter is selected using ten-fold cross validation
within the training set. Due to the rolling nature of the forecasting exercise, a new regularization
parameter is selected at every iteration.

To account for the 2009-2015 period, we impose a zero lower bound on the forecasts: if a forecast
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implies a negative fed funds rate, then we adjust the forecast upwards until it implies a funds rate
of zero. We also add two more variables to the model: the smoothed effective fed funds rate after
meeting t and the smoothed effective fed funds rate after meeting t − 1. These two variables can
help the model recognize that future policy changes can differ based on the current level of rates.
For example, there is less room to cut rates when the fed funds rate is already low.

After generating an out-of-sample prediction for every meeting, we compare the FedSpeak
model’s predictions to fed funds futures. If the FedSpeak model outperforms the market, then
Textt contains important policy-relevant information that was not accessible to the markets and
was thus not priced into the futures market. We interpret this outcome as reflecting opacity.

3.2 Meeting Content Variables

The following variables are included in Textt . We derive the variables from meeting transcripts
and Tealbooks, using our text analysis techniques when relevant. We linearly interpolate missing
values. For all meeting transcript-related variables, we only consider remarks by FOMCmembers,
thus excluding presentations by staff.

1. Aggregate meeting transcript sentiment

This is the average of all the sentence-level sentiment scores across a given meeting transcript.
This is equivalent to the graphs shown in Figure 1 without a rolling average.

2. Topic-specific meeting transcript sentiment.

For topic k, we average all the sentence-level sentiment scores within a given meeting transcript
for sentences that have at least one mention of topic k. The topics we consider are: Economic
Growth, Labor Market, Inflation, Financial Stability, and Monetary Policy.

3. Dispersion of meeting transcript sentiment across members.

For eachmember i, we average all sentence-level sentiment scores for sentences spoken bymem-
ber i, regardless of topic. We then calculate the standard deviation of these member-level senti-
ment scores.

4. Transcript sentiment for specific members
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For each member or group of members i, we average all of the sentence-level sentiment scores
for sentences spoken by member(s) i, regardless of topic. We consider the Chair, the FOMC
leadership (Chair, Vice Chair, President of the Federal Reserve Bank of New York), Reserve
Bank Presidents, and Board of Governors.

5. Frequency of mention for meeting transcript topics

For topic k, we find the number of sentences thatmention topic k anddivide it by the total number
of sentences.

6. One quarter ahead Tealbook forecasts

We obtain these variables from the Philadephia Fed’s Tealbook dataset. We use one quarter
ahead forecasts for unemployment, GDP, and core PCE inflation. We also use the staff’s assump-
tion for the fed funds rate over a one quarter horizon.

7

7. Aggregate Tealbook sentiment

The Tealbooks have large sectionswhere the staff provide their qualitative views on the economy
andmonetary policy. We find the average of all of the sentence-level sentiment scores, regardless
of topic.

8. Topic-specific Tealbook sentiment

For topic k, we average all the sentiment-level sentiment scores for sentences that have at least
one mention of topic k. The topics we consider are: Economic Growth, Labor Market, Inflation,
Financial Stability, and Monetary Policy.

3.3 Forecasting Results

In Figure 2, we calculate the mean squared error of market expectations and the FedSpeak model
over the full 1996 through 2016 period. We use the Diebold-Mariano test to test the null hypothesis
that the mean squared error of market expectations is equal to the mean squared error of the Fed-
Speak model. We repeat this aggregation for tightening cycles, easing cycles, and the zero lower

7We use the one-quarter-ahead forecasts in order to maintain a consistent set of Tealbook forecast variables for all
forecasting horizons. Additionally, as emphasized by Shapiro and Wilson (2019), short-run Tealbook forecasts are es-
pecially informative because they are unlikely to be contaminated by the staff’s assumptions about the path of monetary
policy. Due to data availability, we do not include FFR forecasts for model predictions for 2015 and after.

16



bound. We consider the November 2000 through July 2003 period and the July 2007 through De-
cember 2008 period to be easing cycles.8 Non-easing cycles are considered to be tightening cycles.

When we use random forests, the FedSpeak model outperforms market expectations over the
entire 1996-2016 forecasting period. The results for the full period hides a significant asymmetry
between easing cycles and tightening cycles. During easing cycles, the FedSpeak model outper-
forms market expectations at all eight forecasting horizons. The magnitude of the outperformance
is large; the mean squared error (MSE) of the FedSpeak model is 40-50% less than that of market
expectations. However, during tightening cycles, market expectations perform somewhat better
than the FedSpeak model. We interpret these results as suggesting that the FOMC is more trans-
parent during tightening cycles than during easing cycles.

The version of the FedSpeak model estimated using lasso regularization performs slightly bet-
ter than random forests during easing cycles and slightlyworse during tightening cycles. However,
lasso regression performs worse during the zero lower bound, which drives its worse performance
for the full period. This may occur because random forests are better able to capture the non-
linearities that the zero lower bound introduces.

8These dates were selected based on the peak and trough fed funds rate during the two easing cycles.
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Figure 2: Forecasting Errors of Market Expectations and FedSpeak Model

Horizon
(Months)

Full Period Tightening Periods Easing Periods Zero Lower Bound

Market
MSE

FedSpeak
MSE

Market
MSE

FedSpeak
MSE

Market
MSE

FedSpeak
MSE

Market
MSE

FedSpeak
MSE

Lasso

3 0.109 0.078 0.035 0.052* 0.448 0.243** 0.002 0.012***

6 0.379 0.28* 0.172 0.249* 1.446 0.74*** 0.004 0.043***

9 0.888 0.736 0.644 0.827* 2.848 1.323*** 0.020 0.259***

Random Forest

3 0.109 0.072* 0.035 0.049 0.448 0.235** 0.002 0.004***

6 0.379 0.271** 0.172 0.229* 1.446 0.8*** 0.004 0.006

9 0.888 0.668*** 0.644 0.763 2.848 1.52*** 0.020 0.025

Notes: This table aggregates fed funds futures market expectation and the out-of-sample predictions of the Fed-
Speak model (defined in Section 3.1). The first two columns calculate the mean squared error of market expec-
tations and the FedSpeak model over the December 1996 through December 2016 period. The third and fourth
columns calculate mean squared errors from December 1996 through December 2016, except fromNovember 2000
to July 2003 and July 2007 to December 2008. The fifth and sixth columns calculate mean squared errors from
November 2000 to July 2003 and July 2007 to December 2008. We use the Diebold-Mariano test on the null hypoth-
esis that theMSE of market expectations is equal to theMSE of the FedSpeakmodel. ***, **, and * indicate statistical
significance at the 1%, 5%, and 10% levels, respectively.

In Figure 3, we plot the out-of-sample forecasts underlying the mean squared error results. In
Figure 4, we calculate the gap between market expectations and the FedSpeak model predictions
during periods in which the FedSpeakmodel outperformsmarket expectations. If market expecta-
tions outperform during a given period, then we set the gap to zero. The figure can be interpreted
as the improvement in forecasting accuracy that the FedSpeak model achieves relative to market
expectations and can therefore be seen as a plot of changes in opacity over time. The figure shows
that if markets had real-time access to meetingmaterials during easing cycles, they could have pre-
dicted as much as 125 basis points of additional rate cuts at the six month horizon and as much as
175 basis points of additional rate cuts at the nine month horizon.
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meeting t would benefit from accessing the materials from meeting t −1, rather than the materials
frommeeting t. We find in Figure 5 and Figure 6 that during easing cycles, this modified FedSpeak
model still substantially outperforms market expectations, albeit with a lower magnitude. This
implies that post-meeting communications likeminutes and speeches do not eliminate easing cycle
opacity.

Figure 5: Forecasting Errors of Market Expectations and FedSpeak Model with Variables fromMeeting
t −1

Horizon
(Months)

Full Period Tightening Periods Easing Periods Zero Lower Bound

Market
MSE

FedSpeak
MSE

Market
MSE

FedSpeak
MSE

Market
MSE

FedSpeak
MSE

Market
MSE

FedSpeak
MSE

Lasso

3 0.109 0.085 0.035 0.044 0.448 0.292** 0.002 0.013***

6 0.379 0.312* 0.172 0.218 1.446 0.957*** 0.004 0.045***

9 0.888 0.808 0.644 0.764 2.848 1.866*** 0.020 0.224***

Random Forest

3 0.109 0.102 0.035 0.059** 0.448 0.36 0.002 0.003**

6 0.379 0.344 0.172 0.252** 1.446 1.102** 0.004 0.005

9 0.888 0.809 0.644 0.806* 2.848 2.111*** 0.020 0.023

Notes: This table aggregates fed funds futures market expectation and the out-of-sample predictions of the Fed-
Speak model (defined in Section 3.1). We modify the FedSpeak model to use meeting materials frommeeting t −1
rather than frommeeting t. The first two columns calculate the mean squared error of market expectations and the
FedSpeak model over the December 1996 through December 2016 period. The third and fourth columns calculate
mean squared errors from December 1996 through December 2016, except from November 2000 to July 2003 and
July 2007 to December 2008. The fifth and sixth columns calculate mean squared errors from November 2000 to
July 2003 and July 2007 to December 2008. We use the Diebold-Mariano test on the null hypothesis that the MSE
of market expectations is equal to the MSE of the FedSpeak model. ***, **, and * indicate statistical significance at
the 1%, 5%, and 10% levels, respectively.
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riod from the post-ZLB period are from 2016 to 2017 because of the lagged release of the meeting
transcripts and the Tealbooks. Evaluating the effects of the SEP and press conferences using meth-
ods similar to those introduced in this paper will likely be possible only after many more meeting
transcripts are released from the post-ZLB period.

Importantly, our analysis does not consider the possibility that if meeting transcripts were im-
mediately available to the public, then FOMCmembers could respond by altering the content dis-
cussed at monetary policy meetings. Hansen, McMahon and Prat (2018) find that after the FOMC
adopted a set of transparency-enhancing reforms in 1993, including the lagged release of meet-
ing transcripts to the public, the members altered their behavior. They find a positive “discipline
effect”, where members became more data-driven and were more likely to be influenced by less
experienced members. But they also find a negative “conformity effect”, where members became
less likely to voice dissenting opinions. Although they argue that the positive discipline effect dom-
inated, other transparency reforms may cause negative behavioral changes that outweigh positive
changes. These behavioral changes may push valuable policy-relevant discussion out of formal
meetings and into more informal settings. Thus, our results should be viewed as reflective of a hy-
pothetical world in which there were no behavioral responses. Our results should not be viewed
as predicting what would have happened in the real world had the FOMC began contemporane-
ously releasing transcripts at the beginning of our sample period. The possibility that important
policy-making discussions occur outside of formal meetings implies that our estimates of opacity
may be a lower bound.

3.4 Alternative Measure of Transparency

As a robustness check of our main results, we show that the asymmetry in the informativeness of
communications between easing and tightening cycles can be independently found using an alter-
nativemethod ofmeasuring transparency. We test the extent towhich a hypothetical investor could
have used meeting minutes in real time to predict the contents of unreleased meeting transcripts.
We construct the following out-of-sample forecasting exercise:

1. One day after meeting t, an investor wants to know the sentiment of meeting t (as captured
by the sentiment of the associatedmeeting transcript). She has access to themeetingminutes
associated with meeting t. Denote the unknown meeting transcript sentiment as yt and the
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known meeting minutes sentiment as xt . She wants to use the observation of xt to predict yt .

2. Due to the five year lagged release of the meeting transcripts, the investor only has access to
meeting transcripts Y = {y1, ...,yt−k}, where t−k is the closest meeting from at least five years
ago. The corresponding meeting minutes observations are X = {x1, ...,xt−k}.

3. The investor regresses Y on X to estimate function gt , which is then used to predict meeting
transcript sentiment for meeting t: ŷt = gt(xt).

We generate these out-of-sample forecasts for regularly scheduled meetings from 1998 to 2016.
In the above example, we compare aggregate meeting transcript sentiment to aggregate meeting
minutes sentiment. We repeat the exercise for topic-specific transcript sentiment and transcript
topic mention frequency. For each variable, we predict the transcript outcome using the corre-
sponding variable derived from the meeting minutes. For example, we predict transcript financial
stability topic frequency using minutes financial stability topic frequency.

In Figure 7, we graph the difference between the predicted transcript outcome and the actual
transcript outcome (ŷt −yt) for aggregate sentiment. We apply an eight meeting rolling average to
the plot. We find an asymmetry between easing cycles and tightening cycles. During easing cycles,
highlighted in gray, predicted transcript sentiment is farther from the actual transcript sentiment,
suggesting that the minutes implicitly convey a more optimistic message during such periods.
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mean error during easing cycles was significantly higher than during tightening cycles, indicating
that the minutes conveyed a more optimistic message during easing periods.

Figure 8: Prediction Aggregation for Important Topics

Mean Squared Error Mean Error

Easing Tightening
p-value (easing
vs tightening) Easing Tightening

p-value (easing
vs tightening)

Transcript Agg
Sentiment 0.0019 0.0007 0.002 0.0161 -0.0042 0.009

Transcript
Leadership
Sentiment

0.0019 0.0010 0.051 0.0089 -0.0081 0.037

Transcript Inflation
Sentiment 0.0139 0.0041 0.035 0.0292 -0.0023 0.137

Transcript Fin Stab
Sentiment 0.0123 0.0135 0.742 0.0408 0.0092 0.135

Transcript Econ
Growth Sentiment 0.0146 0.0079 0.019 0.0641 0.0211 0.032

Transcript Labor
Mkt Sentiment 0.0146 0.0116 0.466 0.0728 -0.0369 0.000

Transcript Mon Pol
Sentiment 0.0031 0.0014 0.021 0.0365 0.0100 0.002

Transcript Econ
Growth Freq 0.0046 0.0031 0.129 -0.0490 -0.0450 0.649

Transcript Inflation
Freq 0.0004 0.0005 0.744 0.0106 -0.0044 0.000

Transcript Fin Stab
Freq 0.0013 0.0003 0.000 -0.0323 -0.0088 0.000

Transcript Labor
Mkt Freq 0.0003 0.0007 0.001 -0.0030 -0.0125 0.011

Transcript Mon Pol
Freq 0.0006 0.0007 0.824 0.0032 -0.0027 0.236

Notes: This table shows the minutes-implied prediction of various text-based outcomes from meeting transcripts
minus the actual meeting transcript outcomes during easing cycles (“Easing”) versus all other periods (“Tighten-
ing”). We define the following periods as easing cycles: November 2000 to July 2003, and July 2007 to December
2008. The procedure for generating minutes-implied predictions is provided in Section 5. The “Unpaired Diff in
Means” column finds the difference between the first column and the second column. The “p-val” column dis-
plays the p-value for the hypothesis test with null hypothesis that easing and tightening cycles have the same gap
between predicted transcript outcomes and actual transcript outcomes.
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4 Characterizing the Information Value of Meeting Materials

In this section, we identify the specific pieces of information contained in meeting transcripts and
Tealbooks during easing cycles that was not priced into the futures market. We conduct this analy-
sis through the lens of a simple monetary policy rule, where the future fed funds rate is a function
of the FOMC’s economic outlook and reaction function. In the following decomposition of the
future fed funds rate, it+h is the policy rate h months after meeting t, Xt is the FOMC’s economic
outlook, and εt+h is a monetary policy shock relative to the information available at meeting t. ft

is a time-varying reaction function that maps the committee’s economic outlook to a future policy
rate.

it+h = ft(Xt)+ εt+h

The economic outlook Xt captures the committee’s assessment of the current state of the econ-
omy and the committee’s forecasts of future economic developments. The reaction function ft

captures the degree of sensitivity to those developments. The reaction function reflects the fact
that two central banks with the same macroeconomic data and the same forecasts might set policy
differently based on their preferences and risk sensitivities. These preferences include the com-
mittee’s inflation target, their view on potential trade-offs between output and inflation, and the
weight they place on financial stability concerns.

Suppose that at meeting t, the markets are predicting 50 basis points of rate cuts over the next 3
months. The FedSpeak model predicts 100 basis points of rate cuts. By meeting t +3, the economy
has shed 500,000 jobs and the fed funds rate has been cut by 100 basis points. What information
did the FedSpeak model have that the markets did not have?

One possibility is that the Fed, at meeting t, accurately forecasted the loss of 500,000 jobs within
three months. The 100 basis point cut was a mechanical response of monetary policy to economic
deterioration. The market only predicted a 50 basis point cut because the market only predicted
a loss of 100,000 jobs. The Fed’s pessimistic forecast is reflected in their meeting transcripts and
Tealbooks. The FedSpeak model incorporated this information and predicted 100 basis points of
cuts. A key part of this story is that the market knew the Fed’s sensitivity to employment news.
Thus, if the market had also predicted 500,000 jobs lost, then the market would have also predicted
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100 basis points of rate cuts. The view that the Fed has an “information advantage” over the public
about the state of the economy has been argued in the literature, such as Nakamura and Steinsson
(2018), Campbell, Evans and Justiniano (2012), and Romer and Romer (2000).

Another possibility is that the Fed, at meeting t, shared themarket’s forecast of 100,000 jobs lost
on the basis of the same publicly available economic data. But the Fed judges inflation to be fairly
subdued and thinks that the risks to the employment mandate outweigh the risks to the inflation
mandate. The Fed decides to react more aggressively to news of 100,000 jobs lost than they may
have in previous cycles. The Fed’s newfound sensitivity to employment news is reflected in their
meeting transcripts. The FedSpeak model incorporated this information and thus predicted steep
rate cuts. Even with the exact same forecast of future job loss as the Fed, the market could not have
predicted the extent of future rate cutswithout knowing the adjustments to the Fed’s reaction func-
tion. The view that the public has incomplete knowledge about the Fed’s reaction function has been
argued in Bauer and Swanson (2023), Bauer, Pflueger and Sunderam (2022), Schmeling, Schrimpf
and Steffensen (2022), and others. We present evidence that the FedSpeak model’s performance is
more consistent with a reaction function-based explanation than an outlook-based explanation.

4.1 Variable Importance

To calculate the relative importance of each piece of information incorporated into the FedSpeak
model, weuse variable importancemetrics to decompose each of the out-of-sample predictions into
additive components. Since lasso regression and random forests performed very similarly during
easing cycles, according to Figure 2, we focus on the lasso-based results to allow for simpler and
more interpretable variable importance metrics. We use the following expression, often referred
to as “Linear SHAP” values in the machine learning literature (Lundberg and Lee, 2017)9:

φit = βit(xit −E[xit ])

For horizon h at meeting t, we estimate the FedSpeak model on meetings 1 through t −h. βit is
the estimated coefficient for variable i at meeting t. xit is the value of variable i at time t. E[xit ] is the
average of variable i over meetings 1 through t −h.

9SHAP values are often used as a model-agnostic method to explain a machine learning model’s prediction. The
expression for SHAP values that we present are specific to linear models.
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Intuitively, SHAP values compare the contribution of a variable toward a prediction relative to
what the model would have predicted if the variable was at its average historical value. A SHAP
value of -50 basis points implies that a variable pushed the final prediction in the direction of policy
easing, with a magnitude of 50 basis points.

SHAP values are additive in the sense that the sum of the SHAP values for all of the variables
equals the overall prediction minus the model’s average prediction over the training data. For a
fixed t, we can decompose the sum of the SHAP values as follows:

∑
i

φi = ∑
i
(βixi −E[βixi])

= ∑
i
(βixi)−∑

i
E[βixi])

= β0 +∑
i
(βixi)−β0 −∑

i
E[βixi])

= f̂ (x)−E[ f̂ (x)]

In Figure 9, we average the SHAPvalues for each variable over each period and forecasting hori-
zon. We then rank the variables by average importance as measured by the absolute value of the
average SHAPvalues and then select the top five. Wefind that in the 2000-2003 period, themost im-
portant variables were aggregate sentiment, economic growth sentiment, and the sentiment of the
FOMC’s leadership. In the 2007-2008 period, the most important variables were financial stability
topic frequency, financial stability sentiment, economic growth sentiment, and FOMC leadership
sentiment.

Interestingly, Tealbook forecasts of the future fed funds rate rank relatively low in the variable
importancemeasures. This is consistentwith Cieslak (2018), who finds that policymakers and cen-
tral bank staff appear to display similar errors in their forecasts on short rates as public forecasters.
Two potential explanations arise. First, staff members may not have sufficient access to FOMC
meeting materials to be able to make the observations of policymaker forecasts and preferences
that the FedSpeak model is able to observe. Second, Figure 9 suggests that the FedSpeak model
is fairly complex: a wide range of text-derived variables are important for predicting policy eas-
ing. Replicating the FedSpeak model’s predictions may therefore be difficult for human analysts,
particularly without access to the computational text analysis tools used in this paper.
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Figure 9: SHAP Values

Transcript Bank President Sentiment

Transcript Economic Growth Sentiment

Tealbook Aggregate Sentiment

Market Expectations

Transcript Aggregate Sentiment

−15 −10 −5 0
Average SHAP Value

2000−2003: 3 Months

Transcript Leadership Sentiment

Tealbook Financial Stability Sentiment

Market Expectations

Transcript Aggregate Sentiment

Transcript Financial Stability Topic Freq

−10 −5 0
Average SHAP Value

2007−2008: 3 Months

Transcript Labor Market Sentiment

Tealbook Aggregate Sentiment

Market Expectations

Transcript Economic Growth Sentiment

Transcript Leadership Sentiment

−10 −5 0
Average SHAP Value

2000−2003: 6 Months

Transcript Labor Market Sentiment

Transcript Leadership Sentiment

Market Expectations

Tealbook Financial Stability Sentiment

Transcript Financial Stability Topic Freq

−15 −10 −5 0
Average SHAP Value

2007−2008: 6 Months

Notes: In this figure, we average SHAP values for each variable within each period and forecasting horizon. We
then rank the variables by absolute average SHAP value and select the top five.

4.2 Testing for Outlook-Related Information

If incomplete information about the FOMC’s economic outlook is responsible for easing cycle opac-
ity, then we might expect Tealbook forecast errors to rank highly in the variable importance anal-
ysis. A large literature has assumed that the Tealbook forecast errors are a good proxy for the
forecasts of the FOMC members. In Figure 10, we group the variables by type of information
(forecasts, sentiment, topic mention, market expectations) and plot the sum of their SHAP values
over time. We find that Tealbook forecasts have an extremely low importance and are thus unable
to explain why the market underestimated policy easing.
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This is equivalent to a scenario where the Fed has perfect foresight of future economic conditions.
We modify the FedSpeak model by adding macroeconomic data releases from one month and two
months into the future to the set of text-based predictors. We provide the equation for themodified
FedSpeak model below. ζ1Macrot+1 refers to macro data releases associated with the month after
meeting t. ζ2Macrot+2 refers to macro data releases two months after meeting t.

In our set of macro data releases, we consider change in nonfarm payrolls and consumer price
index. Following Bauer and Swanson (2023), we also use the Brave-Butters-Kelley index from
Brave, Butters and Kelley (2019), which aggregates hundreds of macroeconomic data releases to
arrive at a single economic activity index.

AvgEFFRt,h −FFRt = α +β (MktExpt,h −FFRt)+Texttγ +ζ1Macrot+1 +ζ2Macrot+2 + εt

(FedSpeak Model with Future Macro Data)
Importantly, given the long lags with which monetary policy operates, real macroeconomic

outcomes over a short horizon are plausibly exogenous with respect to the FOMC’s policy decision
at meeting t. Note that due to the lagged release of data, the macro data associated with the month
after meeting t would only be released approximately two months after meeting t.
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assumptions about the Fed’s knowledge of the economy that this exercise uses, it would be reason-
able to conclude that more than 71% of the FedSpeak model’s outperformance is due to reaction
function-related information.
Figure 12: Average SHAP Values of Transcript and Tealbook variables, Controlling for Future Macro
Data

Horizon

Avg SHAP for Transcript and
Tealbook Variables

Percent
Change

No Future
Macro Data

Future Macro
Data Included

2001 Recession

3 Months -21.2 -14.9 -30%

6 Months -39.0 -29.6 -24%

Global Financial Crisis

3 Months -37.4 -28.4 -24%

6 Months -78.5 -65.8 -16%

Notes: In this table, we calculate the average SHAP values of transcript and Tealbook variables within each period
and forecasting horizon. In the second column, we report the values whenwe do not control for future macro data.
The third column adds future macro data as controls. The fourth column finds the percent change between the
second and third column.

The importance of sentiment and topic frequency variables in Figure 10 also points toward
an affirmative case for a reaction function-based interpretation of opacity. Shapiro and Wilson
(2019) show that the sentiment expressed by the FOMCwithinmeeting transcripts is a good proxy
for the FOMC’s loss in the context of a loss function. Using narrative evidence from the meeting
transcripts, they extensively validate the connection between sentiment and the committee’s loss
function.10

Suppose we estimate a very simple version of the FedSpeak model:

AvgEFFRt+h −EFFRt = α +β (MktExpt+h −EFFRt)+ γSentimentt +δForecastt + εt

10Shapiro andWilson (2019) use sentiment to estimate text-implied inflation targets for individual members and find
that these estimated inflation targets largely match explicitly stated inflation targets.
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Based on Shapiro and Wilson (2019), we assume that

Sentimentt = ζ0 +ζ1Forecastt

Theoretically, δ̂ should be a good estimate of the FOMC’s reaction function because it directly
maps the committee’s forecast to changes in policy. But if the reaction function is time-varying,
then δ̂ may no longer be accurate and may thus produce inaccurate predictions of future policy.
Sentiment is valuable because it allows us to bypass the problem of estimating a time-varying δ

using historical data. Instead, we can directly observe members’ reactions to economic news by
observing Sentimentt . This leaves us only with the task of estimating γ , the function that maps the
members’ reactions to future policy rates. If γ does not vary a lot over time, then γ̂Sentimentt will
be more predictive of future policy than δ̂Forecastt .

We also argue that the specific timing of opacity within the easing cycles is consistent with a re-
action function-based interpretation. In Figure 13, we group variables by the topic they are associ-
atedwith and then sum the SHAPvalueswithin each group. For example, in the EconomicGrowth
category, we group Tealbook GDP forecast, transcript Economic Growth sentiment, Tealbook Eco-
nomic Growth sentiment, and transcript Economic Growth topic frequency. We also create an “Ag-
gregate” category for aggregate transcript and tealbook sentiment andwe create amember-specific
category for sentiment related to leadership, the chair, the vice chair, reserve bank presidents, and
governors.

In 2007-2008, the text-derived variables became especially important in early 2008, around the
collapse of Bear Stearns. This is especially true of the financial stability topic, which had low im-
portance throughout 2007. The financial stability topic became especially important around the
Lehman Brothers collapse in September 2008. This is more consistent with a narrative where the
Fed adjusted policy faster than the markets expected in response to financial sector turmoil com-
pared to a narrative where the Fed anticipated financial sector turmoil ahead of the public. In
2000-2003, the text-derived variables, particularly aggregate sentiment and leadership sentiment,
became especially important around the September 11th attacks. This is more consistent with the
Fed reacting more strongly to news of the attacks than the markets expected, rather than the Fed
having superior ability to forecast the economic damage that the attacks would create.

The extent of the committee’s rate cuts during these cycles may have been surprising to mar-
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ket participants who had a dual mandate-centric view of the reaction function. For much of 2001,
unemployment11 was below the Congressional Budget Office’s estimate of the natural rate of un-
employment.12 Realized Core PCE hovered very close to the assumed 2% target before the 9/11 at-
tacks.13 In 2007 and 2008, realized unemployment only started to significantly increase inmid-2008
and realized Core PCE was above 2% until after the Lehman collapse. But according to Figure 13,
FedSpeak variables related to labor markets and inflation were of very low importance throughout
both periods.

11Retrieved from the FRED UNRATE series.
12Retrieved from the FRED NROU series.
13Retrieved from the FRED PCEPILFE series.
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ers’ reactions to incoming economic data, particularly their reactions to financial stability concerns
during the 2008 financial crisis. Themarkets may havemisinterpreted policymakers’ reactions due
to the optimism of meeting minutes during easing cycles relative to tightening cycles.

These results have important implications for both policy and future academic research. First,
there has been an ongoing effort across central banks to enhance transparency over the last few
decades. Increased transparency may not always be beneficial. There are trade-offs of increased
transparency that are worth considering, and central banks need to strike a balance between trans-
parency and legitimate needs for confidentiality. This paper allows for a fuller discussion of those
trade-offs by highlighting the conditions under which the Fed has historically been most opaque.
Our methodology can also, in principle, be applied to any central bank that releases information
to the public in a lagged manner.

Second, we show that during easing cycles, FOMC communication are less informative about
policymakers’ sensitivity to incoming economic developments. Future work should seek to clarify
the incentives and strategic reasons that explain why policymakers are more restrained in their
external communications during these periods. Easing cycles are typically associated with growth
downturns, whichmaymake policymakersmore sensitive to downside risks than upside risks and
more sensitive to the possibility of spooking the markets. Easing cycles are also times of great un-
certainty about the economic outlook, whichmay further incentivize policymakers to be restrained
in their communications.
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Appendix

A Human Validation and Data Collection

We randomly generated a dataset of sentences from policymaker speeches, transcripts, minutes,
press conferences, and interviews. We obtained a stratified sample of sentences over time and
across communication type, aiming to maintain a consistent proportion of sentences from a given
year and communication type, notwithstanding large imbalances in document length. The dataset
spanned the time period 2000 to 2022 and contained 2,500 sentences in total. Once this dataset was
established, we set aside approximately 450 sentence for validation. The remaining 1,600 sentences
were used for model development.

We then divided the dataset into five subsets of 500 sentences each and assigned each subset
to a different set of staff to audit. Each team consisted of three members who had relevant domain
knowledge and experience. The teams were given instructions on the proper interpretation of the
topic and sentiment labels prior to the start of the exercise, and were requested to label sentences
as follows:

1. Assign labels to each sentence according to our pre-defined topics: {Economic Growth, In-
flation, Financial Stability, Labor Market, Monetary Policy, No Topic}.

2. Return to the same sentences to assign sentiment: {Positive, Negative, Neutral, None}.

We aggregated the annotations from each team and chose the consensus label for each sentence.
The consensus label was defined as the label that received at least two votes from the three analysts.
If no sentence received amajority vote for at least one label, we discarded the label from the dataset.
We obtained a higher quality dataset with this additional filtering, as only around 200 sentences
were discarded (8%).

B Machine Learning Models

This work leveraged techniques from supervised learning to train and fine-tune models using the
training set discussed above. We utilized two specifications of machine learning models for topic
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and sentiment prediction, opting to use our FinBERTmodel in our sentiment results and Ensemble
in the topic classification results.

B.0.1 Bag-of-Words and Neural Network Ensemble

The first model followed the bag-of-words model approach familiar to the literature, but with an
added small neural network component. The implementation for this text classifier utilized the
spaCynatural language processing Python library. The purpose of the addedneural network (with
attention) is to supply information about the whole sentence to the model during inference, in
contrast to the linear component. It is not utilized in our results of this work because it offered too
little performance gain over a lexical approach for the loss of interpretability. With a larger training
set, the results may improve.

This bag-of-word component has similarities to dictionaries: both operate using a lexicon of
terms. However, maintaining dictionaries by-hand is time-intensive, motivating a data-dependent
approach that potentially reduces over-classification. Work by Picault and Renault (2017)show
how corpus statistics can be used in the lexicon creation process in this domain. Informally, the
linear component of this method applies Bayes Rule to the input sentence and class probability:

P(c|s) = P(s|c)P(c)
P(s)

where c is a class instance like ”Economic Growth”, s is a sentence instance. P(s|c) is thereby
decomposed, forming a ”bag” of independent random variables representing terms in the given
sentence. The chosen class is given by the decision rule:

cbayes = argmaxc∈CP(ci)∏
t∈T

P(t|c)

where T is the set of one or more words present in the sentence, referred to as uni-grams, bi-
grams, up to n-grams. N-grams are determined using corpus term-frequency statistics. Order
beyond this term boundary is not modelled, granting it the ”bag” term.
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B.0.2 Transformer Model

The second model leveraged recent advancements in the field of machine learning via the Trans-
former class of models. A Transformer model is a model architecture characterized by its series
of ”self-attention” neural network layers (Vaswani et al. (2017)). The BERT model (Devlin et al.
(2019)) popularized the use of this architecture, and while there are now successors to this ap-
proach, it is at this time widely used in Natural Language Processing literature and other applica-
tions.

Practically speaking, a Transformer-based text classifier is developed with two distinct training
sets. First, a large (oftenweb-scale) set of text data is used inwhat is referred to as the ”pretraining”
stage of development. Language representations are learned in the target languages using either a
cloze (masked language model) or autogregressive (next token) objective. This computationally
intensive stage requires a representative set of text for both natural language and, especially in our
case, the domain of interest. Because of the large cost in developing thesemodels, there are various
models made available open-source to the research community, which we leveraged in this work.

The second, ”fine-tuning” stage brings themodel’s representations semantically closer to a spe-
cific domain and/or performing a discrete task. For our classification task, this means supervised
learning on a set of annotated sentences. Since we specified sentiment in the broader finance and
economics domain, we leveraged existing work to train domain-specific BERT models. FinBERT
(Araci (2019) and Huang, Wang and Yang (2023)) is a BERT model pre-trained on financial com-
munication text. It is trained on a broad, 4.9 billion token financial communications dataset, includ-
ing SEC EDGAR filings and analyst reports. Huang, Wang and Yang (2023) develop and publish
models from both stages, providing a ”finbert-tone” sentiment classifier built on a Transformer
backbone.

We evaluated the authors’ sentiment classification model ”off-the-shelf” and with additional
fine-tuning using our internally-sourced training and validation set. The fine-tuning stage is con-
siderably cheaper computationally, passing over roughly 1,600 sentences with a cross-entropy loss
minimization objective. This provided a 3-point improvement on our validation set using an F1
score, a mean of precision (i.e., minimization of false positives) and recall (i.e., recovery rate of
true positives). Since F1 scores are computed on a per-class basis, we calculated the weighted
average of the scores based on the class frequency. For topic F1 scores, we chose a (more conser-
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vative) simple average due to the high class imbalance on a per-class basis. Implementation was
supported by the HuggingFace transformers Python library.

B.0.3 Generative Pre-Trained Transformer Model

Recent developments in the generative or ”next-token prediction” variety of Transformer model
have demonstrated state-of-the-art performance on a wide range of natural language processing
tasks. These GPTmodels come in strong commercial and publicly-available implementations. The
introduction of ”in-context learning” (i.e., providing information about the task to themodel along
with the task itself) has useful properties for NLP applications like sentiment analysis. Of partic-
ular benefit is the avoidance of costly model parameter updates via this instruction. The research
community is still actively discussing the use of in-context learning over parameter fine-tuning.

As a preliminary result, we have evaluated the performance of the ”Vicuna” open-sourcemodel
(developed by the Large Model Systems Organization, which in turn leveraged Llama2 by Meta)
with an input (prompt) that contained examples from our training set and descriptions of the label
categories. We tested the smallest model (7 billion parameters) and applied quantization. This
approach yielded an accuracy of 0.72 for topics and 0.63 for sentiment classification on a small
evaluation set taken from our training data. This represents slightly weaker performance than our
findings using Loughran-McDonald. Results based on ”FinGPT” (Yang, Liu and Wang (2023),
Zhang, Yang and Liu (2023), Wu et al. (2023) yielded an accuracy rate of 0.71. In both cases, we
used a small selection of examples in the model prompt.

In conclusion, there is futurework needed to develop and evaluate this newer class ofGPTmod-
els. For example, we found in some cases that the model particularly struggled to classify Neutral
sentences. Given that BERT architectures showed improvements via fine-tuning, we hypothesize
the same could be true of the GPT class of models.

45


	Introduction
	Text Analysis Methodology
	Human Annotation Exercise
	Text Analysis Methodology
	Validation and Machine Learning
	Sentiment Time Series

	Measuring Transparency using Market Policy Expectations
	FedSpeak Model Setup
	Meeting Content Variables
	Forecasting Results
	Alternative Measure of Transparency

	Characterizing the Information Value of Meeting Materials
	Variable Importance
	Testing for Outlook-Related Information

	Conclusion
	Human Validation and Data Collection
	Machine Learning Models
	Bag-of-Words and Neural Network Ensemble
	Transformer Model
	Generative Pre-Trained Transformer Model



