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Abstract

Despite initial research about the biases and perceptions of Large Language Models (LLMs), we 
lack evidence on how LLMs evaluate occupations, especially in comparison to human evalua-
tors. In this paper, we present a systematic comparison of occupational evaluations by GPT-4 
with those from an in-depth, high-quality and recent human respondents survey in the United 
Kingdom. Covering the full ISCO-08 occupational landscape, with 580 occupations and two dis-
tinct metrics (prestige and social value), our findings indicate that GPT-4 and human scores are 
highly correlated across all ISCO-08 major groups. In absolute terms, GPT-4 scores are more 
generous than those of the human respondents. At the same time, GPT-4 substantially under- 
or overestimates the occupational prestige and social value of many occupations, particularly 
for emerging digital and stigmatized occupations. 

Our analyses show both the potentials and risks of using LLM-generated data for sociological and 
occupational research. Potentials include LLMs’ efficiency, cost effectiveness, speed, and accura-
cy in capturing general tendencies. By contrast, there are risks of bias, contextual misalignment, 
and downstream issues, for example when problematic and opaque occupational evaluations 
of LLMs may feed back into working life, thus leading to potentially problematic technological 
constructions of society. We also discuss the policy implications of our findings for the integra-
tion of LLM tools into the world of work.

About the authors

Paweł Gmyrek is a Senior Researcher in the Research Department of the ILO.

Christoph Lutz is a Professor at the Department of Communication and Culture, BI Norwegian 
Business School (Oslo).

Gemma Newlands is a Departmental Research Lecturer in AI & Work at the Oxford Internet 
Institute, University of Oxford.
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 X Introduction

The occupational landscape in the United Kingdom has experienced profound changes in recent 
decades, partly driven by cutting-edge digital technologies such as artificial intelligence (AI). These 
technologies, while impacting job-quality overall, have led to the emergence of new occupations1 
(Adamson and Roper 2019; Kane, 2017; Makridis and Han 2021). The digital transformation has 
also raised important questions about the social evaluations of these new and evolving occupa-
tions, including their prestige and social value (Newlands and Lutz 2023b). 

Occupational prestige is deeply rooted in sociological discourse, including not only working con-
ditions and pay but also subjective interpretations of one’s work and occupation (Lambert and 
Bihagen 2014). It is significant because sociological research underscores the enduring impor-
tance of one's occupation in shaping identity, self-esteem, and well-being (Adler 2021; Cardone 
et al. 2021). Occupational evaluations are influenced by the media and societal narratives, as 
well as assumptions about an occupation's characteristics, rewards, and exclusivity (Lissitsa et 
al. 2017; Mejia et al. 2021). 

The predominant measurement approach involves surveys with human participants to variably 
capture prestige, social standing, social status, or the social value of occupations. The most fre-
quently employed indices of occupational prestige, for instance, originate from human partic-
ipants in Treiman's (1977) Standard International Occupational Prestige Scale (SIOPS) and the 
U.S. General Social Survey (GSS) Occupational Prestige Module (Smith and Son 2014)2. Ongoing 
research reveals a certain consensus in how societal groups evaluate occupations, though with 
growing awareness that such evaluations are dynamic and subject to between-group variation 
(Avent-Holt et al., 2020). 

The potential for non-human evaluators, in the form of AI, to replicate or replace human survey 
respondents in constructing occupational hierarchies forms a compelling avenue for further in-
quiry. Recently released Large Language Models (LLMs), such as GPT-4, BERT, and Llama, repre-
sent a pivotal advancement in AI capabilities, due to their novel capacity of content analysis and 
creation across unstructured textual, visual, and audio-visual media. Emerging literature demon-
strates that new LLMs not only process data, but also form discernible opinions on various facets 
of society, reflecting and perpetuating societal biases (Argyle et al. 2023a, 2023b; Rosenbusch 
et al. 2023; Sætra 2023). Understanding how LLMs construct social realities in the context of 
work and occupational stratification could assist in updating long-established and institutional-
ized measurements of socio-economic schemas (Gil-Hernández et al. 2023). At the same time, 
insights into the embedded societal and occupational biases within AI models are also needed. 

In examining whether and how LLMs can be used in occupational evaluation, this paper further 
embeds itself in nascent discussions into the use of LLMs in social science research, both as a 
methodological tool and as an empirical data source (Alkaissi and McFarlane 2023; Argyle et al. 
2023a; Balmer 2023; Hämäläinen et al. 2023; Else, 2023; Hepp et al. 2023; Mills et al. 2023; Thorp, 
2023). In that area, an ongoing inquiry pertains to the potential substitution of human respond-
ents with LLMs in various research scenarios (Dillion et al. 2023; Harding et al. 2023). These in-
vestigations entail a comparative assessment of outputs generated by LLMs against responses 
provided by human subjects, serving to evaluate the ‘algorithmic fidelity’ of these models (Argyle 
et al. 2023a). The preliminary findings exhibit considerable promise, demonstrating that when 
appropriately prompted within a contextual framework, LLMs are capable of approximating hu-
man perceptions and performance to a remarkable degree (Rosenbusch et al. 2023). 

1 The term 'occupation' is a framework for grouping analogous jobs (Hauser and Warren 1997). We follow the definition of Lee et al. 
(2000) of occupations as ‘identifiable and specific lines of work’ (p. 800).  

2 Despite both being described as prestige studies, Treiman (1977) collates broad measurements beyond ‘prestige’ and the GSS (Smith 
and Son 2014) in fact directly measures ‘social standing’. 
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As a contribution to this emerging research field, we juxtapose human evaluations of occupation-
al prestige (OP) and occupational social value (OSV), derived from a recent, high-quality survey 
in the UK, with algorithmic evaluations generated by one of the most currently advanced LLMs: 
GPT-4. The primary objective is to systematically compare synthetic and human occupational 
evaluations. By doing so, we aim to discern the disparities and commonalities, and enhance our 
comprehension of the dynamics at play. 

After a literature review of both occupational evaluation and the use of generative AI in scientific 
research, we provide an in-depth analysis of the OP and OSV perceptions of GPT-4, contrasting the 
LLM’s scores with those of human respondents. This allows us to evaluate the performance of GPT-
4 in capturing societal sentiments regarding the world of work, including areas of strength and 
weakness. In the final sections of our paper, we provide a range of recommendations from our 
analysis for policy makers interested in the integration of LLM-based tools in the world of work, 
and for researchers planning to use of LLMs as an analytical tool for occupational evaluations. 
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 X 1 Literature Review

 

Occupational Evaluation 
Occupations serve as crucial units for examining social inequality and stratification, reflecting 
one's position in society (Kim and Mueller 2011; Leicht 2020; Chan and Goldthorpe 2007). The 
social significance of occupations leads to intense evaluative processes, where individuals assess 
and judge occupations using various criteria, both consciously and subconsciously (Freeland and 
Hoey 2018; Lynn and Ellerbach 2017; Sengupta et al. 2009; Valentino 2020). These evaluations 
are relational and emotional, contributing to the construction and attribution of specific occu-
pational images by others (Duemmler et al. 2020). 

Literature on occupational evaluation often interchanges terms like prestige, social standing, 
and social status, leading to conceptual ambiguities. Occupational prestige serves as a reflection 
of the collective norms and values embedded in a particular society or community (Zhou 2005). 
However, few studies have explicitly measured 'prestige’, thus contributing to the overall difficulty 
of conducting consistent and comparative occupation-level research. Despite its methodological 
drawbacks and age, modern research continues to rely on Treiman’s (1977) Standard International 
Occupational Prestige Scale (SIOPS) as a key variable (e.g., Buchs et al. 2017; Chudnoyskaya and 
Kashap 2020; Lersch et al. 2020; Oesch and Piccitto 2019; Pitt and Zhu 2019). In addition, the 
U.S. General Social Survey (GSS) Occupational Prestige Module (Smith and Son 2014) has been 
adopted and analysed as a more up-to-date prestige index (e.g., Valentino 2020, 2021). Again, 
however, the GSS does not explicitly measure ‘prestige’ but ‘social standing’. 

Occupational prestige is influenced by biases, power dynamics, and information availability. Wu 
and Leffler (1992), for example, found that white men-dominated occupations were perceived as 
most prestigious, while MacKinnon and Langford (1994) noted morality's influence, secondary 
to educational requirements. Valentino (2020, 2022) showed that gender- and racially-segregat-
ed occupations are seen as more prestigious, with occupations traditionally filled by white men 
are granted higher prestige. Freeland and Hoey (2018) link high prestige with economic rewards 
and professional knowledge. Chan and Goldthorpe (2004) categorize occupations by their inter-
action with abstract symbols, people, or physical labour, resonating with Edwards' (1933) single 
value dimension model. However, Avent-Holt et al. (2020) argue that prestige is relative to local 
job context. Sociological studies, like Zhou (2005), Lynn and Ellerbach (2017), and Gauchat and 
Andrews (2018), reveal that socio-demographic factors like race, education, and gender signifi-
cantly shape perceptions of occupational prestige, highlighting its context-dependent and mul-
ti-faceted nature. Valentino's (2021) research further emphasizes the diversity in occupational 
evaluations, influenced by various logics including traditionalist and cultural capitalist.

Next to an occupation’s prestige, the perceived social value constitutes a highly relevant and dis-
tinct axis of evaluation that has seen a surging interest, especially in relation to the discourse 
around 'Bullshit Jobs' initiated by Graeber (2018). While Graeber’s definition is informal and im-
precise, the core of his argument is that these jobs provide no value to society or sometimes 
even create negative value. By contrast, research that looked at essential workers during the 
Covid-19 pandemic (Hennekam et al. 2020; Mejia et al. 2021; ILO 2023) stresses the high value 
society assigns to these occupations despite being traditionally stigmatized in terms of prestige. 
Studies that empirically tested Graeber’s (2018) arguments have yielded mixed evidence (Soffia 
et al. 2022; Walo 2023) but show the importance of the underlying concept of an occupation’s 
social value, highlighting that a ‘vast majority of workers cares about holding a socially useful 
job’ (Dur and Van Lent 2020, p. 3). For instance, Wolfe and Patel (2019) found that self-employed 
individuals perceive their jobs as more socially useful, while Fontana (2020) identified a discon-
nection between the perceived societal usefulness of corporate social responsibility workers in 
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Japan and their personal sense of usefulness. Furthermore, Dur and Van Lent (2019) discovered 
that workers with limited autonomy and few opportunities to employ their skills are more likely 
to perceive their jobs as socially useless. 

Disparities in evaluations, both in the form of occupational prestige and occupational social value, 
thus emerge from diverse societal segments based on age, gender, ethnicity, and socioeconomic 
status. Variations in evaluations, while reflecting a certain consensus, reveal the complexities of 
aggregating individual perceptions into societal evaluations. Human respondents remain valu-
able in this context, but the methods for evaluating and understanding occupational prestige 
are evolving. Updating long-established and institutionalized measurements, as underscored by 
Gil-Hernández et al. (2023), is therefore a valuable pursuit. 

Generative AI in Scientific Research
Generative AI, in the form of LLMs, has gained rapid traction due to its capabilities of creating 
high-quality content. In white-collar and knowledge-intensive occupations, such as those in jour-
nalism, consulting, marketing, and software development, generative AI has major potential to 
augment tasks (Eloundou et al. 2023; Gmyrek et al. 2023, Goldman Sachs 2023; McKinsey 2023; 
WEF 2023)3. However, the rapid adoption of LLMs across domains has raised concerns about mis-
use, with Chan (2023) and Weidinger et al. (2022) highlighting risks like misinformation and dis-
crimination4. The risks of overtrust in such systems, a point raised both by Montemayor (2021) 
and Aroyo et al. (2021), underscores the importance of understanding their limitations (Floridi 
and Chiriatti, 2020). Floridi (2023) emphasizes that, while these systems generate coherent text, 
they lack genuine understanding and there are open questions about whether and how LLMs 
are aligned with human values (Coeckelbergh and Gunkel 2023; Kasirzadeh and Gabriel 2023). 
Additionally, LLMs can perpetuate societal biases, as they are trained on data that reflects hu-
man prejudices. 

Research has started to explore the opinions, attitudes, and predictive capabilities of LLMs in sci-
entific contexts (Salvagno et al. 2023; Thorp 2023), ranging from finance (Bybee 2023) to political 
attitudes (Argyle et al. 2023a). Dillion et al. (2023) propose three practical applications of LLMs in 
research: (1) assisting in the formulation and refinement of research hypotheses, (2) piloting test 
items, and (3) corroborating data obtained from human subjects. The third proposal suggests that 
LLM outputs can be used as comparative reference points for conventional human-respondent 
data. The motivation for such a thesis revolves around the idea that a proficient model, trained 
on an extensive corpus of human text, effectively captures the collective knowledge of countless 
human minds. However, if a model’s output is an expression of a ‘modal opinion’, derived from 
the amalgamated human perspectives, the data used for training LLMs represent the output of 
a specific subset of the human population (Atari et al. 2023; Crockett and Messeri 2023), further 
curated by application of content moderation tools and safety mechanisms. Claims of represent-
ativeness must therefore be approached with caution. Moreover, current techniques for refining 
LLM performance, such as reinforcement learning with human feedback, further compound this 
representational challenge (Harding et al. 2023). 

Reflecting this growing interest, additional studies have examined the performance of LLMs for 
capturing human opinions and sentiment (Kalinin 2023). Argyle et al. (2023a), for instance, com-
pared GPT-3-generated data with results from four US-based surveys, showing how GPT-3 was 
proficient in generating data that closely resembled responses obtained from these surveys. 
Dominguez-Olmedo et al. (2023) analysed twelve publicly available LLMs of varying sizes, where 
they were tasked with responding to a representative subset of 25 multiple-choice questions 

3 Shestakofsky (2017) previously described such emerging dynamics as 'human-software complementarity', while Jarrahi et al. (2022) 
discuss the capacities of 'hybrid intelligence' with both human-augmented AI and augmented human intelligence.

4 More broadly, potential negative consequences of the use of AI at work point towards the risks of workers’ diminished autonomy, 
increased surveillance and automated decisions (Baiocco et al. 2022; Jarrahi et al. 2021).



10  ILO Working Paper 102

from the 2019 American Community Survey questionnaire by the US Census Bureau5. Similarly 
investigating the potential for LLMs for data imputation, Kim and Lee (2023) examined the per-
formance of three distinct LLMs fine-tuned by the (US) General Social Survey for the purpose of 
opinion prediction, demonstrating their strong capabilities. Rosenbusch et al. (2023) used GPT-
3 to yield predictions that were on par with the responses of the 600 adults and human experts 
when a multi-step procedure was implemented, or when the model underwent refinement. 
Similarly, Bybee (2023) trained GPT-3.5 using data from the Wall Street Journal and compared the 
result to an established survey of financial experts, showing that the model was able to gener-
alize to new information rather than solely memorize previous records.

Researchers have also exposed LLMs to different types of psychometric tests. For instance, Feng 
et al. (2023) analysed 14 LLMs with regard to their responses to the 62-item Political Compass Test, 
disclosing variations in political leanings among different language models and demonstrating 
the potential to alter the political inclinations of these models through pre-training corpora.6 In 
Safdari et al. (2023), tests were administered to various LLMs with the aim of identifying person-
ality traits exhibited in their responses.7 Hämälainen et al. (2023) compared open text responses 
related to video games between human participants and GPT-3, showing how GPT-3 generated 
text data that was frequently attributed to humans and how the LLM created realistic accounts 
of Human-Computer Interaction (HCI) experiences.8

While a growing field of study, these investigations collectively provide valuable insights into the 
capabilities and performance of LLMs across diverse domains and their ability to replicate, pre-
dict, and generate responses. In that context, comparing LLM and human responses in terms of 
occupational evaluations may offer further insights into societal norms and biases concerning 
existing labour structures. Moreover, it is imperative to consider the role LLMs may play in shap-
ing the fabric of society as they continue to find application in functional contexts such as career 
advice. LLMs may not only represent existing opinions about the world of work more generally 
but may also harbour inherent opinions pertaining to specific occupations. These viewpoints can 
potentially become interwoven into other digital technologies, for example in instances where 
they are embedded into AI systems for recruitment or performance management purposes.

5 The output generated by LLMs did not mirror the statistics of the US population and the data generated by LLMs lacked the typical 
statistical signals found in human survey data, resulting in more uniform distributions.

6 GPT model variants exhibited more liberal tendencies, while BERT-type models leaned towards social conservatism or authoritarian-
ism.

7 The study indicated that specific LLMs consistently simulated personality traits that were deemed reliable, particularly in the case of 
larger and fine-tuned models.

8 However, the study also highlighted biases in GPT-3 responses, including anomalies such as contradictions, evading questions, and 
overly long and incoherent responses.
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 X 2 Methods 

 

Occupation list
We use a list of 576 occupation titles that align with the latest version of the International Standard 
Classification of Occupations (ISCO-08; see ILO 2008) as well as four non-occupational roles, 
which were included for control and benchmarking purposes: Unemployed, Retiree, Student, 
and Homemaker. For both the human-respondent study and the GPT-4 replication study, we uti-
lise the same list of occupation titles for examination. The list was generated by the authors in 
advance of the human-respondent study, ensuring broad occupational coverage and that every 
occupation title is matched to exactly one ISCO-08 unit group (436 in total). Conversely, the oc-
cupation title list also ensures that every ISCO-08 unit groups is represented by at least one oc-
cupation title (see Newlands and Lutz 2023a). The full occupation list also encompasses a core 
list, with at least one occupation title for each of the 130 ISCO-08 minor groups (3-digit codes), 
selected to be highly known and institutionalised (e.g., Taxi Driver, Butcher, Hairdresser, Aircraft 
Pilot, Journalist, Dentist). 

For robustness, we conducted a comprehension test to ensure that the occupations assessed are 
broadly understandable by a British audience. To do so, we collected 800 survey responses on 
Prolific in December 2021. For this comprehension test, participants were screened for an equal 
gender distribution (50% male, 50% female) and for residence in the UK. The survey involved an 
open text task where respondents had to write what they thought someone with the specific oc-
cupation title does at work. Participants received £2.50 (guaranteeing minimum average hourly 
wage of £7.50). Open text responses were coded in Microsoft Excel as a binary of comprehension 
or no comprehension, with each occupation title receiving 50 responses. Occupation titles with 
below minimum acceptable comprehension (80%; 10 or more instances of no comprehension) 
were replaced in iterative cycles until satisfactory completion.

Measurement of occupational prestige and social value
To measure occupational prestige (OP) and occupational social value (OSV) comprehensively, we 
developed, tested, and used a more scalable approach than previous research. In our data collec-
tion, occupational titles are scored on a 0-100 scale with a slider. In two usability and timing pre-
tests (55 respondents, done in February 2022), the slider format emerged as user-friendly and 
intuitive, with no critical feedback. We directly asked respondents in the occupational prestige 
study: ‘For each listed occupation below, please use the slider to indicate how you would rate the 
prestige of the occupation on a scale of 0 (the lowest level of prestige) to 100 (the highest level 
of prestige).’ Analogical wording was used for the study of social value. We did not explain the 
concepts of prestige and social value, in order not to prime respondents. All respondents were 
asked to assess the 134 core titles (130 occupation titles and the four non-occupational roles), as 
well as 111 or 112 additional occupational titles equally distributed across the ISCO-08 groups 
(i.e., each respondent evaluated 245 or 246 occupation titles in total).9 The occupation titles were 
displayed in blocks of 10 titles per survey page, where each block contained occupation titles 
distributed throughout the spectrum of the ISCO-08 unit groups. Within the 10 titles per page, 
we also randomized the occupation titles. Figure A in the Appendix contains an example survey 
page from the OSV survey. The randomization and distribution across the spectrum of ISCO-08 
unit scores was done to avoid priming effects as much as possible. 

9 More detailed information about the generation of the occupation list and measurement approach is available in Newlands and Lutz 
(under review). 
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Survey Sample
For the recruitment of human survey participants, we relied on Prolific, a UK-based survey sam-
ple provider specifically designed for social and behavioural scientists and their needs (Palan 
and Schitter 2018). We collected occupational prestige and social value assessments between 1 
March and 26 March 2022. We used Prolific’s representative sample option for the UK, where the 
platform selects the respondents across age, sex, and ethnicity to mirror the population distri-
bution (Prolific 2023a). The reward for completing the study was £2.50, with a median response 
time of less than 20 minutes (19 minutes; SD = 15 minutes), which amounted to an hourly wage 
of more than £7.50.

Occupational prestige and social value were assessed in separate surveys as we did not want the 
same respondents to score occupations on these two dimensions concurrently to avoid priming 
effects and to maintain statistical independence. Consequently, the surveys were launched se-
quentially with screening out for previous participation in any of the earlier data collections (in-
cluding pre-tests and the comprehension test). We carried out data quality checks and replaced 
a small number of problematic respondents (e.g., due to unrealistically short response times or 
extreme straightlining) individually with respondents of the same age group, gender, and eth-
nicity. 57 individuals were replaced in total (less than 2% of the final sample). 

Our final sample size is 2429 respondents, across eight batches of 300+ respondents per batch 
(1219 respondents for OP and 1210 for OSV). 48.7% of the respondents identify as male (1182 in 
total), whereas 50.6% identify as female (1230 in total). The remaining 0.7% (17) respondents have 
a non-male or non-female gender identification. The average age is 44 years, with a standard 
deviation of 15.6 years. 77% identify as White, 4% as Mixed, 10.5% as Asian, 6.5% as Black, 0.5% 
as Arab, and 1.5% as Other. In terms of education, 5% have lower secondary education as their 
highest degree (Fewer than 5 GCSEs/CSEs/GCE O-Levels at grades A*-C); 9% upper secondary 
school (5 or more GCSEs/CSEs/GCE O-Levels at grades A*-C); 17.5% upper secondary school with 
A-levels; 6.5% a post-secondary non-tertiary education (Higher National Certificate, Certificate of 
Higher Education, NVQ Level 4); 6% a short-cycle tertiary education (Higher National Diploma, 
Diploma of Higher Education, NVQ Level 5); 36% a Bachelor degree or equivalent; 16% a Master 
degree or equivalent; and 2% a Doctorate or equivalent.
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Generation of GPT-4 scores
GPT scores were generated using a Python script that accesses the GPT-4 model through the 
OpenAI library. The script is organised as a loop of sequential API calls that process each of the 
580 occupation titles individually, with an exponential backoff and retry option set to handle any 
API response errors.10 We request a written justification of each score in the first round of pre-
dictions. The exact prompt used is as follows:

{"role": "system", "content": "You are a respondent to a survey in the UK." 

"Make your response representative of an UK average resident, taking into account the social 
and demographic diversity of the UK." },

{"role": "user", "content": "Look at this occupation title: " + str(Occupation_Title) + 

"Rate the prestige of this occupation on a scale of 0 (the lowest level of prestige) to 100 (the high-
est level of prestige), with intervals of 1. "

"Make your response representative of an UK average resident, taking into account the social 
and demographic diversity of the UK. "

                "In the first line of response provide only your numerical score, no other text. "

                "In the following lines provide a justification of your scoring decision. "

                "Do not give any score ranges just one score."}

Once all occupations have been processed, the procedure repeats 49 times, resulting in a total 
of 50 estimation cycles. Since we do not generate justifications for these remaining 49 cycles, 
the “user” part of the script is amended:

{"role": "user", "content": […] "In the first line of response provide only your numerical score, 

no other text. Do not give any score ranges just one score."}

As the prompt shows, the goal was not to get GPT-4’s subjective ‘personal’ beliefs11 but to frame 
its responses as an average and representative UK resident. 

10 In the case of a failed API call, the system progressively increases the wait time before attempting to resend the request, reducing 
the risk of overwhelming the service and increasing the likelihood of a successful response on subsequent attempts.

11 OpenAI seems to be increasingly aware of attempts to evaluate LLMs in term of such subjective ‘personal’ opinions and GPT-4 accord-
ingly responds with a disclaimer: ‘As an AI developed by OpenAI, I don't hold personal opinions or beliefs. My responses are based 
on the data and programming I have been provided with.’
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 X 3 Analysis 

 

GPT-4 raw scores and comparison with survey scores
The examination of detailed GPT-4 scores shows that the model’s predictions of OP and OSV 
generally have a very low variance at the level of each occupation. In addition to this reduced 
dispersion, predictions for many occupations form a bi- or multi-modal distribution (Figure 1). 
This feature is a by-product of GPT4’s consistency of predictions: the model tends to select only 
a few frequently repeated values for each occupation, as opposed to a more widely distributed 
range of human scores. 

 X Figure 1: Multi-modal distribution of GPT-4 scores at the level of occupations - a sample

We conduct a range of robustness tests which demonstrate that despite this distribution, the 
use of mean scores as a measure of central tendency is justified for occupation-level scores.12 
Consequently, for OP and OSV of each of the 580 occupation titles, we calculated their arithme-
tic mean, standard deviation as well as OP-OSV difference within the survey sample and among 
the GPT-4 predicted scores. For the GPT-4 scores, we also have written justifications for the first 
round of predicted scores. 

As the first step, we contrasted the average OP and OSV scores per occupation from the survey 
with the GPT-4 generated scores. GPT-4 scores (averaged across 50 iterations) range from 0 to 
87.8. Across all 580 occupations, the OP arithmetic mean is 54.1, which is somewhat higher than 
the survey responses, where the global OP average was 45.9. The standard deviations for the 

12 See Appendix, section A1.
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GPT-4 generated OP scores range from 0 to 8.9, which is much smaller than the standard devi-
ations in the survey data.  

The five occupations that were assigned the highest OP by GPT-4 are in this order: Cardiologist, 
Judge, Psychiatrist, Robotics Engineer, and General Practitioner. Three of these five occupations 
are also among the top-5 ranked in terms of their OP in the survey: Cardiologist at rank 1 (81.96), 
Judge at rank 3 (80.20) and General Practitioner at rank 5 (78.10). Similarly, occupations at the 
bottom of the OP ranking match as well. GPT-4 gave almost all illicit occupations consistent OP 
values of 0. By contrast, in the survey the OP values for these occupations were close to 0 but 
with some variation. For example, Pimp, which came sixth last in the survey still had an OP val-
ue of 7.72, while GPT-4 assigned it a straight 0 across all iterations. 

For OSV, GPT-4 generated scores range from 0 to 92.1. The global mean across all 580 occu-
pations is 63.5 which is considerably higher than among the survey respondents (48.9). GPT-4 
gave the highest OSV values to the following five occupations: Ambulance Paramedic, General 
Practitioner, Cardiologist, Nurse Practitioner and Women’s Shelter Supervisor. Three of these oc-
cupations were also among the top-5-rated OSV occupations in the survey: Ambulance Paramedic 
at rank 1 (83.96), General Practitioner at rank 2 (83.61), and Cardiologist at rank 4 (81.51). The 
occupations that GPT-4 thought are least valuable are the same as in the survey. Like for OP, the 
last ranks in both GPT-4’s ratings and the respondents’ ratings are taken by traditionally stigma-
tised and/or illicit occupations.

 X Figure 2: Demographic partitions of the survey contrasting GPT-4 OSV with respondent scores

Despite those similarities, a simple visual breakdown across the main demographic character-
istics further confirms that GPT-4 provides higher scores across the board, when compared to 
human scores (Figure 2). Therefore, to facilitate comparisons and interpretability across the da-
tasets, the scores were z-standardized in relation to human and GPT-4 mean separately.13

13 See Appendix, section A2 for a detailed discussion regarding the impact of the multimodal distribution of the scores predicted by 
GPT-4 on the standardization procedure.
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Comparison of standardised z-scores 
Following standardization, the picture in terms of relative OP relations between different occu-
pations matches closely between the survey responses and GPT-4 not only at the extremes but 
throughout most of the occupational landscape. The additional value of the standardizing pro-
cedure is that scores can be more easily compared, as individual values represent the distance 
of each observation from the overall mean for the survey and GPT-4 scores respectively.

 X Figure 3: Correlations between GPT-4 generated survey OP scores across ISCO-08 major groups

The correlation between the standardized GPT-4 OP means and the standardized survey OP 
means across all 580 occupations is 0.92, with particularly high correlations within the ISCO-08 
major groups 0 Armed Forces Occupations (0.99, although this group only contains 3 occupa-
tion titles), 2 Professionals (0.92), 3 Technicians and Associate Professionals (0.89), and 5 Services 
and Sales Workers (0.89) (see Figure 3). Clerical Support Workers is the only ISCO-08 major group 
where the correlation is below 0.80 (with a value of 0.68). Thus, GPT-4 is accurate in capturing 
the relative OP order.

The situation is similar in the case of OSV scores, with the overall correlation between the GPT-4 
and survey scores at 0.89. As shown in Figure 4, GPT-4 is particularly accurate in predicting scores 
similar to those of human respondents in the ISCO-08 major groups 3 Technicians and Associate 
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Professionals (0.93), 9 Elementary Occupations (0.93), 5 Services and Sales Workers (0.92) and 
2 Professionals (0.90). Only two major groups have a correlation below 0.80: 4 Clerical Support 
Workers (0.72) and 8 Plant and Machine Operators and Assemblers (0.75).

 X Figure 4: Correlations between GPT-4 generated and survey OSV scores across ISCO-08 major groups

These initial observations indicate that GPT-4 has a strong grasp not only of the OP hierarchy, 
which might be somewhat expected given that OP is an established sociological concept, but 
also of the OSV hierarchy, where research is only emerging (Graeber 2018; Soffia et al. 2022; 
Walo 2023). The justifications GPT-4 provides in the first round of predictions allow some insight 
into its reasoning. 

Cardiologist and General Practitioner are the two occupations that were among the top-5 of 
both GPT-4 and the survey respondents, both in terms of OP and OSV. Table 1 displays GPT-4’s 
rationale for giving these occupations very high scores. Notice how the explanations tap into 
economic arguments (years of education needed) as well as socio-cultural ones (importance of 
NHS). The LLM also seems to have a sense of the heterogeneity in assessments in the popula-
tion, though without being very concrete.
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 X Table 1: GPT-4 justifications for occupations with extremely high OP and OSV scores

Occupation Title Occupational Prestige Justification Occupational Social Value 
Justification

Cardiologist

Human Survey OP Mean Score 
(81.96)

GPT-4 OP Mean Score (87.76)

Human Survey OSV Mean Score 
(81.52)

GPT-4 OSV Mean Score (90.08)

“As an average UK resident, a Cardiologist 
is seen as a highly prestigious profession. 
This is mainly due to the fact that it re-
quires many years of education and train-
ing, and it is a career that saves lives and 
contributes greatly to the health and well-
being of the community. It's also consid-
ered that they usually earn a high salary 
which adds to its prestige. Nonetheless, 
certain diversities within UK population 
that may place lesser value on higher ed-
ucation or that prioritize other types of 
careers could somewhat lower this score 
from a perfect 100.”

“Cardiologists play a critical role in 
maintaining public health by diag-
nosing and treating heart diseases, 
which are some of the major causes 
of morbidity and mortality in the UK. 
Therefore, their occupation holds a 
high level of social value. They not only 
contribute to the individual health of 
patients but also broadly towards pub-
lic health and wellbeing thereby reduc-
ing the burden on the healthcare sys-
tem. Moreover, it requires high level of 
skill, knowledge and years of study and 
training, which further justifies the high 
rating. This sentiment is likely shared 
among the diverse UK public who 
would generally acknowledge the value 
of healthcare professionals.”

General Practitioner

Human Survey OP Mean Score 
(78.10)

GPT-4 OP Mean Score (85)

Human Survey OSV Mean Score 
(83.61)

GPT-4 OSV Mean Score (91.54)

“In the UK, General Practitioners (GPs) 
are highly respected due to their signifi-
cant role in the healthcare system. They 
are usually the first point of contact in 
the health care system and are respon-
sible for diagnosing and treating a wide 
range of medical conditions, referring pa-
tients to specialist services, and promot-
ing healthy lifestyles to prevent ill health. 
Their job requires extensive education 
and training which further contributes 
to the overall prestige of their occupa-
tion. Their role also requires a great deal 
of empathy, compassion, and commu-
nication skills, traits that are often highly 
valued in the UK society. The life-saving 
nature of their job, combined with the el-
ement of public service, places them high 
on the spectrum of occupational prestige.

However, considering the social diversity 
in the UK and different attitudes towards 
the healthcare system and professionals, 
the prestige might not be rated as high 
by all residents, hence a score of an 85 in-
stead of a solid 100.

“General Practitioners (GPs) hold a high 
social value in the UK. They are an inte-
gral part of the National Health Service 
(NHS) which is itself highly valued, be-
ing one of the bedrocks of UK socie-
ty. GPs are often the first contact point 
for individuals with health issues, of-
fering diagnosis, treatment, and re-
ferrals to specialists when necessary. 
They provide continuous healthcare to 
UK residents regardless of age, gen-
der, or health condition, playing a vital 
role in promoting health and prevent-
ing illness in the community. Given the 
wide-ranging responsibilities of GPs 
and the importance of health services 
to the UK population, their social val-
ue is significant. However, the value 
may not be rated the maximum 100 as 
there might be other professions such 
as nurses or paramedics, which are 
also highly valued, but who are often 
on the frontline of healthcare provision 
dealing with immediate and life-threat-
ening situations.”
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Table 2 shows the justifications for two bottom-ranked occupations (Online Scammer, Human 
Trafficker). GPT-4 uses relatively strong language (“deplorable”, “reprehensible”), showing a clear 
ethical position. It uses social legitimacy as an argument and the quotation marks around “occu-
pation” for Human Trafficker, which points to occupational boundary tensions that could merit 
further exploration in follow-up studies (e.g., how well GPT-4 would be able to deal with tradi-
tionally stigmatised and illicit occupations).

 X Table 2: GPT-4 justifications for occupations with extremely low OP and OSV scores

Occupation Title Occupational Prestige Justification Occupational Social Value Justification

Online Scammer

Human Survey OP Mean 
Score (4.96)

GPT-4 OP Mean Score (0)

Human Survey OSV Mean 
Score (3.94)

GPT-4 OSV Mean Score (0)

“As a representative of an average UK 
resident, it's safe to say that the role of 
an "Online Scammer" is not viewed with 
any level of prestige. Scams and fraud-
ulent activities are illegal and typically 
bring harm to innocent individuals, of-
ten exploiting their trust and vulnerabili-
ty. Therefore, this occupation is not only 
greatly frowned upon, but it's also pun-
ishable by law across the UK. Society val-
ues trustworthiness, legality, and ethical 
conduct, all qualities that are directly op-
posed to the actions of online scammers. 
These factors would contribute to the oc-
cupation being held in very low regard, 
hence the score of 0.”

“As a representative of an average resi-
dent in the UK, I rate the social value of an 
Online Scammer at 0 due to several reasons. 
Scamming, in general, is a deplorable act that 
is ethically, morally, and legally condemned in 
society. It not only negatively impacts individ-
uals financially, but also can cause immense 
emotional distress. In addition, it's illegal and 
punishable under the law which could lead to 
imprisonment. This profession does not con-
tribute positively to the economy, commu-
nity or society at large. This act undermines 
trust in online transactions and communica-
tion, hindering the growth of a digital society. 
Therefore, on behalf of the diverse UK popu-
lation, we would assign no social value to this 
occupation.”

Human Trafficker

Human Survey OP Mean 
Score (2.74)

GPT-4 OP Mean Score (0)

Human Survey OSV Mean 
Score (4.33)

GPT-4 OSV Mean Score (0)

“Human trafficking is a grave criminal ac-
tivity and a violation of human rights. It 
is not considered a legitimate occupa-
tion anywhere, including the UK. Citizens 
of the UK, like people everywhere, would 
have strong negative feelings towards hu-
man trafficking and those involved in it. 
As a result, the prestige associated with 
this "occupation" would be non-existent. 
The UK upholds the values of human dig-
nity, freedom, and respect for human 
rights and does not support or condone 
such illegal, harmful and unethical behav-
iours. Therefore, on a prestige scale, hu-
man trafficking would unquestionably re-
ceive a score of zero.”

As a representative of the average UK resi-
dent, I've given a score of zero for the job of 
a human trafficker. This decision is ground-
ed in the objective of ensuring socially valu-
able, safe, legal, and ethical occupations are 
well-regarded and valued. Human trafficking 
is an illegal and grossly unethical activity that 
deeply harms individuals and undermines 
societal values. It involves the exploitation of 
vulnerable individuals, often placing victims 
in dangerous or abusive situations. This oc-
cupation contributes negatively to society 
and is universally considered reprehensible. 
Therefore, it is valued at zero, the lowest pos-
sible score on our social value scale.
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Occupations with significantly diverging scores by humans and 
GPT-4
The following analyses focus on occupations where the deviations between GPT-4 and the human 
respondents are particularly stark. Figure 5 provides a visual display of the threshold criterion, 
which selects occupations where the absolute difference in z-scores of humans and GPT-4 exceeds 
0.5, which represents a distance of at least half of the standard deviation in each distribution.

For OP, 60 occupations fall in the group with GPT-4 scores significantly higher than human scores. 
For OSV, this applies to 62 occupations. In turn, the group with significantly lower GPT scores 
than those provided by humans has 50 occupations for OP and 70 occupations for OSV. 

 X Figure 5: Detection criterion for occupations with strongest deviation between GPT-4 and survey

The two occupations with the highest positive OP divergence (difference > 1 SD in standardized 
scores) are Data Miner and Charity Collector (Figure 6), while the seven occupations with the 
highest positive OSV divergence are Email Marketer, Chatbot Conversation Trainer, Data Miner, 
Online Video Content Creator (e.g., YouTube), Tattooist, Charity Collector, and Chatbot Operator 
(Figure 7). Interestingly, except for Tattooist and Charity Collector, all of these occupations are 
relatively new digital economy occupations (Newlands and Lutz 2023b). The high OSV value as-
signed to Chatbot Conversation Trainer is particularly intriguing, as this occupation is directly 
involved in tuning chatbots, thus being indispensable for LLMs.
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 X Figure 6: Occupations with the largest OP difference between GPT-4 and survey scores

The six occupations with the highest negative OP divergence (difference > 1 SD in standardized 
scores) are Village Head, Organized Crime Boss, Ship’s Captain, Assassin, and Lifeguard (Figure 
6), whereas 14 occupations/non-occupational roles have very high OSV divergence: Organized 
Crime Boss, Smuggler, Witch Doctor, Village Healer, Scribe, Firefighter, Lifeguard, Hunter Gatherer, 
Counterfeit Money Printer, Steam Engine Operator, Television Assembler, Rickshaw Driver, 
Firewood Collector, Unemployed (Figure 7). Interestingly, many of these occupations are either 
traditionally stigmatised economy occupations or non-conventional occupations in the UK con-
text (e.g., Village Healer, Rickshaw Driver, Hunter Gatherer). Lifeguard is the only occupation that 
is under-estimated for both OP and OSV. The justifications indicate that GPT-4 might overvalue 
the importance of formal requirements and undervalue the important social role many respond-
ents assign to this occupation (Table 3).
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 X Figure 7: Occupations with the largest OSV difference between GPT-4 and survey scores (>0.5 SD)
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 X Table 3: Exemplary GPT-4 justifications for occupations with extreme deviations to human scores

Occupation Title Occupational Prestige Justification Occupational Social Value Justification

Charity Collector

Human Survey OP 
Mean Score (31.75)

GPT-4 OP Mean Score 
(57.8)

Human Survey OSV 
Mean Score (44.51)

GPT-4 OSV Mean Score 
(78.24)

“The job of a Charity Collector is viewed with 
respect, given the altruistic and socially pos-
itive nature of the role. It also requires good 
interpersonal skills and the ability to in-
spire others to donate to a cause. However, 
it doesn't generally involve a high level of 
education or specific expertise and is not 
typically highly paid, which might mean it's 
seen as less prestigious than occupations 
that require specialist skills, qualifications or 
offer higher remuneration. So taking these 
factors into consideration, I give it mid-high 
ranking prestige score of 65 out of 100 
which takes into account a variety of per-
spectives across the diverse demographic 
in the UK.”

“Charity Collectors are generally viewed with 
high respect in society for their philanthrop-
ic pursuits, hence a considerable high score of 
85. These individuals play an essential role in 
supporting charities by raising funds that sup-
port various social causes, whether it's support 
for medical research, community outreach, 
poverty alleviation, or environmental causes 
among many others. This role contributes sig-
nificantly to bettering society directly and indi-
rectly, which fits well into the UK's culture of vol-
unteerism and community support. However, 
the score isn't at a full 100, recognizing that 
views may slightly vary due to differing person-
al experiences and attitudes towards street so-
licitation of funds. Some might feel inconven-
ienced or pressured by this approach while 
others may see it as absolutely vital. Such vari-
ances in perception are reflective of the broad 
social and demographic diversity in the UK.”

Chatbot Conversation 
Trainer

Human Survey OP 
Mean Score (33.18)

GPT-4 OP Mean Score 
(54.34)

Human Survey OSV 
Mean Score (28.89)

GPT-4 OSV Mean Score 
(60.5)

“Taking into account the social and de-
mographic diversity of the UK, Chatbot 
Conversation Trainer is a role within the 
technological/IT realm which is generally 
considered of moderate esteem. However, 
compared to other established professional 
occupations like doctors, engineers or so-
licitors, it may be perceived as less prestig-
ious. It's a relatively new and niche role that 
many may not understand or recognise. 
Furthermore, due to the nature of it being 
in the tech industry, which doesn't always 
correlate with traditional measures of pres-
tige within British society, this may result in 
a lower perceived prestige. Despite this, the 
rapid growth and importance of the tech 
industry should not be overlooked and peo-
ple's perception might change over time.”

“As an average UK resident I see a moder-
ate social value in the occupation of a Chatbot 
Conversation Trainer. I understand that in to-
day's digital age, machine learning and AI are 
increasingly becoming a part of our daily lives, 
and chatbots are commonly used in custom-
er service and information provision sectors. 
Therefore, people who can train these chatbots 
to interact effectively and humanely with users 
are important.

However, I also acknowledge that this job may 
not have a direct interaction or contribution 
to the community or societal well-being in the 
same way as occupations in health care, educa-
tion or social services would, hence the slight-
ly above mid-range score. It might also not be 
intuitively understood or valued particularly 
highly by certain segments of the population, 
particularly older demographics or people in 
areas with less access to or engagement with 
technology.”
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Lifeguard

Human Survey OP 
Mean Score (57.34)

GPT-4 OP Mean Score 
(45.34)

Human Survey OSV 
Mean Score (69.21)

GPT-4 OSV Mean Score 
(69.99)

“As an average UK resident, it's recognized 
that the job of a lifeguard is essential and 
requires a certain level of skill, including ex-
cellent swimming abilities, first-aid knowl-
edge, and a good level of physical fitness. 
Lifeguards play a vital role in ensuring pub-
lic safety at beaches, swimming pools, and 
water parks, and their job often involves 
making split-second decisions that can po-
tentially save someone's life. However, life-
guarding does not typically require ad-
vanced degrees or extensive professional 
training that occupations such as doc-
tors, lawyers or engineers require, which 
are roles often perceived as high prestige. 
Additionally, it's a position that often em-
ploys young people and students, and is 
often seasonal or part-time. Taking all these 
factors into account, the score given repre-
sents a balance between the respect gar-
nered from the role's importance to public 
safety, and its comparison with other occu-
pations considered to have higher prestige 
and demanding more formal education or 
specialised skills.”

“Lifeguards serve a critical role in society by 
ensuring the safety of swimmers in various 
environments including beaches, pools, and 
aquatic centres. They actively mitigate the risk 
of water-related accidents or fatalities, keep-
ing people safe during recreational activities. 
Therefore, their social value is relatively high. 
However, in the context of the UK, given the 
country's climate conditions and geographic 
location, recreational swimming might not be 
as regular or widespread as it could be in some 
other countries, which could slightly lower the 
perceived social value. Plus, while their work is 
essential and highly valued, it's not as regular-
ly utilised by the entire population, in compari-
son to professions such as nurses, teachers, or 
public transportation workers. Therefore, while 
significant, the lifeguard's social value might be 
lower than the aforementioned occupations.”
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Demographic profiles in comparison to GPT-4 scores
The analyses so far have highlighted both convergences and divergences in GPT-4 and human 
estimations of OP and OSV, with a generally strong overall alignment of GPT-4 and human scores. 
This, however, poses a question of the extent of divergence of predictions from specific demo-
graphic groups. In other words: Can GPT-4 predict accurately human survey scores? With which 
human respondent groups do GPT-4 scores align best? Which views are less well captured in 
GPT-4’s predictions?

To test this, we first split the human survey across three demographic dimensions, which show 
the highest variations of views among the human respondents: age (18-24/25-54/55+), gender 
(male/female) and ethnic majority/minority status (white/non-white). This results in twelve de-
mographic sub-groups. For simplicity, we focus this part of analysis exclusively on OP and on 
the core list of 130 occupations that were ranked by all respondents in the survey. We run sim-
ple Ordinary Least Squares regressions of the mean OP standardized z-scores for each of these 
sub-groups on GPT-4 z-scores as the independent variable. The predicted coefficient represents 
the rate of the slope between GPT-4 and human scores, where values close to 1 correspond to 
equal overall representation of the hierarchy of occupations by GPT-4 and humans.  R2 is an im-
portant criterion for comparability, with higher values indicating the groups for which a higher 
proportion of variance in human scores in explained by GPT-4 predictions. Figure 8 shows that 
GPT-4 scoring is most aligned with white men and women above 25 years of age, correspond-
ing to the top four groups in the plot. The least aligned four groups consist of non-white men of 
all age groups, and non-white women 55+.

 X Figure 8: Regression summary statistics for survey OP scores on GPT-4 OP scores by demographic group

To examine the origins of these discrepancies, we assess the extremes of this distribution, that 
is, the differences in OP rankings by white women 55+ and non-white men 55+. Figure 9 demon-
strates a systematic consistency in the divergent assessments of highest and lowest scoring jobs: 
among the top-20 occupations scored by white women 55+, all but one (Geologist) were given 
lower prestige scores by non-white men 55+. When we assess the lowest scores, among the bot-
tom-20 scores given by these white female respondents, all these occupations received a higher 
score from non-white men in the same age group.
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 X Figure 9: Human respondents with highest difference of opinions: top and bottom 20 occupations

We further explore to what extent these diverging opinions are systematic by looking for visible 
patterns in terms of ISCO-08 major (1-digit) groups. Figure 10 presents the difference of scoring 
between white women 55+ and non-white men 55+ for all occupations with distance of a quar-
ter SD or higher. Among the occupations ranked higher by white women 55+, the vast majori-
ty belongs to professional and managerial jobs, complemented by occupations outside these 
two major groups such as Biochemistry Technician, Shoemaker, Goldsmith, Garage Mechanic, 
Skilled Farm Worker and Admiral.
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 X Figure 10: Human respondents: occupations with highest difference of scores

In turn, among the occupations that received significantly higher scores from non-white men 55+, 
there is only one professional (Database Administrator) and one managerial position (Marketing 
Manager). The rest consists of Plant and Machine Operators, Service and Sales Workers, Technicians 
and Associated Professionals and Elementary Occupations. This points to the different life ex-
periences of the respondents with this profile: even though all of them held UK nationality, only 
20 per cent were born in the UK. Migrant experience would help explain this divergence in the 
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perception of occupational prestige, with higher values assigned to the type of jobs that are typ-
ically targeted by newcomers, and low rankings assigned to professional and managerial posi-
tions, which often remain out of reach for migrant populations. These differences are consistent 
with previous analyses (Newlands and Lutz 2023b), where ethnic minority status emerged as the 
strongest overall predictor of OP and OSV among the demographic variables, having bigger ef-
fects than gender and age. 

Prompt adjustments for underrepresented groups
Given the variance of occupational perceptions between the different demographic groups in 
our survey, we attempt several adjustments to GPT-4 API prompts, aiming to generate more pre-
cise sub-group scores. We subsequently compare these predictions to the human survey. Figure 
11a shows the result of this comparison based on all 580 occupations for the group that demon-
strated the lowest alignment with non-adjusted GPT prompts, that is, non-white men 55+. Figure 
11b restricts the result to the 130 core occupations that were ranked by all survey respondents.

 X Figure 11a-b: Comparison of predictions with generic GPT-4 prompt and group-adjusted prompt

We first regress non-adjusted GPT-4 scores onto the scores of that sub-group in the survey. We 
compare this result to a regression of scores generated with a GPT-4 prompt specifically adjust-
ed to represent that group. The result suggests no statistically significant difference between 
the two estimated coefficients, whereas the R2 statistic suggests a negligible increase of 0.01 in 
the performance of GPT-4 predictions generated with group-adjusted prompts. We also examine 
the written justifications produced by GPT-4 and find that, despite referring to the group char-
acteristics each time, the LLM does not seem to offer credible insights into why this sub-group’s 
judgement could differ from the overall scoring in the sample.
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 X Discussion and Conclusion 

Summary of Findings
Our findings reveal that GPT-4 exhibits a strong proficiency in accurately ordering occupations 
based on their relative prestige and social value. The analysis indicates that GPT-4's hierarchy 
of OP and OSV closely mirrors the average perceptions of UK-based residents. Thus, in relative 
terms, GPT-4 demonstrates strong sociological competence in delineating the landscape of oc-
cupational perceptions within the UK, as it consistently ranks occupations in alignment with the 
prestige and social value judgments made on average by our UK-based respondents. Importantly, 
the alignment between the relative OP rankings of different occupations is consistent not only 
at the extreme ends but across the majority of the occupational spectrum. These findings cor-
roborate the work of Argyle et al. (2023b), who demonstrated the algorithmic fidelity of LLMs 
in capturing various response behaviours within the domain of political attitudes. In addition, 
GPT-4 can furnish written explanations for occupational hierarchies with nuanced and rational 
characteristics – a task that human respondents almost certainly will not perform with a stable 
level of engagement for a ranking of over 200 occupations. This offers important advantages 
for research purposes, especially in combination with other text-processing abilities of the LLMs.

However, it is crucial to note that GPT-4 consistently exhibits a tendency to overestimate both OP 
and OSV scores compared to the survey respondents when considered in absolute terms. This 
overestimation, even though substantial, for the purpose of comparative studies can be easily 
corrected through standard data transformation procedures. Nevertheless, viewed from an ab-
solute standpoint, GPT-4 performance in that regard is suboptimal. 

In addition, GPT-4’s evaluations deviate significantly from human sentiment for many occupations 
where the LLM struggles to capture nuanced variations and subtleties in human perceptions. 
Specifically, occupations with strong marketing and sales orientations, as well as roles associat-
ed with the digital economy, tend to be overestimated. Conversely, illicit or traditionally stigma-
tised occupations experience underestimation, compared to human scores. Moreover, for cer-
tain occupations, GPT-4’s justifications exhibit a lack of contextual awareness. Insights provided 
in the justifications suggest that GPT-4 might place excessive value on formal occupational re-
quirements while undervaluing the crucial social roles attributed by human respondents. These 
findings are congruent with prior research that has delved into the examination of stereotypes 
and biases present in LLMs (e.g., Cheng et al. 2023). 

Demographic divisions of the human survey sample reveal further differentials between GPT-4 
scores and human respondent groups, with notable age and racial dynamics coming to the fore. 
For example, GPT-4 predictions of OP exhibit the closest alignment with white female respond-
ents in the age groups of 25-55 and 55+, while the four least aligned groups represent male non-
white respondents of all age groups and non-white women 55+. As demonstrated by more de-
tailed examination of occupations, the disparities may reflect underlying generational and racial 
biases, influenced by historical and cultural contexts. While capturing the general trends well, 
GPT-4 may not fully grasp the occupational sensitivities and experiences of ethnic minorities in 
the UK, particularly in the context of their intersectionality with gender and age, leading to mis-
interpretations regarding which occupations are deemed valuable. 

Further adjustments to GPT-4 prompts also fail to generate more precise scores for these un-
derrepresented demographic groups. It is therefore plausible that GPT-4's training data fails to 
comprehensively capture these nuances, as perceptions of OSV are intricately linked to histor-
ical biases, discrimination, and systemic inequalities. As recently argued by Atari et al. (2023), 
LLMs tend to primarily reflect the opinions of WEIRD (Western, Educated, Industrialised, Rich 
and Democratic) populations, which feed the majority of their training data, but are a minori-
ty in global demographic terms. Our analysis shows that the intersection of race, gender, and 
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age can yield distinctive and complex viewpoints and experiences that the LLMs might struggle 
to accurately encapsulate. Moreover, different cultural and linguistic backgrounds may lead to 
varied cognitive frameworks and distinct ways of perceiving prestige and social value of occu-
pations. Therefore, while offering an impressive tool to probe general social perceptions in this 
area, GPT-4 is not able to fully replace the ability of human surveys, which can render more nu-
anced and group-specific insights into social perceptions on the labour markets. 

Research and Policy Implications
Our findings have several implications for the use of LLMs for research purposes and for their 
integration into the workplace.

AI-based tools, such as GPT-4, can offer an important complementary instrument for research-
ers looking to gauge broad societal perceptions in many domains, such as work and occupa-
tions. Their conversational capacities and the ‘understanding’ of average trends can offer sup-
port in survey design, by pointing to areas that might merit specific attention (Dillion et al. 2023) 
or coming up with accessible questions (Laverghetta and Licato 2023). As shown in our study, 
the API of GPT-4 can also be used to generate multiple rounds of synthetic ranking data for the 
purposes of survey testing and to derive the expected values in terms of the average trends. In 
an advanced application model, this type of ‘algorithmic pre-survey’ could be used to further fine 
tune survey design, in order to capture more nuance and better delineate group-specific prefer-
ences. The capacities of GPT-4 can also be leveraged to process and classify large amounts of un-
structured text, voice and image input from human respondents, or to generate such content in 
a synthetic, generalized form, on which respondents are subsequently asked to take a position.

However, it is crucial to recognize inherent limitations of such tools for research purposes, par-
ticularly concerning the representation of minority opinions within the LLM-generated data. GPT-
4 was prompted to impersonate an average UK respondent, inherently constraining the extent 
to which nuanced interpretations can be extrapolated. Nevertheless, subsequent prompt ad-
justments did not result in any visible improvements of the predictions. This means that LLMs 
should not be regarded by researchers as a replacement tool for more fine-grained methods 
of gathering human opinions, especially those concerning minorities or vulnerable groups. The 
imperative to address biases, contextualize outputs, and exercise prudence when interpreting 
results looms large, and the use of such tool should be embedded within a comprehensive, re-
sponsible research methodology. While their integration is quickly increasing across various 
occupational domains, LLMs do not always possess an intricate understanding of the nuanced 
context surrounding specific job roles. Their evaluations may rely solely on textual patterns, ne-
glecting the real-world complexities that characterize certain occupations. Occupational assess-
ments, by their very nature, are profoundly subjective and context sensitive. LLMs may encoun-
ter difficulties in encapsulating the multifaceted spectrum of opinions and values that people 
associate with distinct occupations. 

LLMs derive their capabilities from data, primarily consisting of extensive text datasets14 encom-
passing a wide array of content related to occupations (Schreiner 2023). These datasets may in-
corporate job descriptions, salary information, and user-generated content concerning various 
occupations. The training of LLMs is underpinned by this pre-existing text data, which, in many 
instances, can harbour embedded biases pertaining to gender, race, and socioeconomic status. 
The repercussions of these biases can manifest in the evaluations of occupations generated by 
LLMs, potentially perpetuating stereotypes and skewed perceptions. Moreover, it is plausible that 

14 In the case of GPT-4, OpenAI did not disclose specific information about the training data, let alone other technical aspects such as 
the model architecture and hardware for training the model, because of “the competitive landscape and the safety implications of 
large-scale models” (OpenAI 2023, p. 2). However, their technical report describes it as a mix of publicly available data and licensed 
data from third-parties. Schreiner (2023) reports that the training corpus of GPT-4 has around 13 trillion tokens, including well-known 
sources such as the CommonCrawl and data from Twitter, Reddit, YouTube, and a large collection of textbooks.
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LLMs draw upon pre-existing studies concerning occupational prestige and social standing as 
foundational sources for their judgments and analyses. This raises questions about the extent 
to which LLM-generated evaluations align with or diverge from the established body of research 
in this domain, and to which extent their output might vary with time, as more training data is 
added to these models.15 To ensure the credibility, accuracy and equity of findings derived from 
LLM-generated evaluations, researchers should undertake a process of validation. This entails 
comparing LLM-generated assessments with real-world data and consulting with human experts 
in the field to enhance the reliability and robustness of occupational evaluations.

This prompts the pivotal question of how such machine-based social evaluations are employed 
in practice, and whether they influence policies or exert long-term effects on the social percep-
tions of occupations. With 100+ million users and over 1.5 billion monthly visits (Hu 2023), GPT-
4 leverages social legitimacy and ethical positioning. It can serve as an important amplifier of 
occupational social opinions, including prestige and social value attached to certain jobs. While 
this can increase access to information, individuals from diverse backgrounds and roles will find 
themselves increasingly exposed to this ‘technological construction of society’. There is a risk, 
for example, that LLMs oversell certain occupations to young users who prompt them for career 
advice and then get overly optimistic, positive or simplistic responses that do not mirror the so-
cial realities in a given context fully (including stigma that the LLM is unable to capture). For mi-
nority groups, it might be difficult to identify with the mean human scoring that such LLMs out-
put are likely to produce. In the long run, the central ‘source of truth’ offered by conversational 
LLMs to mass users may influence and shape social perceptions toward the majority views al-
ready captured in their data. 

In that context, policymakers play a pivotal role in shaping the landscape of LLM use for occupa-
tional assessments and other professional applications. Part of the underrepresentation issues 
demonstrated in our study can likely be addressed at the level of LLM design. Developers of LLMs 
should be required to mitigate biases within their training data and algorithms, conduct and 
publish regular audits and evaluations of output, and document rectifications to biased outputs 
linked to occupational evaluations or other representations of the world of work. Transparent 
communication regarding the limitations of LLMs in this domain is paramount, as limits regard-
ing model fine tuning to reflect the complexity and diversity of human opinions certainly exist. 
Therefore, the end users ought to be made aware that LLM-generated responses may not con-
sistently provide accurate or unbiased occupational assessments and that their output should 
not be considered a sole source of “truth” for further professional applications.

Importantly, policymakers should provide clear rules for the application of such technologies in 
the professional context. As demonstrated in our analysis and in other emerging research, LLMs 
are not socially neutral entities (Feng et al., 2023 Sætra, 2023). They hold ‘algorithmic views’ and 
reflect systems of values and opinions on a variety of topics pertinent to the world of work. Given 
the huge popularity of these new AI systems, ‘which humans’ (Atari et al., 2023) they represent 
becomes a paramount question and in the context of occupational evaluations these views cer-
tainly do not represent all workers. Given that LLMs are very flexible tools, many novel functions 
can be developed with their use, including integration into recruitment, performance assess-
ment or worker surveillance. This functionality can largely expand the scope of already existing 
algorithmic management practices, of which the negative impacts on workers’ rights have been 
well documented (Cameron et al. 2023; Jarrahi et al., 2021). Technology integration, if done in a 
mechanistic way, can lead to dehumanization of work relations and work tasks and limit worker 
agency and discretion. As technology advances, there is a risk that human labour may become 
less visible as it becomes integrated into technical systems (Newlands 2021). Research suggests 
that the most effective approach is one of complementarity, wherein the efforts of humans and 
machines are harmonized to achieve optimal outcomes (Gmyrek et al. 2023; Jarrahi et al. 2022; 
Tubaro et al. 2020). 

15 See Appendix (section A3) for a test of stability of our predictions between June and November 2023.
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With the expansion of text, voice, and video processing capacities of LLMs, policymakers should 
consider putting in place specific legal guardrails, with outright bans on certain workplace prac-
tices, especially those related to the use of LLM capacities for worker surveillance or predictive 
profiling of individuals. Yet, positive effects can be achieved when technology is integrated into 
workplace in consultation with workers that are affected by its use (Shestakofsky 2017). Systems 
of worker consultation and dialogue permit not only an increased transparency of technological 
integration, but also make it possible to minimise risks of harm by pre-testing applications with 
people who understand their effects on the workplace. Policymakers should focus on creating 
incentives for this type of constructive integration, which can have major benefits for productiv-
ity, while discouraging mechanistic, off-the-shelf applications of this new technology.

Limitations and recommendations for future research
Our research, while providing valuable insights, is not devoid of limitations, and these limitations 
inform our recommendations for future research in this area. 

First, our survey data was confined to the United Kingdom, and the responses of GPT-4 were con-
textually tailored to represent the perspective of an average UK-based individual. Consequently, 
our findings bear a geographical and contextual specificity that restricts their generalizability to 
other countries. Future research should replicate our survey in other countries, particularly those 
that exhibit distinct OP and OSV structures. To facilitate meaningful cross-country comparisons, 
a systematic selection of countries based on economic development levels or cultural factors 
would be advantageous. This approach would not only contribute to a deeper understanding of 
the occupational perceptions of LLMs but also shed light on their geographic stability. Questions 
that arise pertain to whether GPT-4's OP and OSV hierarchy is subject to regional and geograph-
ical variations, or if it adheres to a universalist perspective. 

Second, while OP and OSV are central dimensions of occupational evaluations, they represent 
just a fraction of multifaceted assessment axes. Future research could delve into additional indi-
cators, including but not limited to occupational desirability (i.e., the extent to which individuals 
find a certain occupation enjoyable and meaningful) and perceived future-proofness (i.e., the 
perceived relevance of an occupation in the future). The spectrum of occupational evaluation is 
characterized by significant variation, and altering the prompts, such as inquiring about 'social 
standing' or 'social desirability,' could offer intriguing avenues for exploration.

Third, our study focused exclusively on GPT-4, although the landscape of LLMs is rich and di-
verse. Various LLMs vary not only in terms of performance but also in their underlying world-
views (Feng et al. 2023). We employed GPT-4 from OpenAI, which at the time of our tests was 
the largest and most capable model with a publicly accessible API, and which occupies a prom-
inent position in the commercial and user domains. Future research should consider compara-
tive assessments of the most commonly accessible LLMs, accounting for the rapid expansion of 
model capabilities in this domain. 

Finally, the reliance on an online survey for collecting human responses presents limitations in 
terms of generalizability and comes with specific selection effects (Lehdonvirta et al. 2021). While 
the use of Prolific’s representative sample option (Prolific 2023a), the large number of respond-
ents, and extensive quality checks and pre-tests ascertained a robust approach, sampling bias 
on non-observables such as lifestyle, digital literacy levels, and interest in the topic might skew 
the results. Prolific does not disclose the number of contacted individuals who refused to take 
the survey (i.e., calculating a response rate is not possible) but specifies that they “typically see 
a 40-50% response rate from eligible participants” (Prolific 2023b). Future research should use 
probability samples to get a comprehensive and truly representative picture. 
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Appendix

A1. Survey questionnaire

 X Figure A1: Screenshot of survey question
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A2. Robustness tests concerning non-unimodal distribution of 
GPT-4 scores
In this section, we test the effects of the multimodal distribution of GPT-4 scores on the central 
tendency measures, in order to assess whether the use of the mean is adequate, and whether 
the results would not be altered if a median with robust z-scores was used instead, as raised by 
a reviewer. Tests are performed both at the level of individual scores for each occupation and 
then, in the second stage, at the level of occupational mean scores.

A2.1. INDIVIDUAL SCORES FOR EACH OCCUPATION

PRESTIGE-RELATED TESTS
We examine the differences between mean and median prestige scores across occupations. The 
descriptive statistics for these mean-median differences are as follows:

 X Table A1. Mean-median differences (OP)

Minimum Maximum Mean Median SD

-4.52 4.5 -0.05944828 0 1.384675

Next, we conduct a Wilcoxon signed-rank test to assess whether the mean and median prestige 
scores are statistically different. The results are presented below. The test statistic value is 73636.5 
with a p-value of 0.226, indicating that there is no significant difference between the mean and 
median prestige scores at a conventional significance level of 0.05. The test was conducted un-
der the two-sided alternative hypothesis, which checks for differences in either direction.

 X Table A2. Wilcoxon Signed-Rank Test Results (OP)

Statistic P-Value Method Alternative

73,636.5 0.226243 Wilcoxon signed rank test with continuity correction Two-sided

As next step, correlation between mean and median prestige scores is examined. Pearson’s cor-
relation coefficient of 0.996287 indicates a very strong positive linear relationship between the 
mean and median scores, supported by a p-value of 0 (signifying statistical significance). This 
confirms the close alignment of these two measures. The confidence interval, ranging from 
0.9949446 to 0.9963498, is narrow, suggesting a high degree of precision in this estimate.

 X Table A3. Correlation Test Results (OP)

Estimate Statistic P-value Parameter Conf. Low Conf. High Method Alternative

0.9968452 301.9485 0 578 0.996287 0.9973196
Pearson's prod-

uct-moment cor-
relation

Two-sided

To complement our statistical tests, we calculate the effect size (Cohen’s d) between the mean 
and median prestige scores, which help us quantify the magnitude of the difference between 
these two measures of central tendency. The estimate of -0.0034344, with a confidence inter-
val ranging from -0.118648 to 0.1117791, indicates a negligible effect size. This suggests that 
the difference between the mean and median prestige scores is very small and likely of limited 
practical significance. The proximity of the effect size to zero, along with the confidence interval 
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encompassing zero, reinforces the conclusion that for our data, both the mean and median can 
be considered as equally representative measures of central tendency for occupational prestige 
at the level of individual occupations.

 X Table A4. Cohen's d Effect Size (OP)

Estimate Confidence Interval Lower Confidence Interval Upper

-0.003434414 -0.118648 0.1117791

In the final stage of our analysis, we perform a Wilcoxon signed-rank test for each occupation 
individually. This test allows us to assess whether the mean and median prestige scores differ 
significantly on a case-by-case basis. For each occupation: 

 ● We calculate both the mean and median prestige scores from the GPT-4 predictions. This pro-
vides us with a pair of central tendency measures for each occupation.

 ● We apply the Wilcoxon signed-rank test to compare the paired mean and median scores with-
in each occupation. 

 ● Given that we conduct multiple tests (one for each occupation), we apply the Bonferroni cor-
rection to adjust the resulting p-values. This conservative approach controls the family-wise 
error rate and reduces the likelihood of Type I errors (false positives).

 ● We identify those occupations where the difference between mean and median scores is 
statistically significant. Although we find that 10% of the occupations exhibit significant dif-
ferences, the effect sizes are minimal, suggesting that these differences are of limited prac-
tical significance.

 ● We visualize the distribution of scores for each occupation with a significant difference using 
ridge plots (Figure A2). These plots graphically represent the density of the GPT-4 predictions 
and highlight where the mean (red dashed line) and median (blue dotted line) fall within the 
distribution. The mean generally falls in the centre of the range of scores, capturing the aver-
age level of the predictions, even in cases where the distribution is bi- or multi-modal.
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 X Figure A2. Density plot of OP scores for occupations with statistically different mean and median

In summary, our robust analysis confirms that the mean serves as a reliable measure of central 
tendency for the GPT-4 predictions of occupational prestige. Despite the statistically significant 
differences observed in a small subset of occupations, the mean continues to be well-suited for 
capturing the average prediction across the model's outputs. 

OSV-RELATED TESTS
We repeat the same procedure for scores concerning OSV. The Wilcoxon signed-rank test for the 
OSV scores produced a test statistic value of 74612.5 with a p-value of 0.416341. This suggests 
that there is no significant difference between the mean and median scores for OSV, similar-
ly to the findings for the OP scores. The correlation test for OSV scores reveals a Pearson’s cor-
relation coefficient of 0.9957042, indicating a very strong positive linear relationship between 
the mean and median scores, supported by a p-value of 0 (signifying statistical significance). 
The confidence interval (0.9949446 - 0.9963498) suggests a high degree of precision in this es-
timate. The Cohen’s d calculation yields an estimate of -0.0040112, with a confidence interval 
ranging from -0.1192248 to 0.1112024. This very small effect size, close to zero, indicates that 
the difference between the mean and median OSV scores is minimal and likely of limited prac-
tical importance. The confidence interval, encompassing zero, further supports the conclusion 
that the observed difference is not significant in practical terms. These results, consistent with 
the findings for the OP scores. Finally, the Wilcoxon test for each occupation renders similar re-
sults, with some 11 per cent of occupations showing statistical difference between mean and 
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median, and the methodological choice falling on the use of the mean as a more representative 
central tendency measure.

CONCLUSION REGARDING OCCUPATION-LEVEL SCORES
The robustness tests conducted so far demonstrate that despite the bi- or multi-modal distri-
bution of GPT-4 scores at the occupation level, the use of mean scores as a measure of central 
tendency is justified. The statistical analyses, including the Wilcoxon signed-rank test, correla-
tion analysis, and effect size calculation, consistently indicate a negligible difference between 
mean and median OP and OSV scores. Based on this finding, we proceed with the calculation of 
the means for each of the occupations, which are used for further analysis in the main paper.

A2.2. MEAN SCORES ACROSS OCCUPATIONS
Following the calculation of the means for each occupation, based on the OP and OSV scores 
from the survey and GPT-4 predictions, we proceed to examine the overall distributions in each 
dataset. The visualization in Figure A3 suggests that, while for the survey scores, means are 
nearly identical to the use of the median, this might not be the case for the scores generated by 
GPT-4. We therefore proceed to further test the impact of the alternative use of these statistical 
measures on the calculation of z-scores and, ultimately, on our results.

 X Figure A3. Density plot of occupation-level score distributions, with marked mean and median 

PRESTIGE-RELATED TESTS
We examine the differences between mean and median prestige scores across occupations. The 
descriptive statistics for these mean-median differences are as follows:

 X Table A5. Overall Descriptive Statistics of Mean-Median Differences for GPT Prestige Scores

Overall Mean Overall Median Mean – Median Difference

54.12245 59.82 -5.697552

A mean-median difference of -5.70 suggests that the distribution of predicted prestige scores 
is left-skewed. This skewness indicates that there are several occupations with lower prestige 
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scores pulling the mean downward, away from the median, which is less influenced by such ex-
tremes. This results in a shift of z-scores calculated with the two measures (Figure A4), albeit with 
a similar distribution.

 X Figure A4. Comparison of traditional (mean-based) and robust median-based z-scores for OP

To statistically evaluate whether the mean and median prestige scores differ significantly, we 
conducted a Wilcoxon signed-rank test. The extremely low p-value suggests that the difference 
is statistically significant, confirming that the distribution’s skewness affects the mean more 
than the median.

 X Table A6. Wilcoxon Signed-Rank Test Results for Z-Scores (OP)

Statistic P-value Method Alternative

168,490 0 Wilcoxon signed rank test with continuity correction Two-sided

As the next step, Cohen’s d tells us more about the size of the effect. The small effect size (d = 
0.336) indicates that, despite the statistical significance, the difference in using the mean vs. the 
median for z-score calculations has a small practical impact for most practical purposes, such as 
classification or trend analysis.

 X Table A7. Cohen's d Effect Size (OP)

Estimate Confidence Interval Lower Confidence Interval Upper

0.3366078 0.2205814 0.4526343

This can be further illustrated by plotting the two sets of individual scores (Figure A5). It can be 
observed that, while the use of median-based scores indeed results in a slight shift, the two dis-
tributions are nearly perfectly correlated.
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 X Figure A5. Scatter plot of z-scores using mean vs. median for OP

In conclusion, the prestige-related tests confirm that while there is a statistically significant dif-
ference between mean and median prestige scores predicted by GPT-4, the practical impact of 
this difference on our analysis is minimal. The small effect size, as quantified by Cohen’s d, along 
with the visual alignment seen in the scatter plot, suggests that for substantive purposes, includ-
ing classification and trend analysis, the use of mean values is justified.

OSV-RELATED TESTS
As the final step, we extend our robustness checks to the OSV scores predicted by GPT-4. As with 
the prestige scores, we evaluate the potential impact of the distribution’s shape on our central 
tendency measures. Specifically, we investigate the differences between the overall mean and 
median OSV scores, providing insights into the distributional tendencies of the GPT-4 predictions 
in this domain. The following descriptive statistics illustrate these differences and set the stage 
for subsequent statistical testing:
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 X Table A8. Overall Descriptive Statistics of Mean-Median Differences for GPT OSV Scores

Overall Mean Overall Median Mean Median Difference

63.49783 65.32 -1.822172

Figure A6 visualizes the density distributions of both traditional and robust z-scores for the GPT 
OSV scores. The evident shift between the distributions confirms that the choice of central ten-
dency (mean vs. median) and variability measure (SD vs. MAD) impacts the calculated z-scores. 
Despite this shift, there is a considerable overlap between the distributions.

 X Figure A6. Comparison of traditional (mean-based) and robust median-based z-scores for OSV

A highly significant p-value (effectively zero) in the Wilcoxon test indicates a statistically signifi-
cant difference between the two sets of z-scores. However, it is essential to interpret this signif-
icance in the context of the effect size.

 X Table A9. Wilcoxon Signed-Rank Test Results for Z-Scores

Statistic P-value Method Alternative

168,490 0 Wilcoxon signed rank test with continuity correction Two-sided

The Cohen’s d analysis provides an estimate of 0.145, suggesting that the difference in z-score 
calculations has only a minor practical impact. The confidence interval, ranging from approxi-
mately 0.030 to 0.260, further indicates that while the effect is statistically detectable, it is not 
so large as to cause concern regarding our choice of central tendency and variability measures.

 X Table A10. Cohen's d Effect Size

Estimate Confidence Interval Lower Confidence Interval Upper

0.3366078 0.02975801 0.2604881

Figure A7 further elucidates the relationship between the z-scores calculated with the mean and 
those with the median for OSV scores, confirming that scores computed by either method are 
highly correlated. Importantly, although the slope of the plotted points diverges from the line 
of equality, the relative ranking of occupations by z-score remains consistent regardless of the 
method used. This indicates that while the actual z-score values differ, the ordinal relationship 
— the ranking from lowest to highest z-score — does not.
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 X Figure A7. Scatter plot of z-scores using mean vs. median for OSV

Nevertheless, to assess the impact of this different slope on the stability our observations, we 
recompute the analysis of individual occupations using the robust median z-scores and compare 
the results to the initial calculations. We find that the use of median-based z-scores leads to more 
pronounced extremes of the distribution and reduces the alignment between GPT-4 predictions 
and survey scores. Since one of our goals is to test the use of GPT-4 as a possible replacement or 
a complementary source of data for surveys related to occupations, we opt for the use of stand-
ard z-scores, which offer a more optimal result in that regard.

CONCLUSION REGARDING MEAN SCORES ACROSS OCCUPATIONS
In section A2 of this Appendix, we have addressed methodological concerns raised by a reviewer 
regarding the non-unimodal distribution of scores predicted by GPT-4 and its potential impact on 
our analysis. Through comprehensive robustness tests—conducted at both the individual score 
level and the occupation-level mean—we have demonstrated that, despite the unique distribu-
tion characteristics of GPT-4 predictions, the use of standard z-scores is best suited for the anal-
ysis presented in the main paper. These tests have included comparisons of central tendency 
measures, distribution analyses, and effect size calculations. 
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A3. STABILITY OF GPT-4 PREDICTIONS OVER TIME
The scores used in the main analysis were generated in June 2023. To assess the stability of these 
predictions, we generated a new set of scores for OP on 27 November 2023. As demonstrated 
in Figure A8, the scores predicted by GPT-4 are highly stable, with nearly identical distribution 
during among the two time points.

 X Figure A8. Stability of GPT-4 OP score predictions (June 2023 vs November 2023)
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