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Abstract

We provide a new characterization of AGM belief revision in terms of a
Kripke-Stalnaker-Lewis semantics. We consider pointed frames consisting
of a set of states, a distinguished state interpreted as the actual state, a
Kripke belief relation and a Stalnaker-Lewis selection function. Adding a
valuation to a frame yields a model. Given a model, we identify the initial
belief set K with the set of formulas that are believed at the actual state and
the revised belief set K¢ (prompted by the input represented by formula
@) as the set of formulas that are the consequent of conditionals that (1) are
believed at the actual state and (2) have ¢ as antecedent. We show that this
class of models characterizes the set of AGM belief revision functions, in
the following sense: (1) each model gives rise to a (possibly partial) belief
revision function that can be completed into a full AGM belief revision
function, and (2) for every AGM belief revision function there is a model
whose associated belief revision function coincides with it.

Keywords: belief revision, conditional, belief relation, selection function,
supposition, information.
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1 Introduction

The dominant theory of belief revision is the so-called AGM theory, named
after the authors who started this research program (Alchourrén et al. (1985)).
It has spawned a vast literature, which is surveyed in Fermé and Hansson (2011;
2018). The AGM theory is a syntactic theory that represents the agent’s initial
beliefs as a consistent and deductively closed set of propositional formulas K
and the stimulus for belief revision is represented by a propositional formula ¢,
typically interpreted as a new and reliable item of information. K¢ represents
the revised belief set after the receipt of input ¢p. A number of postulates, or
axioms, were proposed by Alchourrén et al. (1985) to capture the notion of
“rational” belief change. From a semantic point of view, AGM belief revision
was shown to correspond to the existence of a ”plausibility” order on the set
of possible worlds W (where a possible world is a maximally consistent set
of propositional formulas), with the initial belief set K corresponding to the
most plausible worlds and the revised belief set K * ¢ corresponding to the set
of most plausible ¢-worlds (a ¢-world is a world at which ¢ is true) (Grove
(1988), Katsuno and Mendelzon (1991).

We provide an alternative semantic characterization of the AGM theory, in
terms of belief in Stalnaker-Lewis conditionals (Stalnaker (1968), Lewis (1973)),
where belief is modeled as a Kripke relation $ on a set of states S and condi-
tionals are modeled via a Stalnaker-Lewis selection function f. We consider a
modal language containing a unary modal operator B (corresponding to the
belief relation $) and a binary conditional operator ¢ > 1, interpreted as ”if ¢
is (were) the case then 1) is (would be) the case”. For the purpose of this paper
it is sufficient to focus on the fragment of this language where the conditional
¢ > v is restricted to Boolean (or non-modal) formulas; the set of Boolean
formulas is denoted by ®y. We consider pointed frames (S, se, B, f) where sq
denotes the actual state. Adding a valuation to a pointed frame yields a model.
Given a model, we identify the initial belief set K with the set of Boolean for-
mulas believed at the actual state: K = {qi) €Dy :sq IBd)} Furthermore, given
a Boolean formula ¢ € @y, we identify the “revised” belief set K * ¢p with the
set of Boolean formulas ¢ such that, at the actual state, the agent believes that
¢>1Y: Kegp = {1{1 € Py : 5@ = B(p > L/J)}, with the usual Stalnaker-Lewis seman-
tics for the conditional ¢ > : s = ¢ > ¢ if f(s,||Pll) € l[Y|l (for every formula
X, llx|l denotes the truth set of x: [|x]| = {s € S : s = x}). Since, typically, in a
given model there may be formulas ¢ € @y such that |||| = @, the function * so
defined might be only a partial function, that is, a function = : ¥ — 2% where
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YW might be a proper subset of ®;. We show (Proposition 1) that the class of
models considered characterizes the set of AGM belief revision functions, in
the following sense:

e Given an arbitrary model, the associated (possibly partial) belief revision
function * can be extended to an AGM belief revision function #" : &y —
2% (+ is an extension of = if it coincides with * on the domain of *), and

e Given an arbitrary AGM belief revision function ' : @y — 2% there exists
a model whose associated function * coincides with #'.

The paper is organized as follows. In Section 2 we review the AGM theory
and the standard semantics for it based on the notion of plausibility order. In
Section 3 we develop the alternative semantics described above and state the
characterization result. In Section 4 we discuss the issue of whether the AGM
theory is properly viewed as a theory of belief change. In Section 5 we discuss
related literature and Section 6 concludes. The proofs are given in Appendix
A.

2 AGM belief revision functions

Let At be a countable set of atomic formulas (denoted by p, g, possibly with
subscripts). We denote by @y the set of Boolean formulas constructed from At
as follows: At C @ and if ¢, 1) € Pp then =¢ ("not ¢”) and ¢ V ¢ ("¢ or P”)
belong to @. The material conditional "if ¢ then 1, denoted by ¢ — 1, the
conjunction “¢ and ¢”, denoted by ¢ A 1, and the bi-conditional "¢ if and only
if 1p”, denoted by ¢ < 1), are defined in the usual way.

Given a subset K C @y, its PL-deductive closure [K]"" (where ‘PL’ stands for
Propositional Logic) is defined as follows: ¢ € [K]™" if and only if there exist
¢1, ..., Py € K (with n > 0) such that (1 A ... A ;) — 1 is a tautology (that
is, a theorem of Propositional Logic). A set K C @y is consistent if [K]PE £ g
(equivalently, if there is no formula ¢ such that both ¢ and —¢ belong to [K]"*).
A set K C @ is deductively closed if K = [K]"E.

Let K be a consistent and deductively closed set, representing the agent’s
initial beliefs, and let W C @ be a set of formulas representing possible “inputs”.
A belief revision function (based on K and W) is a function #y : W — 2% (where
2% denotes the set of subsets of @) that associates with every formula ¢ € W
a set Kxyp C @ (interpreted as the revised beliefs in response to input ¢; we
adopt the common notation of writing K+y¢ instead of *x,, (¢)). If ¥ # @y then
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+y is called a partial belief revision function, while if ¥ = @ then *q, is called
a full-domain belief revision function; in this case we simplify the notation and
omit the subscript Py.

Definition 2.1. Let +y : ¥ — 2% be a partial belief revision function and
+ @y — 2% a full-domain belief revision function. We say that * is an
extension of y if, for every ¢ € W, K¥'¢p = Kxyp.

A full-domain belief revision function is called an AGM function if it satisfies
the following properties, known as the AGM postulates:

(AGM1)  Kx¢p = [Kx¢p]PL.

(AGM2) ¢ € Kx.

(AGM3) K= C [KU {p}]7E.

(AGM4) if =¢ ¢ K, then K C Kx¢.

(AGM5)  Kx¢ = @y if and only if ¢ is a contradiction.
(AGM®6) if ¢ < 1) is a tautology then K+¢p = K+1).
(AGM?)  Kx(op A ) € [(Kep) U )]

(AGMS) if ~) & Kx¢b, then [(Kx¢p) U {P}]*E C Kx(p A ¢).

AGM], called the Closure axiom, requires the revised belief set to be deductively
closed.

AGM2, called the Success axiom, postulates that the input be incorporated into
the revised beliefs.

AGM3, called the Inclusion axiom, says that beliefs should be revised minimally,
in the sense that no new formula should be added unless it can be deduced
from the input received and the initial beliefs.’

AGM4, called the Preservation axiom (see, for example, (Rott 2017, p.614)), says
that if the input received is compatible with the initial beliefs, then any formula
in the initial belief set should belong also to the revised belief set.”

AGMS5 requires the revised beliefs to be consistent, unless the input ¢ is a
contradiction (that is, unless —¢ is a tautology).

AGMS6 requires that if ¢ is propositionally equivalent to i then the result of
revising by ¢ be identical to the result of revising by 1.

Note that ¢ € [KU{¢}]"F if and only if (¢ — ) € K (since, by hypothesis, K = [K]"F). [KU{¢}]"T
is called the expansion of K by ¢ and is often denoted by K + ¢.

2 The original formulation of (AGM4) was as follows: if ~¢ ¢ K, then [KU{¢p}]"T C Kx¢b; however,
this is implied by the stated axiom in conjunction with (AGM1) and (AGM2): since K is deductively
closed, if ¢ € [KU {¢}]PF then (see Footnote 1) (¢ — 1) € K and thus, by AGM4, (¢ — ) € Kx¢; by
AGM1, K+¢ = [K+¢]’L and, by AGM?2, ¢ € Kx¢p; thus 1 € [K#p]"L = K+
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AGM1-AGME6 are called the basic AGM postulates, while AGM7 and AGM8
are called the supplementary AGM postulates.

AGMY7 and AGMS are a generalization of AGM3 and AGM4 that concern com-
posite belief revisions of the form K = (¢ A ¢):

The idea is that, if K is to be changed minimally so as to include two
sentences ¢ and ¢, such a change should be possible by first revising
K with respect to ¢ and then expanding K * ¢ by 1 — provided that
1 does not contradict the beliefs in K * ¢ (Gardenfors and Rott 1995,
p- 54).

For an extensive discussion of the AGM postulates see Gardenfors (1988),
Gérdenfors and Rott (1995).

The standard semantics for AGM belief revision (Grove (1988), Katsuno and
Mendelzon (1991)) is based on a total pre-order 5 on the set W of maximally
consistent sets of formulas, called possible worlds, with the interpretation of
w 3 v as “the agent considers world w to be is at least as plausible as world
v”.% The initial belief set K consists of the formulas that are true at all the most
plausible worlds in W (that is, at every world in {w € W : w 5 v,¥v € W}) and
the revised beliefs upon receiving input ¢ are given by the set of formulas that
are true at all the most plausible ¢-worlds (a world w is a ¢-world if ¢ € w;
llpll denotes the set of ¢-worlds): K * ¢ is the set of formulas that are true at all
the worlds in {w € [|¢]| : w < v,Vv € ||Pp]l}. In the following section we provide
an alternative semantics for AGM belief revision based on a belief relation
together with a selection function. Such a semantics was also considered by
other authors; see Section 5 for a discussion of related contributions.

3 A Kripke-Stalnaker-Lewis semantics for AGM

Given a binary relation R € S X S on a set S, for every s € S we define R(s) =
{xeS:(s,x) eR]}.

Definition 3.1. A pointed frame is a quadruple (S, sa, B, f) where
1. Sis a set of states; subsets of S are called events.
2. s@ € S is a distinguished element of S interpreted as the actual state.

3. B C Sx Sisabinary belief relation on S which is serial: B(s) # @, Vs € S.

3An equivalent semantics is in terms of Lewis’ systems of spheres (Lewis (1973)).
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4. f: B(sa)x2°\ @ — 2°is a Stalnaker-Lewis selection function* that associates
with every state-event pair (s, E) (with s € B(sg) and @ # E C S) a set of
states f(s, E) € S such that,

Success) @ # f(s,E) CE,

Weak Centering) if s € E then s € f(s, E),

Doxastic Priority 1) if B(se) N E # @ then f(s,E) € B(se) N E,

Intersection) f(s,E)NF C f(s,ENF),

(e) (Doxastic Priority 2) Let Bgr = {s € B(se) : f(s, E)NF # @}. Then
(e.1) if s € Bgr then f(s, ENF) C f(s,E)NF,

(e.2) if s ¢ Bgr then f(s,ENF) C f($, ENF) for some $ € Bgr.

~ ~— — ~~—
~ N~

The set B(s) is the set of states that the agent considers possible at state s, so
that B(se) is the set of doxastic possibilities at the actual state sg and represents
the agent’s initial beliefs. f(s,E) is the set of states that the agent considers
closest, or most similar, to state s conditional on event E.

(4.a) of Definition 3.1 requires f(s, E) to be non-empty and, furthermore, that
every state in f(s, E) be an E-state.

(4.b) postulates that if s is an E-state then it belongs to f(s, E), that is, s itself is
one of the E-states that are closest to s.

By (4.c) if there exists an E-state among those initially considered possible
(B(se) N E # ), then, for every s € B(sa), the closest E-states to s must belong
to B(se) N E.

By (4.d), the closest E-states to s that are also F-states must belong to the set of
closest (E N F)-states to s.

(4.e) can be viewed as an extension of (4.c): it says that if, among the states
initially considered possible, there is at least one state, call it s, that satisfies
the property that among its closest E-states there is at least one that is also an
F-state, then (1) the closest (E N F)-states to s must belong to the intersection
f(s,E) N F and (2) for any other state that does not satisfy the property, the
closest (E N F)-states to it are contained in the set of closest (E N F)-states to some
state that does satisfy the property.

Adding a valuation to a pointed frame yields a model. Thus a model is a
tuple (S,sa, B, f, V) where (S,sa, B, f) is a pointed frame and V : At - 2 isa

#Note that, for the purpose of this paper, the domain of f can be taken to be B(sg) X 2° \ @ rather
than S x 25 \ @. However, it can easily be extended to S x 25 \ @ as follows: first, fix an arbitrary
function g : S\ B(se) = B(se) and then define, for every s € S\ B(s@) and every @ # E C S,
f(s,E) = f(8(s), E).
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valuation that assigns to every propositional letter p € At the set of states where
p is true.

Recall that @y is the set of Boolean (or factual) formulas, that is, the set of
formulas obtained from the set At of atomic formulas by closing with negation
and disjunction. Let B be the unary syntactic belief operator associated with the
relation 8 and > the binary conditional operator associated with the selection
function f. Let ®; be the modal language constructed as follows.

o Oy C Py,
o ifd,ip e Dythen > 1P € Py,
e all the Boolean combinations of formulas in ®;.

Thus, for the purpose of this paper, the conditional ¢ > 1) is defined only for
Boolean formulas.

Remark 1. Note that we allow for ¢ > 1 to be interpreted either as the indicative
conditional if ¢ is the case then 1 is the case’ (which is appropriate for the case where
B(se) N |IPll # @) or as the subjunctive conditional 'if ¢ were the case then 1 would
be the case’ (which is appropriate for the case where B(sa) C ||-ll).

Finally, let ® be the modal language constructed as follows:
e O, C O,

o if p € Oy then B € D,

e all the Boolean combinations of formulas in ®.

Thus formulas in @ are either Boolean or formulas of the form ¢ > 1, with ¢
and ¢ Boolean, or of the form B¢ where ¢ is either Boolean or of the form i) > x
with 1 and x Boolean or a Boolean combination of such formulas.

Definition 3.2. Given a model (S, s, B, f, V) define truth of a formula ¢ € ® at
a state s € S, denoted by s | ¢, as follows (recall that [|¢|| denotes the truth set
of ¢, thatis, ||p|| ={s € S : s E ¢}):

1. if p € At thens E pif and only if s € V(p),
2. s | —¢if and only if s }£ ¢,
3. sE¢ VY ifandonlyifs | ¢ ors | i (or both),
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4. s = ¢ > ¢ (with ¢,y € Q) if and only if either ||p|| = @, or ||| # @ and
fGs gl € Il

5. s E B¢ if and only if B(s) C [|¢l|.

Fix amodel M = (5,5a, 8B, f,V) and let K = {¢p € D) : B(se) C lIPll} = {¢ €
Dy : s@ E Bo} (to simplify the notation, we omit the subscript denoting the
model and thus write K rather than Ky); thus ¢ € K if and only if at the actual
state s@ the agent believes ¢. It is shown in the Appendix (Lemma 1) that the
set K C @y so defined is deductively closed and consistent.

Next, given a model M = (S,s@, B, f, V) define, for every ¢ € @, such that
lpll # @, Kep = {tp € Oy : s@ E B(¢p > ¢)}. Thus ¢ € K+¢ if and only if
at the actual state sq@ the agent believes that if ¢ is (were) the case then 1 is
(would be) the case. Since, in general, not every ¢ € @ is such that ||¢]| # @,
this definition typically gives rise to a partial belief revision function. The next
proposition says that this partial belief revision function can be extended to
a full-domain AGM revision function; conversely, given a full-domain AGM
revision function based on a consistent and deductively closed set K, there exists
amodel M = (S,sae, B, f, V) such that K = {¢p € Oy : s@ | B} and, for every
¢ € Dy, Kxp = {¢p € Dy : s@ | B(¢ > 1)}. Thus the proposed semantics provides
a characterization of AGM revision functions. The proof of Proposition 1 is
given in the Appendix.

Proposition 1.

(A) Givenamodel(S,sa, B, f,V)let K = {¢ € Dy : s@ = B} and, for every ¢ € Py
such that ||pl| # @, let Kx¢p = {{p € D : s@ E B(¢ > ¢)}. Then K is consistent
and deductively closed and the partial belief revision function * so defined can be
extended to a full-domain AGM belief revision function.

(B) Let K C @ be consistent and deductively closed and let » : @y — 2% be an AGM
belief revision function based on K. Then there exists a model (S, sa, B, f, V)
such that K = {¢p € @y : s@ = B} and, for every ¢ € @y, Kxp = {ip € Dy :
sa F B > y)).

4 Is the AGM theory a theory of belief change?

The AGM theory is usually presented as a theory of belief change, or belief
revision, in response to new information. For example, (Fermé and Hansson
2018, p. v) write: “Belief change (belief revision) is a research area in formal
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philosophy that makes use of logic to produce models of how human and
artificial agents change their beliefs in response to new information.” Thus the
belief set Kx¢ is thought of as the new belief set after the information represented
by the formula ¢ has been made compatible with the initial belief set K. This
interpretation is apparent in the way in which the Success Axiom (AGM2) is
described or criticized in the literature. Below is a sample of passages from the
literature:

"The ’success’ postulate guarantees that the incoming informa-
tion is given absolute priority over the beliefs originally enter-
tained.”(Gédrdenfors and Rott 1995, p. 53)

Postulate (AGM2) says that the new information ¢ should always be
included in the new belief set. (AGM2) places enormous faith on the
reliability of ¢. The new information is perceived to be so reliable
that it prevails over all previous conflicting beliefs, no matter what
these beliefs might be.” (Peppas 2008, p. 319)

“In AGM revision, new information has primacy. This is mirrored
in the success postulate for revision. At each stage the system has
total trust in the input information, and previous beliefs are dis-
carded whenever that is needed to consistently incorporate the new
information. This is an unrealistic feature since in real life, cogni-
tive agents sometimes do not accept the new information that they
receive.”(Fermé and Hansson 2018, p. 65)

”A system obeying [the Success axiom] is totally trusting at each
stage about the input information; it is willing to give up whatever
elements of the background theory must be abandoned to render
it consistent with the new information. Once this information has
been incorporated, however, it is at once as susceptible to revision
as anything else in the current theory. Such a rule of revision seems
to place an inordinate value on novelty, and its behaviour towards
what it learns seems capricious.” (Cross and Thomason 1992, p.
251)

By contrast, in the semantics provided in Section 3, the Success axiom (AGM2)
is entirely trivial, in that it merely requires the agent to believe that ”if ¢ is (or
were) the case then ¢ is (or would be) the case”, which follows naturally from
any meaningful reading of the conditional ¢ > ¢.

Our semantics suggests that it is possible to re-interpret the AGM theory in
a way that does not appeal to the notion of belief change: the "revised” belief
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set Kx¢» can be viewed merely as expression of the agent’s current beliefs that
incorporate beliefs in conditionals.

There has been some discussion in the literature about what kind of belief
change is captured by the AGM axioms. There are many different types of
belief “change”:

1. The mental simulation of scenarios that are known to be contrary to actual

reality. This type of belief change has been recently investigated under
the name of “reality-oriented mental simulation” (Berto et al. (2022)) or
”pretense imagination” (Ozgiin and Schoonen (2022)).

. The reaction to information that is accepted as entirely reliable: as (Stal-
naker 2009, p. 194) puts it, an “input proposition [that] represents an item
of information that the subject takes himself to have come to know”.

. The mental exercise of entertaining a supposition and examining its con-
sequences. As (Eva et al. 2021, p. 1) put it, this is “a form of "provisional
belief revision” in which a person temporarily accepts the supposition as
true and makes some appropriate changes to her other opinions so as to
accommodate their supposition”.

Several authors have noted that there seems to be a significant difference be-
tween supposing that ¢ and learning that ¢:>

“"Merely suppositional change is essentially different from “gen-
uine” change due to new information.” (Rott 1999, p. 410)

"There seems to be a need to distinguish actual belief revision from
belief revision that is merely hypothetical. [...] Ordinary theories of
belief change do not seem suited to handle the sort of hypothetical
belief change that goes on, for example, in debates where the par-
ticipants agree, “for the sake of argument”, on a certain common
ground on which possibilities can be explored and disagreements
can be aired. One need not actually believe what one accepts in this
way.” (Segerberg 1998, p. 1)

5There ia also empirical evidence that, even in the case where what is being supposed or
learned is compatible with the initial beliefs, people treat supposition and information differently:
Zhao et al. (2012) found ”substantial differences between the conditional probability of an event
A supposing an event B compared to the probability of A after having learned B. Specifically,
supposing B appears to have less impact on the credibility of A than learning that B is true.”
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“In none of these contexts is supposing that ¢ equivalent to believ-
ing that ¢... Changing full beliefs calls for some sort of accounting
or justification. Supposition does not...” (Levi 1996, p.5)

The following example, illustrated in Figure 1, highlights the difference between
supposing that ¢ and learning that ¢.

Size
C
P current
B home
o @ L
A
. Distance from
0 " workplace

Figure 1: Four houses represented in terms of two attributes: distance from
workplace and size.

My friend Bob has been complaining for years about his current
house: it is too far from his workplace, it is too small, it is in a
noisy neighborhood, etc. I accompanied Bob to view three houses:
A, B and C, which differ, as shown in Figure 1, on the basis of two
attributes: distance from workplace and size; H is Bob’s current
house. I later hear that Bob made an offer on one of those three
houses. Since, in the past, Bob mainly complained about the long
commute, I believe that distance from the workplace was the main
attribute in Bob’s mind and thus I believe that Bob made an offer
on house A. If asked to reason on the supposition — "for the sake of
argument” — that Bob did not make an offer on house A, it would
be defensible for me to maintain my belief that Bob’s main concern
was distance to the work place and thus conclude (believe) that he
made an offer on house B. On the other hand, if I were to be reliably
informed that Bob did not make an offer on house A, then I could
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infer that I was wrong in my belief that distance was the dominant
attribute in Bob’s mind: size might also have been an important
factor and, on the basis of these considerations, I could come to the
conclusion (belief) that he made an offer on house C.

In terms of our semantics, my initial beliefs could be such that B(sg) = {s1} with
s1 = A, f(s1,11-All) = {s2} and s, | B, so that my "belief on the supposition that
—A” is represented by my belief in the conditional (—A > B) (se F B(—A > B)).
On the other hand, if I come to know that —A4, then I change my belief from 8
to B’ with B'(se) = {s3} and s3 E C.

Some authors have argued that the AGM axioms for belief revision are suit-
able for modeling suppositional beliefs but not for belief change in response to
learning new information. For example, (Levi 1996, p. 117) writes “the contri-
bution of Alchourrén, Gardenfors and Makinson is best seen as a contribution
to an account of reasoning for the sake of the argument and not as an account
of the logic of belief change”.

The semantics discussed in Section 3 shows the possibility of an interpreta-
tion of the AGM axioms that involves neither belief change nor belief revision:®
both the belief relation 8 and the Stalnaker-Lewis selection function f remain
fixed. On the other hand, belief change can be accounted for by means of a
change in either B or f, or both. The issue of belief change in response to
reliable information will be explored in future work.

5 Related literature

The characterization result of Proposition 1 is based on establishing a corre-
spondence between ¢ € K+¢ in the AGM framework (that is, believing ¢ after
revising by ¢) and s F B(¢ > ) in our framework (that is, believing — at the
actual state — that "if ¢ is (were) the case then 1 is (would be) the case”). In the
literature, the attempt to relate belief revision to conditionals of the form ¢ >
has led to Géardenfors” well-known Triviality result (Gardenfors (1986)). In his
approach the Boolean propositional language @y is extended to the language
that we called @;, which includes conditionals of the form ¢ > ¢; furthermore,
belief sets are allowed to contain such formulas and indeed it is postulated

6Unless one interprets belief in the conditional ¢ > ¢ as “belief in 1 on the supposition that
¢” and the latter is viewed as a form of “belief revision”. For an investigation of the relationship
between supposition and conditionals see Carter (2021).
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(Gérdenfors 1986, p.84) that
(¢ > ¢) € Kif and only if ¢ € Kx¢, (R)

which is intended to capture the “Ramsey test”.” Gardenfors proved that if
(R) is added to the AGM postulates for belief revision, a logical contradiction
ensues: only trivialized revision operators (or revision operators defined on a
trivialized set of belief sets) are allowed.® However, Gardenfors’ triviality result
does not apply to our framework because — although we considered a language
containing modal formulas of the type ¢ > ¢ and B(¢ > ) — for the purpose
of establishing a link to the AGM theory we only considered a fragment of the
language in which the initial belief set K and the revised belief sets K+¢ are
restricted, as in the original AGM theory, to the Boolean language @, and thus
do not contain any modal formulas.

The semantics given in Section 3 — namely a Stalnaker-Lewis selection func-
tion with the addition of a Kripke belief relation — was also implicitly considered
in Leitgeb (2007) who proposed a different interpretation of i € Kx:

Let w be a possible world in which the agent’s actual belief set is K.
Now consider the set W’ of worlds w’ in which our agent believes ¢
[...] we can thus reformulate the semantics of the revision operator
as follows: "1 € K+¢” is true in w if and only if all those worlds w"”
among the members of W’ that are maximally similar to w in Lewis’
sense are worlds in which the agent believes . [...] a rational agent
has a conditional belief in ¢ given ¢ if and only if: if she believed ¢,
then she would believe 1. (Leitgeb 2007, p. 121) [For consistency with
our previous notation, we used the symbols ¢ and ¢ instead of A and B,
respectively.]

In the notation of Section 3, we interpret Leitgeb’s suggestion as follows: 1 €
K+¢ if and only if sg¢ E (B¢ > By); thus a very different interpretation from
ours.” Leitgeb offers several arguments in favor of his suggested interpretation,
but does not establish an exact correspondence between AGM belief revision

"The expression “Ramsey Test” refers to the following passage from (Ramsey 1950, p. 247): "If
two people are arguing "If p will 4?” and are both in doubt as to p, they are adding p hypothetically
to their stock of knowledge and arguing on that basis about g”.

8Gardenfors’ triviality result gave rise to a sizeable literature; see, for example, Leitgeb (2010),
Lindstrom (1996), Linstrom and Rabinowicz (1992), Lindstrom and Rabinowicz (1998).

9Leitgeb argues that “there are two different types of beliefs of “conditional character”: beliefs in
conditionals and conditional beliefs.” (Leitgeb 2007, p. 115). We focused on the former while Leitgeb
opted for the latter.
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functions and the semantics he has in mind. Our objective is not to ague that our
proposed interpretation is “the correct” one, but simply to show that it works,
in the sense that it provides a semantic characterization of AGM belief revision
that is different from the standard one based on plausibility orders. Proposition
1 shows that, in the AGM theory, i € K+¢ can be consistently interpreted as a
belief in the conditional ¢ > ¢: ¢ € Kx¢ if and only if se = B(¢ > ¢).

The semantics consisting of a Stalnaker selection function'’ augmented with
a belief relation was also considered recently by Giinther and Sisti (2022) who
dubbed it "Stalnaker’s Ramsey Test”. However, the focus of Glinther and Sisti
(2022) is very different from ours: the authors do no establish a link to the AGM
theory of belief revision and do not view the proposed semantics as an alterna-
tive characterization of AGM belief revision. The main purpose of Giinther and
Sisti (2022) is to argue that the “Stalnaker Ramsey Test” provides an alternative
way of capturing Ramsey’s inferential account, which was framed in terms of
variable hypotheticals.'!

We used a StalnakerLewis selection function to assign a truth value to the
conditional ¢ > 1 at a state, without making a distinction between indicative
and subjunctive conditionals (Remark 1). The view —a minority view, according
to (Nolan 2003, pp. 215-6) — that a closest-world semantics is appropriate for
both indicative and subjunctive conditionals has been defended by several
authors (Davis (1979), Lycan (2001), Nolan (2003), Stalnaker (1975), Weatherson
(2001)).

A common view concerning conditionals is that accepting a conditional in-
volves supposing the antecedent and assessing the consequent in the resulting
hypothetical state. A theory of conditionals which makes essential appeal to
supposition has been defended (in various, closely related, forms) by a num-
ber of authors (see, for example, Barker (1995), Barnett (2006), Carter (2021),
Ciardelli (2020), DeRose and Grandy (1999), Gillies (2004), Mackie (1972), Edg-
ington (1995)). Whether believing a conditional is, or is not, the same as accepting
a conditional and whether a suppositional interpretation of believing a condi-
tional is, or is not, the “correct” interpretation, are issues that do not need to be
settled for the purpose of the characterization result given in Proposition 1.

10The difference between a Stalnaker selection function and a Lewis selection function is that the
former requires f(s, E) to be a singleton, that is, that there be a unique E-state closest to s.

1 A variable hypothetical is a subjective rule that Ramsey expresses as “If [ meet a ¢ I shall regard
itas a 1” (Ramsey 1950, p. 241). (Giinther and Sisti 2022, p.29) argue that the belief in the variable
hypothetical Vx ((p(x) — 1j}(x)) can be faithfully translated into Stalnaker semantics as follows: for
all worlds the agent cannot exclude to be the actual, the most similar ¢-world is a {-world.
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6 Conclusion

We provided a characterization of AGM belief revision in terms of a semantics
that consists of a Stalnaker selection function with the addition of a belief rela-
tion. We have shown that the set of AGM belief revision functions corresponds
to the set of functions that can be obtained from the class of models that we
considered by identifying the initial belief set K with the set of formulas that
the agent believes at the actual state (K = {¢p € @y : we = B¢}) and the revised
belief set K+¢, in response to input ¢, with the set of formulas that are the con-
sequent of conditionals that (1) are believed at the actual state and (2) have ¢ as
antecedent (Kx¢ = {{p € @y : s@ F B(¢ > 1)}). We noted (Section 4) that this al-
ternative semantics raises the question whether the AGM theory is necessarily
a theory of belief change or revision. The proposed semantics also establishes
a clear connection between AGM belief revision and conditionals which steers
clear of the triviality result proved by Géardenfors (1986). Our characterization
of AGM belief revision made use of only a fragment of the modal language
introduced in Section 3. A study of the full language and of its potential use in
modeling belief change is left for future work.

A Proofs

Lemma 1. Fix a model M = (S,sa, B, f, V) and let K = {qb € @y : B(se) C II(PII} =
{qb €Edy:sa E lB(p}. Then K is deductively closed and consistent.

Proof. First we show that K is deductively closed, that is, K = [K]'L. If p € K
then ¢ € [K]'L, because ¢ — 1 is a tautology; thus K C [K]*E. To show that
[K]?E € K, let ¢ € [K]™F, that is, there exist ¢1,...,¢, € K (n > 0) such that
(P1 A ... Apy) = Y is a tautology. Since [[p1 A ... A Pull = llp1]l N ... N |¢p,]| and, for
alli=1,..,n, ¢; € K (thatis, B(se) C l|pill), it follows that B(se) C llp1 A ... A Pall.
Since (1 A ... A ¢py) — 1P is a tautology, [[(¢1 A ... A @) — Y|l = S, that is,
lp1 A .. A dull € lIYll. Thus B(se) C llll, that is, ¢ € K. Next we show that
[K]PE # @y, that is, K is consistent. Let p € At be an atomic formula. Then
llp A —pll = @. By seriality of B, B(se) # @ so that B(se) € llp A —pll|, that is,
(p A —p) ¢ K and hence, since K = [K]"E, (p A =p) ¢ [K]L. O

Lemma 2. Fix a model (S,sa, B, f, V) and let ¢ € Dy be such that ||p|| # @. Then,
VIP,)( S q)()

(A) Vs € B(sa), ifsE(pAY) > x thens = ¢ > (Y = x),




16 Conditionals and AGM

(B) if B(se) C llp > (¢ — x)ll and, for some s € B(sa), f(s, lIPll) N |l # @, then
B(se) < @ A ) > xll.

Proof. (A) Assume that |||| # @. Let s € B(se) be such thats = (¢ A ) > x, that
is, either [lp APl = @ or || A Y|l # @ and f(s, lIp A Pll) C lIx]l. We need to show
thats = ¢ > ( — yx), that is (since ||| # @), that f(s, l|pll) € [l — xlI.
Assume first that [|p A Y]] = @. Then - since ||p A Y|| = [|¢pll N [|Y]| and, by 4(a)
of Definition 3.1, f(s,l¢ll) € ll¢|l — it must be that f(s, [|ll) N ([Pl = @, that is,
fG,lloll) S lI=ill, so that (since [|=yll C |-l U lIxIl = Il — xlI) f(s, Il € [l —
Xll, thatis, s = ¢ > (i = x).
Assume now that || A || # @ so that

fGs/ Ml Al < il @

By (4d) of Definition 3.1 (with E = ||¢|land F = [[l]), f(s, oIl S f(s, llpAl).
It follows from this and (1) that f(s,[|¢ll) N [IY|l € lIx]l and thus, since [|x]| €
1=l U lIxll = 1=¢ v xll = Iy — xll,

fG ol NIl € Il — xlI. ()

On the other hand,
fG ol Nil=gll S =9l € Iy — xlI. 3)
Thus, by (2) and (3) (since ||[=¢|l = S\ |[YI), f@sllol) € [l — xll, that is,
sEQ> W — x).
(B) Assume that B(se) C [l > ( — x)l|, that s,
Vs € B(sa), f(s,lPll) S Il — xlI- 4)

Let § € B(se) be such that (3, [|¢ll) N ||l # @ (such an § exists by hypothesis).
Then, by (4),

&P NI C 1Y — XIS el ©)
Since ||pll N ([Pl = li¢ A Pl by (e.1) of Definition 3.1 (with E = [|¢|| and F = |[¢]]),

fG@ o AYll) € £3, NIl NIl and thus, by (5), f(3, [l A¢ll) € lIx]l. Thus we have
shown that, letting By = {s € B(sa) : f(s, Il N [[Yll) # @},

Vs € Byy,  f(5,llp Al € Xl ©)

If s ¢ Byy then, by (e.2) of Definition 3.1, f(s’, |l A Pl) € f(s, ll¢ A ¢l]) for some
s € Byy and thus, by (6), f(s',ll¢ A Pl) € lx]l. Thus B(se) < [I(P A ¢) > xl. O
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We restate Proposition 1 below.
Proposition.

(A) Givenamodel (S, sa, B, f,V)let K = {¢p € Oy : s@ = B} and, for every ¢ € @
such that ||p|| # @, let Ks¢p = {¢p € @y : s@ | B(¢p > )}. Then K is consistent
and deductively closed and the partial belief revision function + so defined can be
extended to a full-domain AGM belief revision function.

(B) Let K C @ be consistent and deductively closed and let = : @y — 2% be an AGM
belief revision function based on K. Then there exists a model (S,se, B, f, V)
such that K = {¢p € Qg : se@ = B} and, for every ¢ € Oy, Kxp = {¢p € O :
sa = B(¢ > )}

Proof. (A)Fixamodel (S, sae, B, f,V)andletK = {¢p € Oy : s@ | Bo}. By Lemma
1, K is consistent and deductively closed. For every ¢ € @, such that ||¢|| # @

define
Kep ={p €Dy :s@ B > 1)) @)
={y € Dy : Vs € B(sa), (s, I9ll) < 1Y}

Define # : @y — 2% as follows:

[pI™ ifllgll = @

Kep = { Kep if lpll # @. ®

We want to show that the full-domain belief revision function (8) satisfies the
AGM axioms.

(AGM1). We need to show that K+'¢ is deductively closed. If ||¢]| = @ then
this is true by construction since, by (8), K+'¢ = [¢]"L. Assume, therefore, that
llpll # @; we need to show that Kx¢p = [Kxp]™t, where Kx¢ is given by (7). The
inclusion Kx¢ C [Kx]™ follows from the fact that, for every ¢ € Kx¢p, i — 1
is a tautology. Next we show that [Kx}]*t C Kx¢. Since ||l # @, (s, Pl
is defined for every s € B(s@). Fix an arbitrary 1 € [Kx¢ PL. then there exist
@1,y Pu € Kxp (n > 0) such that (¢1 A ... A §,) — ¥ is a tautology, so that
l(P1 A ... Ady) = Pll = S, thatis, [|p1 A ... A @ull C |[Y]l. Fix an arbitrary s € B(se)
and an arbitrary i = 1,..,n. Then, since ¢; € K+, f(s,|lpll) € llpill. Hence
fs ol S llgallN ... llgull = 1 A ... Apyll. Since [[p1 A ... A dall € [IP]] it follows
that f(s,lloll) € llll, thatis, s | (¢ > ). Thus, since s € B(s@) was chosen
arbitrarily, B(se) C |l > ||, that is, i € Kx¢.

(AGM2). We need to show that ¢ € K+¥'¢p. If ||p]| = @ then this is true by
construction, since, by (8), K¥'¢p = [¢]’L. Suppose, therefore, that |||l # @, so
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that f(s,[|¢l]) is defined for every s € B(s@). We need to show that B(se) C
llp > ¢ll. Fix an arbitrary s € B(sg). Then, by 4(a) of Definition 3.1 (Success),
fs ol € ligll so that s = ¢ > ¢. Since s € B(se) was chosen arbitrarily,
B(se) C llp > ll.

(AGM3). We need to show that K+'¢p C [K U {$}]7L. If ||l = @ (so that [|=¢l| = S
and thus —¢ € K) then [K U {¢}]"L = @y. Suppose, therefore, that ||p|| # @, so
that f(s, ||¢l]) is defined for every s € B(s@). We need to show that, if ¢ € Kx¢
(where Kx¢ is given by (7)) then ¢ € [K U {¢}]"F, that is (since, by Lemma 1,
K = [K]™h), that (¢ — ¢) € K, ie. B(se) C llp — Yll. Let ¢ € Kx¢ and fix an
arbitrary s € B(se). Then, by (7), s £ ¢ > ¢, that is,

fG Ml S Il < =l VIl = [l — ¢I. )

If s € ||| then, by 4(b) of Definition 3.1 (Weak Centering), s € f(s, l|¢l]) and thus,
by (9), s € llp = Pll. If s € [|=¢l| then (since [|=¢|| € [|=¢ll U Il = llp — )

s € |[¢ = ¢||. Thus, since s € B(s@) was chosen arbitrarily, B(se) C ||p — VYl

(AGM4). We need to show that if -¢ ¢ K then K € K+'¢. Assume that
-¢ ¢ K, that is, B(se) N ||¢l| # @ so that ||p|| # @. Then K+'¢p = K+¢ and thus
we have to show that if ¢ € K (that is, B(se) C [[{|l) then ¢ € K+¢, that is,
B(se) € ll¢ > Y|l. Fix an arbitrary s € B(se). Since B(se) N l|Pll # @, by 4(c)
of Definition 3.1 (Doxastic Priority 1), f(s,[l¢ll) S B(se) N l|¢ll so that (since
B(se) S Yl £ Pl € I, that is, s E ¢ > . Thus, since s € B(sq) was
chosen arbitrarily, B(se) C llp > Y.

(AGM5). We need to show that K+'¢p = @ if and only if —¢ is a tautology (that
is, ¢ is a contradiction). The ‘if” part is true by construction, since, if —¢ is a
tautology, then ||=¢|| = S and thus ||¢|| = @, so that, by (8), K¥'¢» = [¢]"! and the
deductive closure of a contradiction is equal to @y. Thus we only need to show
that if ¢ is consistent (that is, =¢ is not a tautology) then K+'¢ # . If [|p]| = @
then this is true by construction, since the deductive closure of a consistent
formula is not equal to @y. If [||| # @ then we need to show that there is a
Y € @p such that i ¢ K+, i.e. se ¢ B(¢p > ). Let ¢ be (p A —p) where p is
an atomic formula. Then [|[i)|| = @ so that, for every s € B(s@), since by 4(a) of
Definition 3.1 f(s, ll¢ll) # @, f(s, ll¢ll) € Y, that is, s I (¢ > ) and thus (since,
by seriality of B, B(sa) # @) se ¥ B(¢ > ).

(AGMS6). We need to show that if ¢ < ¢ is a tautology then K+'¢p = K+'¢p. If
¢ o Y isa tautology then [¢]F = [Y]*F and [|¢]| = |[i]| and thus if ||| = @ then,
by (8), [p]™t = K¥'¢ = K¥'p = [Y]™L. If ||§|| # @ then, since [|¢]| = ||¢l|, for every
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s € B(sa), f(s,119ll) = f(s,IYll) and thus, for every x € @y, f(s, l|l¢ll) < [[x]l if and
only if f(s,|l¥ll) € llx|l so that B(se) € ll¢p > x| if and only if B(se) C Il > xll,
that is, x € K+¢ if and only if x € Kx.

(AGM?). We need to show that K+'(¢ A ) € [(K¥'c) U (¢}, If ]| = @ then
(@A)l = @ so that, by construction, K+ (pAY) = [pAP]PE and [(K+ p)U{y}PE =
[[P]™L U {Y}]F, which is equal to [¢ A P]*E. Assume, therefore, that ||¢|| # @
so that K¥'¢p = K+ = {x € Oy : se E B(¢p > x)}. Since, by AGM1, K+¢ is
deductively closed,

X € [(Kx¢) U {@}]*" if and only if (¥ — x) € Kx¢ 10

if and only if s@ = B(¢ > (Y = x)) (19)
Fix an arbitrary x € K+(¢ A ¢), thatis, a x € @y such that se = B ((¢) ANY) > )().
Fix an arbitrary s € B(sg). Then s = (¢ A ) > x. By (A) of Lemma 2,5 = ¢ >
( — x). Hence sa [ B(¢ > ( — x)), s0 that, by (10), x € [(Kx) U ()™

(AGMS8). We need to show that if = ¢ K+'¢p then [(K+'¢p) U {{}]PE C K¥(¢p A ).
If |||l = @ then, as shown in the proof of (AGM7), K¥'(¢ A ¢) = [(K¥'¢) U {¢}]PL.
Assume, therefore, that ||¢]| # @, so that f(s, [|¢]]) is defined for every s € B(se)
and K¥'¢p = Kx¢p = {x € Dy : s@ F B(¢ > x)}. Fix an arbitrary x € [(Kx¢) U {y}]™.
Then, since by (AGM1) Kx¢ is deductively closed, (i — x) € Kx¢, that is,
B(se) € ll¢p > (¥ — x)ll. Since =1 ¢ K¢, there exists an 3 € B(se) such
that f(5, llol) € -, that is, f(5,ll¢ll) N l[Yll # @. Thus, by (B) of Lemma 2,
B(sa) C (P A 1Y) > xl|, thatis, x € Kx(p A ).

(B) Next we show that if K C @ is consistent and deductively closed and
+: @y — 2% is an AGM belief revision function based on K, then there exists a
model (S,sa, B, f, V) such that K = {¢p € Oy : B(sa) C l|9ll} = {¢p € Dy : se E Bo}
and, for all ¢, 1 € Oy, Y € Kx¢ if and only if B(se) C lI¢p > Y|, thatis, Vs € B(sa),
£(s,ll¢ll) € llYll. Define the following model (S, sa, B, f, V):

1. S is the set of maximally consistent sets of formulas in @y (recall that ®g
is the set of Boolean formulas).

2. The valuation V : At — S is defined by V(p) = {s € S : p € s}, so that, for
every @ € Dy, ||pll ={s € S:p es}. f W C Py, define ||| ={se€S:Vp e
W, ¢ €s)."2

12Thus for ¢ € @y, s | ¢ if and only if ¢ € s, while modal formulas of the type ¢ > ¢ (with
¢, € dp), which are not in @y, do not belong to any s € S and the model validation rule is as
before: s = ¢ > ¢ if and only if f(s, [|ll) C Y.
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3. Choose an arbitrary se € S and define B(sa) = |IK]||.

4. In order to define the selection function f, note first that if ¢ is a contra-
diction then, by (AGM5), Kx¢ = @y and, since [|¢|| = @, by (5) of Definition
3.2, for every formula i € @y, and for every s € S, s | ¢ > ¢ so that
{Y € Dy : B(se) C llp > Yll} = Py. Thus we only need to consider consis-
tent formulas. Let @, C ®; be the set of consistent Boolean formulas and
let&E={E C S : E =||¢|l for some ¢ € D,}. Define f : B(se) X E — S as
follows:'3

Vs € B(sa), f(s,llgll) = K. (11)
Lemma 3.
(@) Ve € Dy, [IKII NI = K U {AHPHI.
()N, P € Den, |IK* Il NIl = (K * ) U {7
Proof. (a) By hypothesis, K is deductively closed. Thus, ¥ € @y,

x € [KU {¢}]™" if and only if (¢ — x) € K. (12)

First we show that

IKII N 1l S K U )™,

Fix an arbitrary s € ||K|| N [I¢ll; we need to show that s € [|[K U {¢}]™1]], that is,
that Vx € [KU{p}™, x €s. Sincess € |9, ¢ € s. Fix an arbitrary x € [KU {¢}]L;
then, by (12), (¢ — x) € K; thus, since s € K], (¢ — x) € s. Hence, since both ¢
and ¢ — x belong to s and s is deductively closed, x € s.
Next we show that

[KU{OI™HI S NI N Il
Lets € ||[KU{1P}]PL||. Then, since ¢ € [KU{(p}]PL, ¢ € s, thatis, s € ||¢]|. It remains
to show that s € ||K||, that is, that, for every x € K, x € s. Fix an arbitrary x € K;
then, since, by hypothesis, K is deductively closed, (¢ — x) € K. Thus, by (12),
X € [KU {¢}P! and thus (since s € [|[K U {¢}L]]) x € s.

(b) By AGM1, K # ¢ is deductively closed. Thus, Yy € @y,
x € [(K*¢) U {Y}]PF if and only if (¢ — x) € K ¢. (13)
First we show that

IK * DIl N III S NITK = ) U {7

13The domain of the function f is B(s@) X & rather than B(sg) X 2°, since the only events that
matter are those in & However it is possible to extend the domain of f to B(sg) X 2°.
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Fix an arbitrary s € [IK = ¢|| N [|[¢|l; we need to show that s € ||[(K * ¢) U {¢}]7H],
that is, that Vx € [(K* ¢) U {¢}]™t, x € s. Since s € ||{||, ¥ € s. Fix an arbitrary
X € [(K*¢) U {}]™L; then, by (12), ( — x) € K= ¢; thus, since s € |[K * ||,
(¢ — x) € s. Hence, since both i and ¢y — x belong to s and s is deductively
closed, x € s.

Next we show that

LK = ) WP S K = ol O (-

Let s € [[[(K* ¢) U {¢}]PL]l. Then, since ¢ € [(K * ¢) U {¢}I™L, ¢ € s, that is,
s € |[]l. It remains to show that s € ||K = ¢||, that is, that, for every x € K * ¢,
X € s. Fix an arbitrary y € K ¢; then, since, by AGM2, K * ¢ is deductively
closed, ( = x) € K*¢. Thus, by (13), x € [(K* ) U {¢}]'L and thus (since
s € 1K+ @) U TPIIPH) x €. 0

First we show that the selection function defined in (11) satisfies the properties
of Part 4 of Definition 3.1.

4(a) of Definition 3.1 (Success). We need to show that if s € B(s@) and ¢ € D,
(so that [|¢p|| # @) then @ # f(s, lI¢pll) € ll¢ll. By construction f(s, [l¢ll) = [IK * ¢l
By AGMS, since ¢ is consistent, ||K * ¢|| # @ and, by AGM2, ¢ € K * ¢, that is,
1K Il S llpl.

4(b) of Definition 3.1 (Weak Centering). Let s € B(s@) and ¢ € P.,. We need to
show that if s € ||¢]| then s € f(s, [[}l]). Assume that s € ||¢||. By construction,
B(se) = |IK|| thus s € |[K|| N ||¢|| so that, by (a) of Lemma 3, s € ||[[K U {¢}]7E]|. By
AGM3, K+ ¢ C [KU {¢}]™ so that [I[K U {¢}PH]] € |IK # @ll. Thus s € [IK = ¢l|. By
(11), [IK = $ll = (s, Ilpll). Hence s € f(s, lIl)-

4(c) of Definition 3.1 (Doxastic Priority 1). We have to show that if B(se) N||¢p|| #
@ then, for every s € B(sa), f(s, ll¢ll) € B(sa) N lI¢ll. By Part (a) of Lemma 3,

IKI A ol = MK U {311l (14)

Suppose that B(se) N ¢l # @; then, since B(se) = |IK]|, [IK]| N [|p|| # @ and thus
-¢ ¢ K, so that, by AGM1-AGM4 (see Footnote 2), K * ¢ = [K U {¢}]"L. Hence
1K+l = IIKU{p}PL]|. Tt follows from this and (14) that B(se) NIl = IKIIN Il =
IK = ¢ll. By (11), Vs € B(sa), f(s, llPll) = [IK = ll.

4(d) of Definition 3.1 (Intersection). We have to show that, Vs € B(sg) and

Y, P € Dy, f(s, 111 NIIPILS £, ll@liNIlD). First of all, since [|plIINNIYIl = [l Al
f Aol Nl = fGs,ll¢ A ll). Fix arbitrary s € B(se) and ¢, € . By (11),
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fs/lIgll) = IIK + ¢ll and thus

S APl Al = 1K+ Il A 1l (15)

By Part (b) of Lemma 3,

1K * DIl N Il = (K * ) U {1l (16)

By AGM7, K (¢ A ) C [(K * ¢) U {1p}]7F so that

IIK = ) U P S IIK * (¢ A I 17)

By (11), [[K* (¢ A W)l = £(s, Il A ll). Tt follows from this and (15), (16) and (17)
that f(s, llgll) NIIVIIES f(s, llp A Pll).

4(e) of Definition 3.1 (Doxastic Priority 2). For ¢, ¢ € @, let Byy = {s € B(se) :
f(s, lloll) N1yl # @}. We need to show that

(e.1) if s € Byy then f(s,llp A Yll) € f(s, Il N I1pll,
(e.2) if s ¢ Byy then f(s, [l A Yll) € (5, [l A ) for some § € Byy.

Since, by (11), for all s € B(sa), f(s, lIPll) = IK=plland f(s, [lp A¢ll) = [IK=(p AP)Il
it is sufficient to show that if [|[K+ ¢l N||¢|| # @ then [[K* (¢ AY)|| C K=l NPl
Assume that [|[K = ¢|| N ||¢|| # @. Then =y ¢ K * ¢.!* Thus, by AGMS, [(K * ¢p) U
{WIPE C K+ (¢ A ) so that

IK * (¢ A )l S HIIK * p) U ()] . (18)

By Part (b) of Lemma 3, [|[(K * ¢) U {}]?H]] = [IK = @Il N [[]l. It follows from this
and (18) that [[K = (¢ A P)I| € |IK = ol N {[YI.

To complete the proof it remains to show that, V¢, Y € @y, € K»¢ if and only
if B(se) C ll¢p > Y|, thatis, Vs € B(sa), f(s, lIPll) S [IWIl.

Lety € Kx¢p; then ¢ € sforalls € ||[Kx¢||, thatis, ||[K+p|| C |[/]l. By (11), Vs € B(se),
fs ol = [IK=ll. Thus, Vs € B(sa), f(s, llPll) S I, that is, B(se) C llp > Pl
Conversely, suppose that B(se) C |l¢ > V|, that is, ¥s € B(sa), f(s, lI¢ll) S lIYl.
By (11), Vs € B(sa), f(s, l¢ll) = IK#ll. Thus [[K+¢ll € [lip]| (recall that B(se) # 2),
that is, Vs € [|[K+@||, Y € s. Hence 1 € Kx¢. ]

14Proof. Suppose that =i € K * ¢. Fix an arbitrary s € |[K# ¢|| N [|y]|. Since s € ||K * ¢||, = € s and
since s € [|{]], Y € s, yielding a contradiction (since s is maximally consistent).
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