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ALEXANDER MEYER-GOHDE


#### Abstract

This paper develops and implements a backward and forward error analysis of and condition numbers for the numerical stability of the solutions of linear dynamic stochastic general equilibrium (DSGE) models. Comparing seven different solution methods from the literature, I demonstrate an economically significant loss of accuracy specifically in standard, generalized Schur (or QZ) decomposition based solutions methods resulting from large backward errors in solving the associated matrix quadratic problem. This is illustrated in the monetary macro model of Smets and Wouters (2007) and two productionbased asset pricing models, a simple model of external habits with a readily available symbolic solution and the model of Jermann (1998) that lacks such a symbolic solution - QZ-based numerical solutions miss the equity premium by up to several annualized percentage points for parameterizations that either match the chosen calibration targets or are nearby to the parameterization in the literature. While the numerical solution methods from the literature failed to give any indication of these potential errors, easily implementable backward-error metrics and condition numbers are shown to successfully warn of such potential inaccuracies. The analysis is then performed for a database of roughly 100 DSGE models from the literature and a large set of draws from the model of Smets and Wouters (2007). While economically relevant errors do not appear pervasive from these latter applications, accuracies that differ by several orders of magnitude persist.
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## 1. Introduction

The machine could not adequately deal with ill conditioned equations, letting out a very sharp whistle when equilibrium could not be reached. -attributed to Mary Croarken commenting on the Mallock simultaneous equation solver machine from 1931 (Higham and Hammarling, 2005)

Every user of numerical software has at least once (and likely much more frequently than that) encountered a warning that a matrix is nearly singular, badly scaled, or that a regression is nearly collinear - reminding us that these numerical problems are wellknown to econometricians. ${ }^{1}$ These warnings serve to inform the user that the limitations of finite-precision computing might have been reached and that the numerical results produced might be erroneous - the modern equivalent to the "very sharp whistle" from the epigraph. While users of numerical solution methods for linear macroeconomic models, specifically dynamic stochastic general equilibrium (DSGE) models, would be warned by the underlying software (say, Matlab) if a standard linear system of equations is numerically unstable, the solution of these linear DSGE models involves nonstandard equations, a matrix quadratic equation and linear equations that nest the solution of this quadratic. I demonstrate numerical instability in linear DSGE numerical solution methods from the literature, specially those that employ the generalized Schur or QZ decomposition, of economic consequence and engage in a backward-forward error analysis from the numerical mathematics literature to provide condition numbers and backward error bounds on the solutions and moments from these methods. That is, we lack the whistle for our methods and this paper seeks simultaneously to show that we need it and to provide it.

[^2]I demonstrate the relevance of this whistle by examining two sets of experiments. The first set comprises two macro finance models, a simple habit formation model chosen as a symbolic solution is readily available and the influential model of Jermann (1998), and the policy relevant medium scale New Keynesian model of Smets and Wouters (2007). The first two are small scale production based asset pricing models that can be used to address perhaps the most prominent puzzle in the asset pricing literature, the equity premium puzzle (Mehra and Prescott, 1985; Mehra, 2003), that seeks to understand how risky assets can command such a high excess return in the face of moderate underlying volatility. While many convincing consumption based explanations that modify assumptions on, say, the stochastic properties of the pricing kernel have been offered, production based asset pricing face the additional challenge of needing to provide a structural cause of these stochastic properties. Providing a structural explanation invariably requires solving a structural model, the most common being dynamic stochastic general equilibrium (DSGE) models, which generally need to be solved numerically. Cochrane (2008, p. 300) expressed concern regarding the accuracy of solution approximations in general equilibrium and this paper points out a surprising degradation of the accuracy of solution approximations in the simplest approximation, linear approximations, and their consequences for the equity premium reported by these methods. Using both a highly stylized production-based asset pricing model and the model of Jermann (1998), I demonstrate the novel phenomenon that standard DSGE solution methods can produce numerical inaccuracies of economic significance, delivering an equity premium in certain extreme calibrations off by several annual percentage points. I also demonstrate that theoretically equivalent alternate ways of stating the equilibrium conditions lead to different numerical consequences. Ultimately, the inaccuracy in these models with log normal asst pricing stems from inaccuracies in the underlying macro variables whose risks are being priced. I then turn to the Smets and Wouters (2007) monetary macro model and demonstrate an analogous instability contained within the authors' prior. This leads to significant disagreement among the different solution methods from the literature concerning the moments of the core New Keynesian variables, inflation, output growth, and the nominal interest rate. In all three models for the parameterizations that led to obvious numerical instabilities (differences between solutions or moments from different methods in even all significant digits), non of the methods from the literature examined here produce a warning that the solution might be inaccurate or numerically instable. In all of these cases, however, the methods I
offer here on the conditioning and backward-forward errors did provide warnings and, even more so, provided warnings consistent with the degree of the error involved.

While examining the entirety of the literature involving linear(ized) DSGE models for the numerical stability of their solutions is obviously infeasible, the second set of experiments takes a step in this direction. First I utilize the Macroeconomic Model Data Base (MMB) (see Wieland, Cwik, Müller, Schmidt, and Wolters, 2012; Wieland, Afanasyeva, Kuete, and Yoo, 2016), a model comparison initiative at the Institute for Monetary and Financial Stability (IMFS), ${ }^{2}$ to examine the condition numbers and backward error bounds of the solution methods from the literature for this set of around 100 models, ranging from small-scale pedagogical models to large-scale models from policy institutions. Second I analyze the condition numbers and backward error bounds of the solution methods for a sample of 100,000 draws from the posterior of the medium scale model of Smets and Wouters (2007). The analysis in both experiments confirms the results from the two macro-finance models and the Smets and Wouters (2007) model above that particularly those methods that use the generalized Schur or QZ decomposition are prone to inaccuracies, yet also that these inaccuracies are not economically significant in general. That is, I confirm that numerical instability is not an omnipresent problem in DSGE models, but like their linear system cousins, theoretical confined to singularities and practically to ranges around these in the parameter spaces.

The analysis here assess the numerical stability of solutions to linear DSGE models. Providing a solution to a DSGE model involves solving a functional equation to determine an unknown function that maps the sequences of variables in the information set into the endogenous variables of the model, resolving expectations of these same endogenous variables (Judd, 1998; Fernández-Villaverde, Rubio-Ramírez, and Schorfheide, 2016). Linear DSGE models and associated linear solutions have long been studied, e.g., Blanchard (1979) and Blanchard and Kahn (1980), and modern numerical packages such as Dynare (Adjemian, Bastani, Juillard, Mihoubi, Perendia, Ratto, and Villemot, 2011), Gensys (Sims, 2001), (Perturbation) AIM (Anderson and Moore, 1985; Anderson, Levin, and Swanson, 2006), Uhlig's Toolkit (Uhlig, 1999) and Solab (Klein, 2000) not only provide tools for solving a wide range of linear models, but also provide a first step in the solution procedure for many nonlinear methods as well. The substantial hurdle in these linear methods is finding a solution to a (matrix) quadratic equation, frequently required to be

[^3]the unique stable solution. For multivariate models with potentially singular coefficient matrices, the standard method is to double the dimension of the problem and employ the generalized Schur or QZ decomposition of Moler and Stewart (1973). While this algorithm is backward stable for the generalized eigenvalue decompositions for which it was designed, it is not always backward stable for quadratic eigenvalue problems (Tisseur, 2000) and may yield ill-conditioned eigenvalues for quadratic matrix polynomials (Higham, Mackey, and Tisseur, 2006; Higham, Mackey, Tisseur, and Garvey, 2008). I present the backward-forward error analysis of Higham and Kim (2001) for matrix quadratic equations and extend it to apply to the shock impact matrix and variance-covariance matrix of endogenous variables to provide an assessment of the accuracy of various solution methods in the literature valid when a symbolic solution is not available for comparison. Backward error diagnostics that can be calculated at minimal additional cost and in the absence of a symbolic or analytic solution successfully warn of potential inaccuracies. This is of immediate, practical use, as none of the algorithms from the literature I explore produced any warning that their solutions might suffer from economically significant losses of accuracy.

Apart from Anderson (2008), very little attention has been paid to comparing the accuracy of different algorithms for linear models ${ }^{3}$ and to numerically addressing the assumptions necessary for the existence of a unique stable solution. ${ }^{4}$ Improvements in the accuracy of the solution to linear DSGE models has implications for many nonlinear solutions as well. Anderson, Levin, and Swanson (2006) demonstrate that even small inaccuracies in lower orders compound to larger errors in the computation of higher, nonlinear solutions such as in Jin and Judd (2002). In terms of a backward-forward error analysis, Judd, Maliar, and Maliar (2017) comes the closest, yet their focus is the forward error of (non)linear solutions with regards to the underlying nonlinear model, taking again the accuracy of the linear solution for granted.

The remainder of the paper is structured as follows. Section 2 introduces the class of linear DSGE models and the solutions from the literature I will analyze. In section 3, I turn to the backward error and condition number analysis of these solutions, providing

[^4]practical forward error bounds and comparing numerical considerations behind the calculation of and expected properties of these measures. Section 4 applies the analysis to two small macro-finance models and the Smets and Wouters (2007) model in detail, a large set of DSGE models in overview, and finally a set of draws from the posterior of the model of Smets and Wouters (2007). In section 5, I conclude.

## 2. Solving Linear DSGE Models

Standard numerical solution packages available to economists and policy makers-e.g., Dynare (Adjemian, Bastani, Juillard, Mihoubi, Perendia, Ratto, and Villemot, 2011), Gensys (Sims, 2001), (Perturbation) AIM (Anderson and Moore, 1985; Anderson, Levin, and Swanson, 2006), Uhlig's Toolkit (Uhlig, 1999) and Solab (Klein, 2000)—all analyze models that in some way or another can be expressed in the form of the nonlinear functional equation

$$
\begin{equation*}
0=E_{t}\left[f\left(y_{t+1}, y_{t}, y_{t-1}, \varepsilon_{t}\right)\right] \tag{1}
\end{equation*}
$$

The model equations (optimality conditions, resource constraints, market clearing conditions, etc.) are represented by the $n_{y}$-dimensional vector-valued function $f$ : $\mathbb{R}^{n_{y}} \times \mathbb{R}^{n_{y}} \times \mathbb{R}^{n_{y}} \times \mathbb{R}^{n_{e}} \rightarrow \mathbb{R}^{n_{y}} ; y_{t} \in \mathbb{R}^{n_{y}}$ is the vector of $n_{y}$ endogenous variables; and $\varepsilon_{t} \in \mathbb{R}^{n_{e}}$ the vector of $n_{e}$ exogenous shocks with a known distribution, where $n_{y}$ and $n_{e}$ are positive integers ( $n_{y}, n_{e} \in \mathbb{N}$ ).

The solution to (1) is sought as the unknown function

$$
\begin{equation*}
y_{t}=y\left(y_{t-1}, \varepsilon_{t}\right), \quad y: \mathbb{R}^{n_{y}+n_{e}} \rightarrow \mathbb{R}^{n_{y}} \tag{2}
\end{equation*}
$$

a function in the time domain that maps states, $y_{t-1}$ and $\varepsilon_{t}$, into endogenous variables, $y_{t}$. An analytic form for (2) is rarely available and researchers and practitioners are compelled to find approximative solutions. However, a steady state, $\bar{y} \in \mathbb{R}^{n_{y}}$ a vector such $\bar{y}=y(\bar{y}, 0)$ and $0=f(\bar{y}, \bar{y}, \bar{y}, 0)$ can frequently be recovered, either analytically or numerically, providing a point of expansion around which local solutions may be recovered.

A first-order, or linear, approximation of (1) at the steady state delivers

$$
\begin{equation*}
0=A E_{t}\left[y_{t+1}\right]+B y_{t}+C y_{t-1}+D \varepsilon_{t} \tag{3}
\end{equation*}
$$

where $A, B, C$, and $D$ are the derivatives of $f$ in (1) with respect to its arguments and, recycling notation, the $y$ 's in (3) refer to (log) deviations of the endogenous variables from their steady states, $\bar{y}$.

In analogy to (2), the standard approach to finding a solution to the linearized model (3) is to find a linear solution in the form

$$
\begin{equation*}
y_{t}=P y_{t-1}+Q \varepsilon_{t} \tag{4}
\end{equation*}
$$

a recursive solution in the time domain-solutions that posit $y_{t}$ as a function of its own past, $y_{t-1}$, and exogenous innovations, $\varepsilon_{t}$.
2.1. Matrix Quadratic and Linear Impact Matrix Equations. Inserting (4) into (3) and taking expectations ( $E_{t}\left[\varepsilon_{t+1}\right]=0$ ), yields the restrictions

$$
\begin{align*}
& 0=A P^{2}+B P+C  \tag{5}\\
& 0=(A P+B) Q+D \tag{6}
\end{align*}
$$

or expressed jointly

$$
A P\left[\begin{array}{ll}
P & Q
\end{array}\right]+B\left[\begin{array}{ll}
P & Q
\end{array}\right]+\left[\begin{array}{ll}
C & D
\end{array}\right]=\left[\begin{array}{ll}
0 & 0 \tag{7}
\end{array}\right]
$$

Generally, a unique $P$ with eigenvalues inside the closed unit circle is sought (I will address this formally below). Lan and Meyer-Gohde (2014) prove the latter can be uniquely solved for $Q$ if such a $P$ can be found. While the theoretical hurdle is the former, matrix quadratic equation, the solution of the latter demonstrates clearly that numerical inaccuracies in $P$ can percolate to further components of the solution (in this case $Q$ ).

To assist in the analysis, I will formalize the matrix quadratic equation in (5). For $A, B$, and $C \in \mathbb{R}^{n_{y} \times n_{y}}$, a matrix quadratic $M(P): \mathbb{C}^{n_{y} \times n_{y}} \rightarrow \mathbb{C}^{n_{y} \times n_{y}}$ is defined as

$$
\begin{equation*}
M(P) \equiv A P^{2}+B P+C \tag{8}
\end{equation*}
$$

with its solutions, called solvents, ${ }^{5}$ given by $P \in \mathbb{C}^{n_{y} \times n_{y}}$ if and only if $M(P)=0$. The eigenvalues of the solvent, called latent roots of the associated lambda matrix ${ }^{6} M(\lambda): \mathbb{C} \rightarrow$ $\mathbb{C}^{n \times n}$ (here of degree two), are given via

$$
\begin{equation*}
M(\lambda) \equiv A \lambda^{2}+B \lambda+C \tag{9}
\end{equation*}
$$

The latent roots are (i) values of $\lambda \in \mathbb{C}$ such that $\operatorname{det} M(\lambda)=0$ and (ii) $n_{y}-\operatorname{rank}(A)$ infinite roots. An explicit link between the quadratic matrix problem and the quadratic eigenvalue

[^5]problem is given via
\[

$$
\begin{equation*}
\lambda \in \mathbb{C}:\left(A \lambda^{2}+B \lambda+C\right) x=0 \text { for some } x \neq 0 \tag{10}
\end{equation*}
$$

\]

which has been reviewed extensively by Tisseur and Meerbergen (2001) and for which Hammarling, Munro, and Tisseur (2013) provide a comprehensive method to improve the accuracy of its solutions. If a unique stable solution is sought or required, this can be formulated via an adaptation of Blanchard and Kahn's (1980) rank and order conditions to the matrix quadratic formulation above. First assume there exist $2 n_{y}$ latent roots of (9) of which $n_{y}$ lie inside (or on) and $n_{y}$ outside the unit circle. Second, there exists an $P \in \mathbb{R}^{n_{y} \times n_{y}}$ such that $M(P)=0$ and $|e i g(P)| \leq 1$.

Given $P, Q$ follows from (6), solving the linear equation $\mathbb{C}^{n_{y} \times n_{y}} \rightarrow \mathbb{C}^{n_{y} \times n_{y}}$

$$
\begin{equation*}
0=(A P+B) Q+D \tag{11}
\end{equation*}
$$

Hence the solution of (log)linear(ized) DSGE models involves solving a matrix quadratic equation in $P$ and, given this $P$, a linear system in $Q$.
2.2. Linear DSGE Solution Methods. Most linear DSGE methods (including Dynare (Adjemian, Bastani, Juillard, Mihoubi, Perendia, Ratto, and Villemot, 2011), Gensys (Sims, 2001), Uhlig's Toolkit (Uhlig, 1999) and Solab (Klein, 2000)) use a generalized Schur or QZ decomposition (Moler and Stewart, 1973; Golub and van Loan, 2013) of the companion linearization of (3 $)^{7}$ in some form or another. For the formulation above, the matrix quadratic (5) can be brought into the QZ form as

$$
F\left[\begin{array}{c}
I_{n_{y}}  \tag{12}\\
P
\end{array}\right] P=G\left[\begin{array}{c}
I_{n_{y}} \\
P
\end{array}\right], \quad F \equiv\left[\begin{array}{cc}
I_{n_{y}} & 0_{n_{y} \times n_{y}} \\
0_{n_{y} \times n_{y}} & A
\end{array}\right], G \equiv\left[\begin{array}{cc}
0_{n_{y} \times n_{y}} & I_{n_{y}} \\
-C & -B
\end{array}\right]
$$

where $I_{n_{y}}$ is an $n_{y} \times n_{y}$ identity matrix and $0_{n_{y} \times n_{y}}$ is an $n_{y} \times n_{y}$ zero matrix.
Applying the QZ or generalized Schur decomposition (unitary $Q$ and $Z$ and upper triangular $S$ and $T$ with $Q^{*} F Z=S$ and $Q^{*} G Z=T$ ), Higham and Kim (Theorem 3 2000) prove that all solvents or solutions of (12) are of the form $P=Z_{21} Z_{11}^{-1}=Q_{11} S_{11}^{-1} T_{11} Q_{11}^{-1}$. The decomposition is intricately related to the quadratic eigenvalue problem (10) via

$$
\begin{align*}
& \lambda \in \mathbb{C}:(F \lambda-G) y \text {, where } y=\left[\begin{array}{ll}
x^{\prime} & x^{\prime} \lambda
\end{array}\right] \text { for some } x \neq 0  \tag{13}\\
& \lambda \in \mathbb{C}: Q(S \lambda-T) \tilde{y}, \text { where } \tilde{y}=Z^{*}\left[\begin{array}{ll}
x^{\prime} & \left.x^{\prime} \lambda\right] \text { for some } x \neq 0
\end{array}, ~\right. \tag{14}
\end{align*}
$$

[^6]where the eigenvalues in both lines are identical following from unitary equivalence (Moler and Stewart, 1973) and hence identical to the eigenvalues in (10) and the latent roots of (9). From the upper triangularity of $S$ and $T$ it follows that the spectrum or set of eigenvalues of the pencil $P_{F G}(\lambda)=F \lambda-G$ is determined by the diagonal entries of $S$ and $T$
\[

$$
\begin{equation*}
\rho\left(P_{F G}\right)=\left\{t_{i i} / s_{i i}, \text { if } s_{i i} \neq 0 ; \infty, \text { if } s_{i i}=0 ; \varnothing \text {, if } s_{i i}=t_{i i}=0 ; i=1, \ldots, 2 n_{y}\right\} \tag{15}
\end{equation*}
$$

\]

where $s_{i i}$ and $t_{i i}$ denote the $i$ 'th row and $i^{\prime}$ th column of $S$ and $T$ respectively.
Ordering the decomposition so that the eigenvalues outside the unit circle are in the lower right blocks of $S$ and $T$ (hence $S_{22}$ and $T_{22}$ ), the necessary and sufficient assumptions for a unique stable solution for $y_{t}$ of (3) to exist are (1) Regularity: $P_{F G}(z)$ is called regular if there exists a $z \in \mathbb{C}$ such that $\operatorname{det}(F z-G) \neq 0$; (2) Order: Of the $2 n_{y}$ generalized eigenvalues, there are exactly $n_{y}$ stable roots inside (or on) the unit circle, and consequently, exactly $n_{y}$ unstable roots outside the unit circle; (3) Rank: $Z_{11}$, the upper right block of $Z$, is nonsingular. If and only if these three assumptions are fulfilled does a unique solution $P$ stable with respect to the closed unit circle exist. Consequentially, the overwhelming majority of the linear solution methods provided to researchers and practitioners in the standard numerical solution packages enumerated at the beginning of the section can be summarized by this single matrix decomposition. The specific numerical imp(Adjemian, Bastani, Juillard, Mihoubi, Perendia, Ratto, and Villemot, 2011; Villemot, 2011), Gensys (Sims, 2001), Uhlig's Toolkit (Uhlig, 1999) and Solab (Klein, 2000).

Binder and Pesaran (1997), the cyclic reduction method in Dynare (Adjemian, Bastani, Juillard, Mihoubi, Perendia, Ratto, and Villemot, 2011), and Anderson (2010) are three prominent methods that solve for $P$ without appealing to the generalized Schur decomposition. Binder and Pesaran's (1997) "fully recursive method" works directly with the matrix quadratic (5) and iterates on

$$
\begin{equation*}
\tilde{P}_{k}=I_{n_{y}}-\tilde{A} \tilde{P}_{k-1}^{-1} \tilde{C}, \text { where } \tilde{A} \equiv B^{-1} A, \tilde{C} \equiv B^{-1} C, \tilde{P}_{0} \equiv I_{n_{y}} \tag{16}
\end{equation*}
$$

Delivering the solution to the matrix quadratic (5) as $P=-\tilde{P}_{N}^{-1} \tilde{C}$ for some maximum iteration $N .^{8}$ The cyclic reduction method implemented in Dynare (Adjemian, Bastani, Juillard, Mihoubi, Perendia, Ratto, and Villemot, 2011) operates on the following recursion

[^7](see Bini, Latouche, and Meini, 2002)
\[

$$
\begin{equation*}
P=-\hat{A}_{i}^{-1} A_{0} \tag{17}
\end{equation*}
$$

\]

where

$$
\begin{align*}
\hat{A}_{i} & =\hat{A}_{i-1}-A_{2, i-1} A_{1, i-1}^{-1} A_{0, i-1}  \tag{18}\\
A_{1, i} & =A_{1, i-1}-A_{0, i-1} A_{1, i-1}^{-1} A_{2, i-1}-A_{2, i-1} A_{1, i-1}^{-1} A_{0, i-1}  \tag{19}\\
A_{0, i} & =-A_{0, i-1} A_{1, i-1}^{-1} A_{0, i-1}  \tag{20}\\
A_{2, i} & =-A_{2, i-1} A_{1, i-1}^{-1} A_{2, i-1} \tag{21}
\end{align*}
$$

with initial conditions $\hat{A}_{0}=B, A_{2,0}=A, A_{1,0}=B$, and $A_{0,0}=C$ until convergence of $\hat{A}_{i} .{ }^{9}$ Anderson (2010) applies the bi-orthogonality from the separation of stable and unstable solutions to solve for the left invariant space associated with unstable solutions via ${ }^{10}$

$$
\left[\begin{array}{c}
y_{t}  \tag{22}\\
E_{t}\left[y_{t+1}\right]
\end{array}\right]=\left[\begin{array}{cc}
0_{n_{y} \times n_{y}} & I_{n_{y}} \\
-A^{-1} C & -A^{-1} B
\end{array}\right]\left[\begin{array}{c}
y_{t-1} \\
y_{t}
\end{array}\right] \Rightarrow\left[\begin{array}{cc}
V_{1} & V_{2}
\end{array}\right]\left[\begin{array}{cc}
0_{n_{y} \times n_{y}} & I_{n_{y}} \\
-A^{-1} C & -A^{-1} B
\end{array}\right]=\mathscr{M}\left[\begin{array}{ll}
V_{1} & V_{2}
\end{array}\right]
$$

where the vectors of $V$ span the invariant space associated with unstable eigenvalues. This gives $y_{t}=-V_{2}^{-1} V_{1} y_{t-1}$ as the solution to the homogenous problem, i.e., the matrix quadratic (5), $P=-V_{2}^{-1} V_{1}$. Essentially, by rearranging or shuffling the equations and variables, Anderson (2010) is able to reformulate a potentially singular system requiring the generalized Schur decomposition into a nonsingular system that can be solved using standard eigenvalue methods. The key commonality of these three methods is that they avoid the QZ or generalized Schur decompositon.

## 3. Backward-Forward Error Analysis of Linear DSGE Model Solutions

I turn now to the backward-forward analysis to provide measures for the accuracy/numerical stability of solutions to linear DSGE models. I begin by introducing the concepts of backward error and condition numbers for linear systems and how they relate to forward errors, then I turn to backward error bounds and condition numbers for the solutions of linear DSGE models. Finally, I provide ex posterior measures of the

[^8]forward error, providing easily implementable bounds on the numerical errors of solutions provided by users' preferred method.

To fix ideas, I begin with a linear system. This provides a link to the concept of a condition number that is familiar (or at least the warning thereof provided by the numerical software being used) to practitioners and the nonlinear matrix measures necessary for the analysis of solutions to linear DSGE models. To this end, given a linear system

$$
\begin{equation*}
A x=b, \quad A \in \mathscr{R}^{n \times n}, x \text { and } b \in \mathscr{R}^{n} \tag{23}
\end{equation*}
$$

I would like to know, how "good" a solution $\hat{x}$ provided numerically is. Ideally, I would like measure how far the approximate solution $\hat{x}$ is from the true solution $x$, the forward error, defined as

$$
\begin{equation*}
\|x-\hat{x}\| /\|x\| \tag{24}
\end{equation*}
$$

for some norm. Apparently, being able to assess how good our numerical solution is requires me to know the true solution is in the first place. Fortunately, the forward error can be bounded and is approximately equal to the product of two quantities I can readily calculate numerically, what Higham (2002, p. 9) calls a "useful rule of thumb" and holds exactly for linear equation systems as derived by Turing (1948, p. 298)

$$
\begin{equation*}
\text { forward error } \lesssim \text { condition number } \times \text { backward error } \tag{25}
\end{equation*}
$$

illustrating that the error in the approximate solution (forward error) can be determined through both the condition number and the backward error.

The backward error of an approximate solution $\hat{x}$ gives a measure of how much the problem (here, $A$ and $b$ ) at a minimum needs to be changed in order for the approximate solution to be the exact solution. That is, how close to the original problem is the problem actually solved by $\hat{x}$. In terms of normwise deviations, ${ }^{11}$ this is

$$
\begin{equation*}
\eta(\hat{x})=\min \left\{\epsilon:(A+\Delta A) \hat{x}=b+\Delta B,\|\Delta A\|_{F} \leq \alpha \epsilon,\|\Delta b\|_{F} \leq \beta \epsilon\right\} \tag{26}
\end{equation*}
$$

Choosing $\alpha=\|A\|_{F}$ and $\beta=\|b\|_{F}$ gives $\eta(\hat{x})$ as the normwise relative backward error. Defining the residual $r \equiv b-A \hat{x}$, the constraint in the foregoing can be used to bound the

[^9]backward error from below as
\[

$$
\begin{equation*}
\|r\|_{F}=\|\Delta A \hat{x}-\Delta B\|_{F} \leq\|\Delta A\|_{F}\|\hat{x}\|_{F}+\|\Delta B\|_{F} \leq\left(\alpha\|\hat{x}\|_{F}+\beta\right) \eta(\hat{x}) \tag{27}
\end{equation*}
$$

\]

where the last equality uses the optimal perturbations from (26). Expressing this in terms of the relative residual, $\operatorname{rr}(\hat{x}) \equiv\|r\|_{F} /\left(\alpha\|\hat{x}\|_{F}+\beta\right)$ gives

$$
\begin{equation*}
r r(\hat{x}) \leq \eta(\hat{x}) \tag{28}
\end{equation*}
$$

or that the backward error is bounded below by the relative residual. This highlights the importance of the backward error, as it states that a small backward error necessarily implies a small relative residual. That is, if the nearest problem exactly solved by $\hat{x}$ is close to the original problem (small backward error), then the residual induced by solving the original problem with $\hat{x}$ will be small.

Of at least equal importance is the reverse implication: whether a small residual necessarily implies a small backward error - particularly in the context of residual based accuracy checks from the literature (see section 3.6). To establish this, rewrite the constraint from (26) using the Kronecker product rule vec $(A B C)=\left(C^{\prime} \otimes A\right) \operatorname{vec}(B)$ as

$$
\begin{align*}
r & =\Delta A \hat{x}-\Delta B  \tag{29}\\
& =\left(\hat{x}^{\prime} \otimes I_{n}\right) \operatorname{vec}(\Delta A)-I_{n} \Delta b  \tag{30}\\
& =\left[\begin{array}{ll}
\alpha\left(\hat{x}^{\prime} \otimes I_{n}\right) & -\beta I_{n}
\end{array}\right]\left[\begin{array}{c}
\alpha^{-1} \operatorname{vec}(\Delta A) \\
\beta^{-1} \Delta b
\end{array}\right]  \tag{31}\\
& =H z \tag{32}
\end{align*}
$$

' indicates transposition and vec columnwise vectorization. This is an underdetermined system in $z$ as $H$ is a matrix of size $n \times n(n+1)$. The minimum 2-norm solution ${ }^{12}$ is

$$
\begin{equation*}
z=H^{+} r \tag{33}
\end{equation*}
$$

where $H^{+}=H^{*}\left(H H^{*}\right)^{-1}$, * indicates conjugate transposition and $H$ is assumed to be of full row rank. Using the properties of the 2 and Frobeneus norms ${ }^{13}$

$$
\|z\|_{2}=\left\|\left[\begin{array}{ll}
\alpha^{-1} \Delta A & \beta^{-1} \Delta b \tag{34}
\end{array}\right]\right\|_{F}=\left(\alpha^{-2}\|\Delta A\|_{F}^{2}+\beta^{-2}\|\Delta b\|_{F}^{2}\right)^{1 / 2}
$$

[^10]and using the definition of $\eta(\hat{x})$ from (26, which is the minimum value of the larger of $\alpha\|\Delta A\|_{F}$ and $\beta\|\Delta b\|_{F},{ }^{14}$ gives
\[

$$
\begin{equation*}
\frac{1}{\sqrt{2}}\|z\|_{2} \leq \eta(\hat{x}) \leq\|z\|_{2} \tag{35}
\end{equation*}
$$

\]

focusing on the upper bound

$$
\begin{equation*}
\eta(\hat{x}) \leq\|z\|_{2}=\left\|H^{+} r\right\|_{2} \leq\left\|H^{+}\right\|_{2}\|r\|_{2}=\|r\|_{F} / \sigma_{\min }(H) \tag{36}
\end{equation*}
$$

where $\sigma_{\text {min }}$ is the smallest singular value of its argument or the smallest eigenvalue, $\lambda_{\text {min }}$, of its argument and conjugation,

$$
\begin{align*}
\sigma_{\min }(H) & =\lambda_{\min }\left(H H^{*}\right)^{1 / 2}  \tag{37}\\
& =\lambda_{\min }\left(H H^{*}\right)^{1 / 2}  \tag{38}\\
& =\lambda_{\min }\left(\left[\alpha\left(\hat{x}^{\prime} \otimes I_{n}\right)-\beta I_{n}\right]\left[\alpha\left(\overline{\hat{x}} \otimes I_{n}\right)-\beta I_{n}\right]\right)^{1 / 2}  \tag{39}\\
& =\lambda_{\min }\left(\alpha^{2} \hat{x}^{\prime} \overline{\hat{x}} I_{n}+\beta^{2} I_{n}\right)^{1 / 2}  \tag{40}\\
& =\lambda_{\min }\left(\left(\alpha^{2} \hat{x}^{*} \hat{x}+\beta^{2}\right) I_{n}\right)^{1 / 2}  \tag{41}\\
& =\left(\alpha^{2}\|\hat{x}\|_{F}^{2}+\beta^{2}\right)^{1 / 2} \tag{42}
\end{align*}
$$

Combining (28), (36), and (42) gives

$$
\begin{equation*}
r r(\hat{x}) \leq \eta(\hat{x}) \leq \frac{\alpha\|\hat{x}\|_{F}+\beta}{\left(\alpha^{2}\|\hat{x}\|_{F}^{2}+\beta^{2}\right)^{1 / 2}} r r(\hat{x}) \leq \sqrt{2} r r(\hat{x}) \tag{43}
\end{equation*}
$$

and hence the backward error can be bounded up to $\sqrt{2}$ to the relative residual. ${ }^{15}$ This tells us that a small backward error implies a small relative residual and vice-versa. If the condition number of the problem is also small, then a small backward error implies a small forward error and we can conclude that small relative residuals, small backward errors, and small forward errors are synonymous.

Hence, the condition number of the problem needs to be established. To do this, consider the following perturbation of (23)

$$
\begin{equation*}
(A+\Delta A)(x+\Delta x)=b+\Delta b \tag{44}
\end{equation*}
$$

[^11]where perturbations will be measured normwise (congruently to the backward errors above so that choosing $\alpha=\|A\|_{F}$ and $\beta=\|b\|_{F}$ gives normwise relative perturbations) by
\[

$$
\begin{equation*}
\epsilon=\max \left\{\alpha^{-1}\|\Delta A\|_{F}, \beta^{-1}\|\Delta b\|_{F}\right\} \tag{45}
\end{equation*}
$$

\]

Expanding (44) gives

$$
\begin{equation*}
A x+A \Delta x+\Delta A x+\Delta A \Delta x=b+\Delta b \tag{46}
\end{equation*}
$$

Noting that $\Delta A \Delta x$ is of the order $\mathscr{O}\left(\epsilon^{2}\right)$ and $A X=b$ gives

$$
\begin{equation*}
A \Delta x=-\Delta A x+\Delta b+\mathscr{O}\left(\epsilon^{2}\right) \tag{47}
\end{equation*}
$$

using the Kronecker product rule $\operatorname{vec}(A B C)=\left(C^{\prime} \otimes A\right) \operatorname{vec}(B)$ this can be written as

$$
A \Delta x=-\left(x^{\prime} \otimes I_{n}\right) \operatorname{vec}(\Delta A)+I_{n} \Delta b+\mathscr{O}\left(\epsilon^{2}\right)=\left[\begin{array}{ll}
-\alpha\left(x^{\prime} \otimes I_{n}\right) & \beta I_{n}
\end{array}\right]\left[\begin{array}{c}
\alpha^{-1} \operatorname{vec}(\Delta A)  \tag{48}\\
\beta^{-1} \Delta b
\end{array}\right]+\mathscr{O}\left(\epsilon^{2}\right)
$$

and so

$$
\begin{align*}
& \Delta x=A^{-1}\left[-\alpha\left(x^{\prime} \otimes I_{n}\right) \quad \beta I_{n}\right]\left[\begin{array}{c}
\alpha^{-1} \operatorname{vec}(\Delta A) \\
\beta^{-1} \Delta b
\end{array}\right]+\mathscr{O}\left(\epsilon^{2}\right)  \tag{49}\\
& \|\Delta x\|_{F}=\left\|A^{-1}\left[\begin{array}{ll}
-\alpha\left(x^{\prime} \otimes I_{n}\right) & \beta I_{n}
\end{array}\right]\right\|_{2}\left\|\left[\begin{array}{c}
\alpha^{-1} \operatorname{vec}(\Delta A) \\
\beta^{-1} \Delta b
\end{array}\right]\right\|_{2}+\mathscr{O}\left(\epsilon^{2}\right) \tag{50}
\end{align*}
$$

as $\left\|\left[\begin{array}{c}\alpha^{-1} \operatorname{vec}(\Delta A) \\ \beta^{-1} \Delta b\end{array}\right]\right\|_{2}=\left\|\left[\begin{array}{ll}\alpha^{-1} \Delta A & \beta^{-1} \Delta b\end{array}\right]\right\|_{F} \leq \sqrt{2} \epsilon$, the foregoing can be written as

$$
\begin{equation*}
\frac{\|\Delta x\|_{F}}{\|x\|_{F}} \leq \sqrt{2} \Psi \epsilon \tag{51}
\end{equation*}
$$

where

$$
\begin{equation*}
\Psi \equiv\left\|A^{-1}\left[-\alpha\left(x^{\prime} \otimes I_{n}\right) \quad \beta I_{n}\right]\right\|_{2} /\|x\|_{F} \tag{52}
\end{equation*}
$$

is the condition number giving the bound above on the forward error, $\frac{\|\Delta x\|_{F}}{\|x\|_{F}}$, sharp to first order in $\epsilon$. Note that the above conforms to Higham's (2002, p. 9) "useful rule of thumb"

$$
\begin{equation*}
\frac{\|\Delta x\|_{F}}{\|x\|_{F}} \varliminf_{\text {forward error }} \underset{\text { condition number }}{\Psi} \times \underset{\text { backward error }}{\epsilon} \tag{53}
\end{equation*}
$$

where the meaning of $\lesssim$ becomes clear: sharp to first order in $\epsilon$ and up to a factor $\sqrt{2}$.
This bound can be weakened to

$$
\begin{equation*}
\frac{\|\Delta x\|_{F}}{\|x\|_{F}} \leq \sqrt{2} \Psi \epsilon \leq \sqrt{2} \Phi \epsilon \tag{54}
\end{equation*}
$$

where

$$
\begin{align*}
\Psi & \leq\left\|A^{-1}\right\|_{2}\left\|\left[\begin{array}{ll}
-\alpha\left(x^{\prime} \otimes I_{n}\right) & \beta I_{n}
\end{array}\right]\right\|_{2} /\|x\|_{F}  \tag{55}\\
& =\left\|A^{-1}\right\|_{2} \sigma_{\max }\left(\left[-\alpha\left(x^{\prime} \otimes I_{n}\right) \quad \beta I_{n}\right]\right) /\|x\|_{F}  \tag{56}\\
& =\left\|A^{-1}\right\|_{2}\left(\alpha^{2}\|x\|_{F}^{2}+\beta^{2}\right)^{1 / 2} /\|x\|_{F}  \tag{57}\\
& \leq\left\|A^{-1}\right\|_{2}\left(\alpha\|x\|_{F}+\beta\right) /\|x\|_{F} \equiv \Phi \tag{58}
\end{align*}
$$

Finally, this can be further weakened, as $\|x\|_{F} \geq\|b\|_{F} /\|A\|_{F}$, to yield

$$
\begin{align*}
\Phi & =\left\|A^{-1}\right\|_{2}\left(\alpha\|x\|_{F}+\beta\right) /\|x\|_{F}  \tag{59}\\
& \leq\left\|A^{-1}\right\|_{2}\|A\|_{F}\left(\alpha\|x\|_{F} /\|b\|_{F}+\beta /\|b\|_{F}\right)  \tag{60}\\
& \leq\left\|A^{-1}\right\|_{2}\|A\|_{F}\left(\alpha /\|A\|_{F}+\beta /\|b\|_{F}\right)  \tag{61}\\
& \leq\left\|A^{-1}\right\|_{F}\|A\|_{F}\left(\alpha /\|A\|_{F}+\beta /\|b\|_{F}\right) \tag{62}
\end{align*}
$$

$\left\|A^{-1}\right\|_{F}\|A\|_{F}$ is the condition number of $A, \kappa(A)$, and choosing $\alpha=\|A\|_{F}$ and $\beta=\|b\|_{F}$ gives normwise relative perturbations in $A$ and $b$.

I now turn to the matrix quadratic and matrix impact equations, (5) and (6), that the solution methods for linear DSGE models from the previous section solve. Higham and Kim (2001) provide bounds on the backward error and a condition number for the solvent, $P$, of a quadratic matrix equation - I extend their analysis to normwise relative perturbations and a posteriori forward error bounds consistent with Higham (1993) and Kågström (1994). The latter is particularly useful for practitioners as it provides easy to calculate metrics od the conditioning and forward errors of the solution provided by the existing DSGE literature - the "very sharp whistle" from the epigraph for solutions of DSGE models. While the matrix impact equation is a system of linear equations and simply a matrix-matrix extension of the introduction to the methods above, ${ }^{16}$ the coefficients in this equation depend on the solution to the matrix quadratic and the explicit consideration of this demonstrates that inaccuracies in the matrix quadratic contaminate the accuracy of solutions for impact coefficients as observed by Anderson, Levin, and Swanson (2006).

I will proceed as follows. I will address the backward errors, the condition numbers and finally a posteriori or practical forward error bounds, beginning first with the matrix quadratic $0=A P^{2}+B P+C$ and then the impact matrix $Q$ that solves $(A P+B) Q+D$, firstly

[^12]conditioning on an infinite precision solution for $P$ and then successively considering the effects of numerical inaccuracies in $P$ on $Q$. These results on solutions for $Q$, the impact matrix of shocks, from (6),
\[

$$
\begin{equation*}
0=(A P+B) Q+D \tag{63}
\end{equation*}
$$

\]

proceeds first by formulating this equation to conform to standard linear numerical analyses

$$
\begin{equation*}
F Q=-D \tag{64}
\end{equation*}
$$

where $F \equiv A P+B$ - perturbations in $F$ will not be equivalent to the perturbations in $A$ and $B$ above and arbitrary perturbations in $P$ ignore the analysis above. To demonstrate this, I will consider three approaches to the conditioning of the linear system in $Q$ : (1) The perturbed equation $F Q=-D$

$$
\begin{equation*}
(F+\Delta F)(Q+\Delta Q)=-D-\Delta D \tag{65}
\end{equation*}
$$

the perturbed version of (63) with arbitrary perturbations in $P$

$$
\begin{equation*}
0=[(A+\Delta A)(P+\Delta P)+B+\Delta B](Q+\Delta Q)+D+\Delta D \tag{66}
\end{equation*}
$$

and finally, the perturbed version of (63) with perturbations in $P$ as result from solving (5) under finite precision

$$
\begin{equation*}
0=\{[A+\Delta A][P(A+\Delta A, B+\Delta B, C+\Delta C)]+B+\Delta B\}(Q+\Delta Q)+D+\Delta D \tag{67}
\end{equation*}
$$

Finally, I will consider solving for $P$ and $Q$ jointly instead of successively, particularly as calculating the backward errors for $Q$ from (67) is a nonlinear problem that either must be linearized or solved via optimization, whereas the joint problem

$$
\begin{align*}
(A+\Delta A)(P+\Delta P)\left[\begin{array}{ll}
P+\Delta P & Q+\Delta Q
\end{array}\right]  \tag{68}\\
+(B+\Delta B)\left[\begin{array}{ll}
P+\Delta P & Q+\Delta Q
\end{array}\right]  \tag{69}\\
+\left[\begin{array}{ll}
C+\Delta C & D+\Delta D
\end{array}\right]=\left[\begin{array}{ll}
0 & 0
\end{array}\right] \tag{70}
\end{align*}
$$

yields problems for backward errors, conditioning numbers, and a posteriori forward errors that take the interdependence into account and use the methods from the matric quadratic problem in a straightforward manner.

### 3.1. Backward Error Analysis of Linear DSGE Model Solutions. I begin with

 bounds on the backward errors of the matrix quadratic $0=A P^{2}+B P+C$ from (5). Defining the backward error of an approximate solvent $P$ in terms of the relative normwise deviations in the matrix of coefficients,$$
\begin{array}{r}
\eta_{P}(\hat{P})=\min \left\{\epsilon:(A+\Delta A) \hat{P}^{2}+(B+\Delta B) \hat{P}+C+\Delta C=0,\right. \\
\left.\|\Delta A\|_{F} \leq \epsilon \alpha,\|\Delta B\|_{F} \leq \epsilon \beta,\|\Delta C\|_{F} \leq \epsilon \gamma\right\}
\end{array}
$$

this error can be bounded from above and below as follows
Theorem 1 (Bounds on the Backward Error of $P$ )
The backward error is bounded by

$$
R R(\hat{P}) \leq \eta_{P}(\hat{P}) \leq\left\|\left[\begin{array}{lll}
\alpha \hat{P}^{2 \prime} \otimes I_{n_{y}} & \beta \hat{P}^{\prime} \otimes I_{n_{y}} & \gamma I_{n_{y^{2}}}
\end{array}\right]^{+} \operatorname{vec}(R)\right\|_{2} \leq \mu_{P}(\hat{P}) R R(\hat{P})
$$

where $R R(\hat{P})$ is the relative residual

$$
R R(\hat{P})=\frac{\|R\|_{F}}{\alpha\left\|\hat{P}^{2}\right\|_{F}+\beta\|\hat{P}\|_{F}+\gamma}
$$

and $\mu_{P}(\hat{P})$ is a factor given by

$$
1 \leq \mu_{P}(\hat{P})=\frac{\alpha\left\|\hat{P}^{2}\right\|_{F}+\beta\|\hat{P}\|_{F}+\gamma}{\left(\alpha^{2} \sigma_{\text {min }}^{2}\left(\hat{P}^{2}\right)+\beta \sigma_{m i n}^{2}(\hat{P})+\gamma^{2}\right)^{1 / 2}}
$$

where $\sigma_{\text {min }}$ is the smallest non-zero singular value.
Proof. See the appendix here.
Higham and Kim (2001) point out that their backward error analysis demonstrates that a small relative residual (the absolute residual being $A P^{2}+B P+C$ for an approximate $P$ returned by a numerical algorithm) does not necessarily imply a small backward error for the matrix quadratic problem. The former follows from the relative residual being bounded above by the backward error and the latter, the converse, is hampered by the presence of $\mu_{P}(\hat{P})$, a "growth" (Kågström, 1994) or "amplification" (Higham, 1993) factor that measures by how much the backward error can exceed the relative residual. Examining $\mu_{P}(\hat{P})$ and following Higham (1993) and Ghavimi and Laub (1995), it follows that this factor can be arbitrarily larger than one, particularly when $\|\hat{P}\|_{F} \gg \sigma_{\min }(\hat{P})$ - i.e., when $\sigma_{\max }(\hat{P}) \gg \sigma_{\min }(\hat{P}) \Rightarrow\|\hat{P}\|\left\|\hat{P}^{+}\right\| \gg 1$ and, hence, $\hat{P}$ is an ill-conditioned solution to the matrix quadratic. The intermediate upper bound takes the structure of the system into account and, e.g., see Ghavimi and Laub (1995), can be substantially
lower than the larger upper bound if large elements in the residual counteract (near) zero entries in $\left[\begin{array}{lll}\alpha \hat{P}^{2 \prime} \otimes I_{n_{y}} & \beta \hat{P}^{\prime} \otimes I_{n_{y}} & \gamma I_{n_{y^{2}}}\end{array}\right]^{+}$.

Turning to the shock impact matrix $Q$ and beginning with the formulation in (64), the equation $F Q=-D$ with $F \equiv A P+B$ where the backward error is defined in terms of the relative normwise deviations in the matrix of coefficients of the linear equation it solves

$$
\eta_{Q_{1}}(\hat{Q})=\min \left\{\epsilon:(F+\Delta F) \hat{Q}=-D-\Delta D, \quad\|\Delta F\|_{F} \leq \epsilon \phi, \quad\|\Delta D\|_{F} \leq \epsilon \delta\right\}
$$

This error can be bounded from above and below as follows
Theorem 2 (Bounds on the Backward Error of $Q$ via (64))
The backward error is bounded by

$$
R R_{Q_{1}}(\hat{Q}) \leq \eta_{Q_{1}}(\hat{Q}) \leq\left\|\left[\begin{array}{ll}
\phi \hat{Q}^{\prime} \otimes I_{n_{e}} & \delta I_{n_{y} \cdot n_{e}}
\end{array}\right]^{+} \operatorname{vec}(R)\right\|_{2} \leq \mu_{Q_{1}}(\hat{Q}) R R_{Q_{1}}(\hat{Q})
$$

where $R R_{Q_{1}}(\hat{Q})$ is the relative residual

$$
R R_{Q_{1}}(\hat{Q})=\frac{\phi\|R\|_{F}}{\phi\|\hat{Q}\|_{F}+\delta}
$$

and $\mu_{Q_{1}}$ is given by

$$
1 \leq \mu_{Q_{1}}=\frac{\phi\|\hat{Q}\|_{F}+\delta}{\left(\phi^{2} \sigma_{\min }^{2}(\hat{Q})+\delta^{2}\right)^{1 / 2}}
$$

where $\sigma_{\text {min }}$ is the smallest singular value.

Proof. See the appendix here.

Again we have a "growth" (Kågström, 1994) or "amplification" (Higham, 1993) factor that measures by how much the backward error can exceed the relative residual. In contrast to the vector case $A x=b$ used to introduce the concepts above, we see that the backward error can be larger than the relative error when $\|\hat{Q}\|_{F} \gg \sigma_{\text {min }}(\hat{Q})$. Recalling that $\|\hat{Q}\|_{F}=\left(\sum_{i} \sigma_{i}(Q)^{2}\right)^{1 / 2}$, this corresponds to (Higham and Higham, 1992b) generalization that the sensitive of linear systems with multiple right-hand sides corresponds approximately to the worst-case sensitivity of the individual systems.

Taking the specific coefficient errors into account, I now present results on the conditioning and backward errors of solutions for $Q$, the impact matrix of shocks, from (63) where the backward error is defined in terms of the relative normwise deviations in the
matrix of coefficients $A, B, P$, and $D$,

$$
\begin{aligned}
& \eta_{Q_{2}}(\hat{P}, \hat{Q})=\min \{\epsilon:((A+\Delta A) \hat{P}+B+\Delta B) \hat{Q}=-D-\Delta D, \\
&\left.\|\Delta A\|_{F} \leq \epsilon \alpha, \quad\|\Delta B\|_{F} \leq \epsilon \beta, \quad\|\Delta D\|_{F} \leq \epsilon \delta\right\}
\end{aligned}
$$

this error can be bounded from above and below as follows
Theorem 3 (Bounds on the Backward Error of $Q$ via (63))
The backward error is bounded by
$R R_{Q_{2}}(\hat{P}, \hat{Q}) \leq \eta_{Q_{2}}(\hat{P}, \hat{Q}) \leq\left\|\left[\begin{array}{lll}\alpha(\hat{P} \hat{Q})^{\prime} \otimes I_{n_{y}} & \beta \hat{Q}^{\prime} \otimes I_{n_{y}} & \delta I_{n_{y} \cdot n_{e}}\end{array}\right]^{+} \operatorname{vec}(R)\right\|_{2} \leq \mu_{Q_{2}}(\hat{P}, \hat{Q}) R R_{Q_{2}}(\hat{P}, \hat{Q})$ where $R R_{Q_{2}}(\hat{P}, \hat{Q})$ is the relative residual

$$
R R_{Q_{2}}(\hat{P}, \hat{Q})=\frac{\|R\|_{F}}{\alpha\|\hat{P} \hat{Q}\|_{F}+\beta\|\hat{Q}\|_{F}+\delta}
$$

and $\mu_{P}(\hat{P})$ is given by

$$
1 \leq \mu_{Q_{2}}(\hat{P}, \hat{Q})=\frac{\alpha\|\hat{P} \hat{Q}\|_{F}+\beta\|\hat{Q}\|_{F}+\delta}{\left(\alpha^{2} \sigma_{m i n}^{2}(\hat{P} \hat{Q})+\beta^{2} \sigma_{m i n}^{2}(\hat{Q})+\delta^{2}\right)^{1 / 2}}
$$

$w h e r e \sigma_{\text {min }}$ is the smallest singular value.
Proof. See the appendix here.
Now, the "growth" (Kågström, 1994) or "amplification" (Higham, 1993) factor that measures by how much the backward error can exceed the relative residual can be arbitrarily large depending not only on the relation of $\|\hat{Q}\|_{F}$ to $\sigma_{\text {min }}(\hat{Q})$, but also $\|\hat{P} \hat{Q}\|_{F}$ to $\sigma_{\min }(\hat{P} \hat{Q})$ - that is, there is a potential for the transmission of errors in the solution of $P$ to the solution of $Q$.

Taking errors in the solution of $P$ from (5) specifically into account, that is, that $P$ is a function of $A, B$, and $C$, would result in a nonlinear optimization problem

$$
\begin{aligned}
& \eta_{Q_{3}}(\hat{Q})=\min \{\epsilon:((A+\Delta A) \hat{P}+B+\Delta B) \hat{Q}=-D-\Delta D \\
& \hat{P}:(A+\Delta A) \hat{P}^{2}+(B+\Delta B) \hat{P}+C+\Delta C=0 \\
&\left.\|\Delta A\|_{F} \leq \epsilon \alpha, \quad\|\Delta B\|_{F} \leq \epsilon \beta, \quad\|\Delta C\|_{F} \leq \epsilon \gamma, \quad\|\Delta D\|_{F} \leq \epsilon \delta\right\}
\end{aligned}
$$

While the problem might be solved numerically Higham and Higham (1992a), linearity can be restored by considering $P$ and $Q$ jointly as in the following, which is more than sufficient as it then captures exactly this dependance of $Q$ on $P$ into account.

For approximate solutions to $\hat{P}$ and $\hat{Q}$ the backward error can be defined via

$$
\left.\begin{array}{c}
\eta_{P Q}(\hat{P}, \hat{Q})=\min \left\{\epsilon:(A+\Delta A) \hat{P}\left[\begin{array}{ll}
\hat{P} & \hat{Q}
\end{array}\right]+\left(\begin{array}{ll}
B+\Delta B)
\end{array}\right]\left[\begin{array}{ll}
\hat{P} & \hat{Q}
\end{array}\right]+\left[\begin{array}{ll}
C+\Delta C & D+\Delta D
\end{array}\right]=0,\right. \\
\|\Delta A\|_{F} \leq \epsilon \alpha, \quad\|\Delta B\|_{F} \leq \epsilon \beta, \quad\|\Delta C\|_{F} \leq \epsilon \gamma, \quad\|\Delta D\|_{F} \leq \epsilon \delta
\end{array}\right\},
$$

this error can be bounded from above and below as follows
Theorem 4 (Bounds on the Joint Backward Error of $P$ and Q)
The backward error is bounded by

$$
\begin{aligned}
R R_{P Q}(\hat{P}, \hat{Q}) & \leq \eta_{P Q}(\hat{P}, \hat{Q}) \\
\eta_{P Q}(\hat{P}, \hat{Q}) & \leq \|\left[\begin{array}{c}
\alpha\left[\begin{array}{c}
\left(\hat{P}^{2}\right)^{\prime} \\
(\hat{P} \hat{Q})^{\prime}
\end{array}\right] \otimes I_{n} \\
\beta
\end{array}\right]\left[\begin{array}{c}
\hat{P}^{\prime} \\
\hat{Q}^{\prime}
\end{array}\right] \otimes I_{n} \\
\gamma\left[\begin{array}{c}
I_{n_{y}} \\
0 \\
n_{e} \times n_{y}
\end{array}\right] \otimes I_{n_{y}} & \left.\delta\left[\begin{array}{c}
0 \\
n_{y} \times n_{e} \\
I_{n_{e}}
\end{array}\right] \otimes I_{n_{y}}\right]^{+}\left[\begin{array}{c}
\operatorname{vec}\left(R_{P}\right) \\
\operatorname{vec}\left(R_{Q}\right)
\end{array}\right] \|_{2} \\
& \leq \mu_{P Q}(\hat{P}, \hat{Q}) R R_{P Q}(\hat{P}, \hat{Q})
\end{aligned}
$$

where $R_{P_{Q}}(\hat{P}, \hat{Q})$ is the relative residual

$$
R R_{P Q}(\hat{P}, \hat{Q})=\frac{\left\|\left[\begin{array}{ll}
R_{P} & R_{Q}
\end{array}\right]\right\|_{F}}{\alpha\left(\left\|\hat{P}^{2}\right\|_{F}+\|\hat{P} \hat{Q}\|_{F}\right)+\beta\left(\|\hat{P}\|_{F}+\|\hat{Q}\|_{F}\right)+\left(\gamma^{2}+\delta^{2}\right)^{1 / 2}}
$$

and $\mu_{P Q}(\hat{P}, \hat{Q})$ is given by

$$
\mu_{P Q}(\hat{P}, \hat{Q})=\frac{\alpha\left(\left\|\hat{P}^{2}\right\|_{F}+\|\hat{P} \hat{Q}\|_{F}\right)+\beta\left(\|\hat{P}\|_{F}+\|\hat{Q}\|_{F}\right)+\left(\gamma^{2}+\delta^{2}\right)^{1 / 2}}{\left(\alpha^{2}\left[\sigma_{\text {min }}^{2}\left(\hat{P}^{2}\right)+\sigma_{\text {min }}^{2}(\hat{P} \hat{Q})\right]+\beta^{2}\left[\sigma_{\text {min }}^{2}(\hat{P})+\sigma_{\text {min }}^{2}(\hat{Q})\right]+\gamma^{2}+\delta^{2}\right)^{1 / 2}}
$$

where $\sigma_{\text {min }}$ is the smallest singular value.
Proof. See the appendix here.
Again we have a "growth" (Kågström, 1994) or "amplification" (Higham, 1993) factor that measures by how much the backward error can exceed the relative residual. Examining $\mu_{P Q}(\hat{P}, \hat{Q})$ and following the analysis above, it follows that this factor can be arbitrarily larger than one, particularly if $\|\hat{P}\|_{F} \gg \sigma_{\text {min }}(\hat{P}),\|\hat{Q}\|_{F}$ to $\sigma_{\text {min }}(\hat{Q})$, or $\|\hat{P} \hat{Q}\|_{F}$ to $\sigma_{\min }(\hat{P} \hat{Q})$ - that is, this measures encapsulates all the measures from above. Having a single metric is, of course, a double edged sword, as it by itself us unable to pinpoint the source $P, Q$, or $P Q$. The different backward errors bounds are juxtaposed in table 1 and the both the analogue between the different measures as well as the joint measure being encompassing are readily apparent.
This joint backward error can be bounded by the individual relative residuals as follows

|  | Lower Bound | Upper Bound |  |
| :---: | :---: | :---: | :---: |
|  |  | Sharp | Weak |
| $P$ | $R R_{P}(\hat{P})$ | $\left\\|\left[\begin{array}{lll}\alpha \hat{P}^{2 \prime} \otimes I_{n_{y}} & \beta \hat{P}^{\prime} \otimes I_{n_{y}} & \gamma I_{n_{y^{2}}}\end{array}\right]^{+} \operatorname{vec}\left(R_{P}\right)\right\\|_{2}$ | $\frac{\alpha\left\\|\hat{P}^{2}\right\\|_{P}+\beta\\|\hat{P}\\|_{P^{+}}+\gamma}{\left(\alpha^{2} \sigma_{\text {min }}^{2}(\hat{P} 2)+\beta \sigma_{\text {min }}^{2}(\hat{P})+\gamma^{2}\right)^{1 / 2}} R R_{P}(\hat{P})$ |
| $Q_{1}$ | $R R_{Q_{1}}(\hat{Q})$ | $\left\\|\left[\begin{array}{ll} \phi \hat{Q}^{\prime} \otimes I_{n_{e}} & \delta I_{n_{y} \cdot n_{e}} \end{array}\right]^{+} \operatorname{vec}\left(R_{Q}\right)\right\\|_{2}$ | $\frac{\phi\\|\hat{Q}\\|_{F}+\delta}{\left(\phi^{2} \sigma_{\min }^{2}(\hat{Q})+\delta^{2}\right)^{1 / 2}} R R_{Q_{1}}(\hat{Q})$ |
| $Q_{2}$ | $R R_{Q_{2}}(\hat{Q})$ | $\left\\|\left[\begin{array}{lll} \alpha(\hat{P} \hat{Q})^{\prime} \otimes I_{n_{y}} & \beta \hat{Q}^{\prime} \otimes I_{n_{y}} & \delta I_{n_{y} \cdot n_{e}} \end{array}\right]^{+} \operatorname{vec}\left(R_{Q}\right)\right\\|_{2}$ | $\frac{\alpha\\|\hat{P} \hat{Q}\\|_{F}+\beta\\|\hat{Q}\\|_{F}+\delta}{\left(\alpha^{2} \sigma_{\text {min }}^{2}(\hat{P} \hat{Q})+\beta^{2} \sigma_{\text {min }}^{2}(\hat{Q})+\delta^{2}\right)^{1 / 2}} R R_{Q_{2}}(\hat{Q})$ |
| P, Q | $R R_{P Q}(\hat{P}, \hat{Q})$ | $\left\\|X^{+}\left[\begin{array}{l}\operatorname{vec}\left(R_{P}\right) \\ \operatorname{vec}\left(R_{Q}\right)\end{array}\right]\right\\|_{2}$ | $\left.\frac{\alpha\left(\left\\|\hat{P}^{2}\right\\|_{F}+\\|\hat{P} \hat{Q}\\|_{F}\right)+\beta\left(\\|\hat{P}\\|_{F}+\\|\hat{Q}\\|_{F}\right)+\left(\gamma^{2}+\delta^{2}\right)^{1 / 2}}{\left(\alpha^{2}\left[\sigma_{\text {min }}^{2}\left(\hat{P}^{2}\right)+\sigma_{\text {min }}^{2}(\hat{P} \hat{Q})\right]+\beta^{2}\left[\sigma_{\text {min }}^{2}(\hat{P})+\sigma_{\text {min }}^{2}(\hat{Q})\right]+\gamma^{2}+\delta^{2}\right)^{1 / 2}} R R_{P Q}(\hat{P}, \hat{Q})\right)$ |

Table 1. Backward Error Bounds for Linear DSGE Model Solutions

- $R_{P}$ and $R_{Q}$ are the residuals and $R R_{P}$, and $R R_{Q}, R R_{P Q}$ are the relative residuals of (5) and (6) respectively
- $\sigma_{\text {min }}(\cdot)$ is the smallest singular value
- $X=\left[\alpha\left[\begin{array}{c}P^{2 \prime} \\ Q^{\prime} P^{\prime}\end{array}\right] \otimes I_{n_{y}} \quad \beta\left[\begin{array}{c}P^{\prime} \\ Q^{\prime}\end{array}\right] \otimes I_{n_{y}}\right.$
$\gamma\left[\begin{array}{c}I_{n_{y}} \\ 0 \\ n_{e} \times n_{y}\end{array}\right] \otimes I_{n_{y}}$
$\delta$

Corollary 1 (Individual and Joint Backward Error of $P$ and Q)
The joint backward error $\eta_{P Q}(\hat{P}, \hat{Q})$ can be bounded by the individual relative residuals of $P$ and $Q$ by

$$
\max \left\{R R_{P}(\hat{P}), R R_{Q_{2}}(\hat{Q})\right\} \leq \eta_{P Q}(\hat{P}, \hat{Q}) \leq \sqrt{2} \max \left\{\mu_{P}(\hat{P}) R R_{P}(\hat{P}), \mu_{Q_{2}}(\hat{P}, \hat{Q}) R R_{Q_{2}}(\hat{Q})\right\}
$$

Proof. See the appendix here.

Hence the joint backward error is at least as large as the larger individual relative residual and can only be bounded above (up to a factor of $\sqrt{2}$ ) by the larger of the two individual upper bounds.

Having bounded the backward errors of the calculations of the solutions for linear DSGE models, I now turn to their condition numbers.
3.2. Condition Numbers for Linear DSGE Model Solutions. I now turn to the condition numbers for the solution of linear DSGE models. The condition number, as in the case of the linear model $A x=b$, measures the sensitivity of the solution, $x$, with respect to the data, $A$ and $b$. For linear DSGE models, we have not only the matrix form of the solution (or multiple right-hand sides) as a consideration, but also the nonlinearity in both the matrix quadratic for the transition matrix $P$ as well as in the impact matrix $Q$ through its dependence on $P$. Just as the condition number of $A$ plays a pivotal role for the conditioning of the linear problem $A x=b$, so too will the homogenous matrix coefficients in the two sets of equations that need to be solved for $P$ and $Q$. To take the structures of the resulting equations into account, I begin by laying out the separation between two matrix pencils, before using this to derive the conditions numbers for $P$ and $Q$.

For normwise perturbations in the parameter matrices

$$
\epsilon=\max \left\{\frac{\|\Delta A\|_{F}}{\alpha}, \frac{\|\Delta B\|_{F}}{\beta}, \frac{\|\Delta C\|_{F}}{\gamma}\right\}
$$

normwise relative perturbations in $P, \frac{\|\Delta P\|_{F}}{\|P\|_{F}}$, from the perturbed matrix quadratic equation

$$
(A+\Delta A)(P+\Delta P)^{2}+(B+\Delta B)(P+\Delta P)+C+\Delta C=0
$$

can be bounded to first order in $\epsilon$ as follows

## Theorem 5 (Condition Number of $P$ )

The relative perturbation in $P$ is bounded to first order in $\epsilon$ by

$$
\frac{\|\Delta P\|_{F}}{\|P\|_{F}} \leq \sqrt{3} \Psi_{P}(P) \epsilon+\mathscr{O}\left(\epsilon^{2}\right)
$$

where $\Psi_{P}(P)$, the condition number of $P$, is given by

$$
\Psi_{P}(P)=\left\|V^{-1}\left[\begin{array}{lll}
\alpha\left(P^{2}\right)^{\prime} \otimes I_{n_{y}} & \beta P^{\prime} \otimes I_{n_{y}} & \gamma I_{n_{y^{2}}}
\end{array}\right]\right\|_{2} /\|P\|_{F}
$$

where

$$
V=I_{n_{y}} \otimes(A P+B)+P^{\prime} \otimes A
$$

Proof. See the appendix here and Higham and Kim (2001), noting the different measurement of perturbations.

This sharp bound can be weakened to
Corollary 2 (Bound of Condition Number of $P$ )
The condition number of $P, \Psi_{P}(P)$, can be bounded by

$$
\Psi_{P}(P) \leq\left\|V^{-1}\right\|_{2} \frac{\alpha\left\|P^{2}\right\|_{F}+\beta\|P\|_{F}+\gamma}{\|P\|_{F}}=\Phi_{P}(P)
$$

with

$$
\left\|V^{-1}\right\|_{2}=\sigma_{\text {min }}^{-1}(V)=\operatorname{Sep}^{-1}[(A, A P+B),(I, P)]
$$

where $\sigma_{\text {min }}$ is the smallest singular value and Sep is the difference measure or separation between the pencils $(A,-(A P+B))$ and $(I, P)$.

Proof. See the appendix here.
The weaker bound $\Phi_{P}(P)$, which corresponds to a standard condition number bound as I demonstrated in the linear model example above, depends on $\left\|V^{-1}\right\|_{2}$, which corresponds here to the inverse of the smallest singular value of $V$. The sharper bound $\Psi_{P}(P)$ takes the interaction of coefficient, solution, and perturbed matrices via the special Kronecker structure into account, that $\Phi_{P}(P)$ does not. The weaker bound $\Phi_{P}(P)$ separates $V^{-1}$ is insightful as to the source of ill conditioning in $P$, whether the system in $V$ is well conditioned, and will be more easily computed, which is particularly useful for large models.

The smallest singular value behind the condition number is directly given by a concept that relates the underlying coefficient matrices in $V$, the pencil separation. Following

Stewart (1973), Stewart and Sun (1990, Theorems 2.3 and 2.5, pp. 233-234), and Demmel and Kågström (1987), the separation between two pencils $(A, B)$ and ( $C, D$ ) is given by

$$
\begin{equation*}
\operatorname{Sep}[(A, B),(C, D)] \equiv \min _{\|X\|_{F}=1}\|A X D-B X C\|_{F} \tag{71}
\end{equation*}
$$

which is applied to computing stable eigendecomposiitons in the references above. For Sylvester equations, $A X D-B X C=E$, the eigenvalues of these two pencils must form disjoint spectra, see Chu (1987) and Lan and Meyer-Gohde (2014) for its application to perturbation in DSGE models, and Higham (1993) and Kågström (1994) for its role in the sensitivity of the solution of Sylvester equations. The separation can be related to the minimal singular value of $V$ via the relationship between the Frobenius and Euclidean norms $\|X\|_{F}=\|\operatorname{vec}(X)\|_{2}$ and the relationship between the Kronecker product and columnwise vectorization $\operatorname{vec}(A B C)=\left(C^{\prime} \otimes A\right) \operatorname{vec}(B)$

$$
\begin{equation*}
\min _{\|X\|_{F}=1}\|A X D-B X C\|_{F}=\min _{\|\operatorname{vec}(X)\|_{2}=1}\left\|\left[\left(D^{\prime} \otimes A\right)-\left(C^{\prime} \otimes B\right)\right] \operatorname{vec}(X)\right\|_{2} \equiv \sigma_{\min }\left[\left(D^{\prime} \otimes A\right)-\left(C^{\prime} \otimes B\right)\right] \tag{72}
\end{equation*}
$$

which follows from the Kronecker refomulation of the Sylvester equation, $A X D-B X C=E$, to a standard linear system $Z x=v$ via $\left[\left(D^{\prime} \otimes A\right)-\left(C^{\prime} \otimes B\right)\right] \operatorname{vec}(X)=\operatorname{vec}(E)$.

For the specific DSGE problem in $P$ this is

$$
\begin{equation*}
\sigma_{\min }(V)=\operatorname{Sep}[(A,-(A P+B)),(I, P)] \tag{73}
\end{equation*}
$$

and hence this is the separation between two pencils $(A,-(A P+B))$ and $(I, P)$ is given by

$$
\begin{equation*}
\operatorname{Sep}[(A,-(A P+B)),(I, P)] \equiv \min _{\|X\|_{F}=1}\|A X P+(A P+B) X\|_{F} \tag{74}
\end{equation*}
$$

As proven by Lan and Meyer-Gohde (2014), (9) can be factored with a solvent $P$ as

$$
\begin{equation*}
M(\lambda) \equiv A \lambda^{2}+B \lambda+C=(A \lambda+A P+B)\left(I_{n y} \lambda-P\right) \tag{75}
\end{equation*}
$$

I.e. factoring the entire set of eigenvalues of the quadratic problem into those of the solvent $P$ and the remaining eigenvalues contained in $A \lambda+A P+B$. That is, two pencils above are the two pencils the union of whose spectra is the spectrum of the underlying DSGE problem. Following Chu (1987), these two pencils must form disjoint spectra for the Sylvester equation $A X P+(A P+B) X$ to be solvable. That the quantitites of pencil separation and disjoint spectra (eigenvalue separation) are related should be apparent. These two measures, however, can differ arbitrarily, see Stewart (1973, pp. 754-755) and the comparison later here, and the appropriate measure is the separation.

Following the approach for $P$ and beginning with $Q$ defined as in (64) through $F Q=-D$ where $F \equiv A P+B$ and for normwise perturbations

$$
\epsilon=\max \left\{\frac{\|\Delta F\|_{F}}{\phi}, \frac{\|\Delta D\|_{F}}{\delta}\right\}
$$

normwise relative perturbations in $Q, \frac{\|\Delta Q\|_{F}}{\|Q\|_{F}}$, from the perturbed linear equation

$$
(F+\Delta F)(Q+\Delta Q)+D+\Delta D=0
$$

can be bounded to first order in $\epsilon$ as follows
Theorem 6 (Condition Number of $Q$ via (64))
The relative perturbation in $Q$ is bounded to first order in $\epsilon$ by

$$
\frac{\|\Delta P\|_{F}}{\|P\|_{F}} \leq \sqrt{2} \Psi_{Q_{1}}(Q) \epsilon+\mathscr{O}\left(\epsilon^{2}\right)
$$

where $\Psi_{Q_{1}}(Q)$, the condition number of $Q$, is given by

$$
\left.\Psi_{Q_{1}}(Q)=\frac{\|\left(I_{n_{e}} \otimes F\right)^{-1}\left[\phi Q^{\prime} \otimes I_{n_{y}}\right.}{} \delta \delta I_{n_{e} n_{y}}\right] \|_{2}
$$

Proof. See the appendix here.
This sharp bound can be weakened to
Corollary 3 (Bound of Condition Number of $Q$ via (64))
The condition number of $Q, \Psi_{Q_{1}}(Q)$, can be bounded by

$$
\Psi_{Q_{1}}(Q) \leq\left\|F^{-1}\right\|_{2} \frac{\phi\|Q\|_{F}+\delta}{\|Q\|_{F}}=\Phi_{Q_{1}}(Q)
$$

where

$$
\left\|F^{-1}\right\|_{2}=\sigma_{\min }^{-1}(F)
$$

where $\sigma_{\text {min }}$ is the smallest singular value.
Proof. See the appendix here.
As above, the weaker bound $\Phi_{Q_{1}}(Q)$ relates the condition number to the condition of the linear system in $F$. This metric, however, treats $F$ as a primitive, which as $F \equiv A P+B$ is certainly is not. Hence this metric will generally miss sources of ill conditioning.

With $Q$ defined as in (64) through $F Q=-D$ but taking perturbations in $A, B$, and $P$ in the definition of $F \equiv A P+B$ into account via normwise perturbations

$$
\epsilon=\max \left\{\frac{\|\Delta P\|_{F}}{\xi}, \frac{\|\Delta A\|_{F}}{\alpha}, \frac{\|\Delta B\|_{F}}{\beta}, \frac{\|\Delta D\|_{F}}{\delta},\right\}
$$

normwise relative perturbations in $Q, \frac{\|\Delta Q\|_{F}}{\|Q\|_{F}}$, from the perturbed linear equation

$$
[(A+\Delta A)(P+\Delta P)+B+\Delta B](Q+\Delta Q)+D+\Delta D=0
$$

can be bounded to first order in $\epsilon$ as follows
Theorem 7 (Condition Number of $Q$ via (63))
The relative perturbation in $Q$ is bounded to first order in $\epsilon$ by

$$
\frac{\|\Delta P\|_{F}}{\|P\|_{F}} \leq \sqrt{4} \Psi_{Q_{2}}(Q) \epsilon+\mathscr{O}\left(\epsilon^{2}\right)
$$

where $\Psi_{Q_{2}}(Q)$, the condition number of $Q$, is given by

$$
\Psi_{Q_{2}}(Q)=\frac{\left\|\left(I_{n_{e}} \otimes(A P+B)\right)^{-1}\left[\begin{array}{llll}
\xi Q^{\prime} \otimes A & \alpha(P Q)^{\prime} \otimes I_{n_{y}} & \beta Q^{\prime} \otimes I_{n_{y}} & \delta I_{n_{e} n_{y}}
\end{array}\right]\right\|_{2}}{\|Q\|_{F}}
$$

Proof. See the appendix here.
This sharp bound can be weakened to
Corollary 4 (Bound of Condition Number of $Q$ via (63))
The condition number of $Q, \Psi_{Q_{2}}(Q)$, can be bounded by

$$
\Psi_{Q_{2}}(Q) \leq\left\|(A P+B)^{-1}\right\|_{2} \frac{\xi\|Q\|_{F}\|A\|_{F}+\alpha\|P\|_{F}\|Q\|_{F}+\beta\|Q\|_{F}+\delta}{\|Q\|_{F}}=\Phi_{Q_{2}}(Q)
$$

where

$$
\left\|(A P+B)^{-1}\right\|_{2}=\sigma_{\text {min }}^{-1}(A P+B)
$$

where $\sigma_{\text {min }}$ is the smallest singular value.
Proof. See the appendix here.
Comparing to the measures for $Q_{1}$ above, the leading smallest singular value contribution remains unchanged as $F \equiv A P+B$, so additional ill conditioning comes from the ill conditioning of $P$ but not through solving for $Q$.

Taking that $P$ itself is a function of $A, B$, and $C$ into account and considering normwise perturbations accordingly

$$
\epsilon=\max \left\{\frac{\|\Delta A\|_{F}}{\alpha}, \frac{\|\Delta B\|_{F}}{\beta}, \frac{\|\Delta C\|_{F}}{\gamma}, \frac{\|\Delta D\|_{F}}{\delta}\right\}
$$

relative normwise perturbations in $Q, \frac{\|\Delta Q\|_{F}}{\|Q\|_{F}}$, from the perturbed linear equation

$$
[(A+\Delta A)(P+\Delta P)+B+\Delta B](Q+\Delta Q)+D+\Delta D=0
$$

where $\Delta P$ satisfies

$$
(A+\Delta A)(P+\Delta P)^{2}+(B+\Delta B)(P+\Delta P)+C+\Delta C=0
$$

can be bounded to first order in $\epsilon$ as follows
Theorem 8 (Condition Number of $Q$ via (63) with Dependency of $P$ Taken into Account) The relative perturbation in $Q$ is bounded to first order in $\epsilon$ by

$$
\frac{\|\Delta P\|_{F}}{\|P\|_{F}} \leq \sqrt{4} \Psi_{Q_{3}}(Q) \epsilon+\mathscr{O}\left(\epsilon^{2}\right)
$$

where $\Psi_{Q_{3}}(Q)$, the condition number of $Q$, is given by

$$
\begin{aligned}
& \Psi_{Q_{3}}(Q)=\|\left[\alpha\left(Q^{\prime} \otimes I_{n_{y}}\right) V^{-1}\left(P^{\prime} \otimes I_{n_{y}}\right) \quad \beta\left(Q^{\prime} \otimes I_{n_{y}}\right) V^{-1} \quad \cdots\right. \\
& \left.-\gamma\left(Q^{\prime} \otimes(A P+B)^{-1} A\right) V^{-1} \quad \delta I_{n_{e}} \otimes(A P+B)^{-1}\right]\left\|_{2} /\right\| Q \|_{F}
\end{aligned}
$$

Proof. See the appendix here.
This sharp bound can be weakened to
Corollary 5 (Bound of Condition Number of $Q$ via (63) with Dependency of $P$ Taken into Account)
The condition number of $Q, \Psi_{Q_{3}}(Q)$, can be bounded by

$$
\begin{gathered}
\Psi_{Q_{3}}(Q) \leq\left\|V^{-1}\right\|_{2} \frac{\alpha\|Q\|_{F}\|P\|_{F}+\beta\|Q\|_{F}}{\|Q\|_{F}}+\left\|V^{-1}\right\|_{2}\left\|(A P+B)^{-1}\right\|_{2} \frac{\gamma\|Q\|_{F}\|A\|_{F}}{\|Q\|_{F}} \\
+\left\|(A P+B)^{-1}\right\|_{2} \frac{\delta}{\|Q\|_{F}}=\Phi_{Q_{3}}(Q)
\end{gathered}
$$

Proof. See the appendix here.
Notice now that in addition to the ill conditioning in $P$ treated as a data matrix for the problem that can affect the conditioning of $Q$ as captured above in $Q_{2}$, the problem in $P$ also affects the solving for $Q$, with now the smallest singular value of $V$ that entered in the conditioning analysis for $P$ is also present here in the condition number of $Q$. This is quite natural, as $P$ is not a primitive as is was treated in $Q_{2}$ above and ill conditioning of its solution will likely be translated to an ill conditioned solution of $Q$.

The weaker bounds for the condition numbers of $Q$ can be ranked as follows
Corollary 6 (Rankings of the Bounds of Condition Numbers of $Q$ )
The bounds on the condition numbers of $Q$ can be ranked by

$$
\Phi_{Q_{1}}(Q) \leq \Phi_{Q_{2}}(Q) \leq \Phi_{Q_{3}}(Q)
$$

Proof. See the appendix here.

This follows from the successive admission of $F$; then $A, B$, and $P$; and finally $A, B$, and $C$ as primitives in the problem in $Q$.

Instead of examining $P$ and $Q$ individually, we ca, consider the conditioning of the entire solution of the linear DSGE model. Hence, considering $P$ and $Q$ jointly via the matrix $\left[\begin{array}{ll}P & Q\end{array}\right]$ as a function of $A, B, C$, and $D$ and measuring perturbations normwise as

$$
\epsilon=\max \left\{\frac{\|\Delta A\|_{F}}{\alpha}, \frac{\|\Delta B\|_{F}}{\beta}, \frac{\|\Delta C\|_{F}}{\gamma}, \frac{\|\Delta D\|_{F}}{\delta}\right\}
$$

relative perturbations in $P$ and $Q, \frac{\left\|\left[\begin{array}{ll}\Delta & \Delta Q\end{array}\right]\right\|_{F}}{\left\|\left[\begin{array}{ll}P & Q\end{array}\right]\right\|_{F}}$, from the perturbed system

$$
\begin{aligned}
(A+\Delta A)(P+\Delta P)\left[\begin{array}{ll}
P+\Delta P & Q+\Delta Q
\end{array}\right] \\
+(B+\Delta B)\left[\begin{array}{ll}
P+\Delta P & Q+\Delta Q
\end{array}\right] \\
+\left[\begin{array}{ll}
C+\Delta C & D+\Delta D
\end{array}\right]=\left[\begin{array}{ll}
0 & 0
\end{array}\right]
\end{aligned}
$$

can be bounded to first order in $\epsilon$ as follows
Theorem 9 (Joint Condition Number of $P$ and $Q$ )
The relative perturbation in $\left[\begin{array}{ll}P & Q\end{array}\right]$ is bounded to first order in $\epsilon$ by

$$
\frac{\left\|\left[\begin{array}{ll}
\Delta P & \Delta Q
\end{array}\right]\right\|_{F}}{\left\|\left[\begin{array}{ll}
P & Q
\end{array}\right]\right\|_{F}} \leq \sqrt{4} \Psi_{P Q}(P, Q) \epsilon+\mathscr{O}\left(\epsilon^{2}\right)
$$

where $\Psi_{P Q}(P, Q)$, the condition number of $\left[\begin{array}{ll}P & Q\end{array}\right]$, is given by

$$
\Psi_{P Q}(P, Q)=\frac{\left\|W^{-1} X\right\|_{2}}{\left\|\left[\begin{array}{ll}
P & Q
\end{array}\right]\right\|_{F}}
$$

where

$$
W=I_{n_{y}+n_{e}} \otimes(A P+B)+\left[\begin{array}{cc}
P^{\prime} & 0 \\
& n_{y} \times n_{e} \\
Q^{\prime} & 0 \\
n_{e} \times n_{e}
\end{array}\right] \otimes A
$$

and

$$
X=\left[\alpha\left[\begin{array}{c}
P^{2 \prime} \\
Q^{\prime} P^{\prime}
\end{array}\right] \otimes I_{n_{y}} \quad \beta\left[\begin{array}{l}
P^{\prime} \\
Q^{\prime}
\end{array}\right] \otimes I_{n_{y}} \quad \gamma\left[\begin{array}{c}
I_{n_{y}} \\
0 \\
n_{e} \times n_{y}
\end{array}\right] \otimes I_{n_{y}} \quad \delta\left[\begin{array}{c}
0 \\
n_{y} \times n_{e} \\
I_{n_{e}}
\end{array}\right] \otimes I_{n_{y}}\right]
$$

Proof. See the appendix here.
This sharp bound can be weakened to

Corollary 7 (Bound of Joint Condition Number of $P$ and $Q$ )
The condition number of $\left[\begin{array}{ll}P & Q\end{array}\right], \Psi_{P Q}(P, Q)$, can be bounded by

$$
\Psi_{P Q}(P, Q) \leq\left\|W^{-1}\right\|_{2} \frac{\alpha\left(\left\|P^{2}\right\|_{2}+\|Q P\|_{2}\right)+\beta\left(\left\|P^{2}\right\|_{2}+\|Q\|_{2}\right)+\gamma+\delta}{\left\|\left[\begin{array}{ll}
P & Q
\end{array}\right]\right\|_{F}}=\Phi_{P Q}(P, Q)
$$

where

$$
\left\|W^{-1}\right\|_{2}=\sigma_{\text {min }}^{-1}(W)=\sigma_{\text {min }}^{-1}(V)=\left\|V^{-1}\right\|_{2}=\operatorname{Sep}^{-1}[(A P+B, A),(I, P)]
$$

where $\sigma_{\text {min }}$ is the smallest singular value and Sep is the difference measure between the pencils $(A P+B, A)$ and $(I, P)$.

Proof. See the appendix here.
The weaker bound shows that condition number of the entire problem rests on two components the conditioning of the underlying matrices $A, B, C$, and $D$, as summarized by the fraction in $\Phi_{P Q}(P, Q)$ and the inverse of the smallest singular value of $W$. The further development shows that this is the smallest singular value of $V$ and hence the conditioning of the entire linear DSGE model hinges on the conditioning of the quadratic problem in $P$.

Table 2 contains an overview of all the condition numbers - the stronger bounds all differ from their respective weaker bounds in that they consider the right hand or data matrices jointly with the left hand matrix. That is, they acknowledge the Kronecker structure while solving the problem that can lead to a canceling or amelioration of some conditioning problems that will be overlooked when splitting the two sides of the problem. Again, the weaker bound is useful in theory and practice due to its diagnostic perspective (I have shown that the smallest singular value of $W$ is identical to that of $V$ ) and is more easily computed numerically, especially advantageous for larger models.

### 3.3. Practical Forward Error Bounds for Linear DSGE Model Solutions. Of

 particular interest, especially to practitioners, is a measure of the accuracy of a calculated solution. That is, beyond measures and bounds of backward errors and condition numbers that reveal sources of numerical instabilities and errors in the problem being solved, we would like to know how accurate a given solution to the problem is. This is often called the a posteriori forward error bound, a posteriori in the sense of after having calculated a solution. I will derive such bounds for $P, Q$ - from the different perspectives on the primitives examined also above, as well as a for $[P Q]$ joint that summarizes accuracy
Table 2. Conditioning Number Bounds for Linear DSGE Model Solutions

in one measure. I will also provide two bounds, a tight bound and a weaker boud, with the weaker bound being useful for larger models where the tighter bound might be computationally prohibitive (see also the following section).

Beginning with the transition matrix $P$, we will take the residual to be the actual residual $A \hat{P}^{2}+B \hat{P}+C$ of the solution $\hat{P}$ produced by some solution method.
Corollary 8 (A Posteriori Forward Error Bounds of $P$ )
Let $\hat{P}$ be a computed solution to (5) with residual $R=A \hat{P}^{2}+B \hat{P}+C$, the forward error of $\hat{P}$ can be bounded as

$$
\begin{equation*}
\frac{\|\Delta P\|_{F}}{\|\hat{P}\|_{F}}=\frac{\left\|V^{-1} \operatorname{vec}(R)\right\|_{2}}{\|\hat{P}\|_{F}} \leq\left\|V^{-1}\right\|_{2} \frac{\|R\|_{F}}{\|\hat{P}\|_{F}} \tag{76}
\end{equation*}
$$

where $V=I_{n_{y}} \otimes(A P+B)+P^{\prime} \otimes A$.
Proof. Let $\Delta P=\hat{P}-P$, set $\Delta A=\Delta B=0$ and $\Delta C=R=A \hat{P}^{2}+B \hat{P}+C$, and invoke Theorem 5.

This reiterates the point made often above: a small residual need not be associated with a small error and indeed the same culprit behind a large condition number $\left\|V^{-1}\right\|_{2}$ can potentiate a small residual into a large error in $P$.

Now turning to $Q$ and starting with $Q_{1}$ that takes $F$ as a primitive, the residual is set to the residual associated with an actual numerical solution $\hat{Q}$.
Corollary 9 (A Posteriori Forward Error Bounds of $Q_{1}$ )
Let $\hat{Q}_{1}$ be a computed solution to (64) with residual $R=F \hat{Q}_{1}+D$, the forward error of $\hat{Q}_{1}$ can be bounded as

$$
\begin{equation*}
\frac{\|\Delta Q\|_{F}}{\|\hat{Q}\|_{F}}=\frac{\left\|\left(I_{n_{e}} \otimes F^{-1}\right) \operatorname{vec}(R)\right\|_{2}}{\|\hat{Q}\|_{F}} \leq\left\|F^{-1}\right\|_{2} \frac{\|R\|_{F}}{\|\hat{Q}\|_{F}} \tag{77}
\end{equation*}
$$

Proof. Let $\Delta Q=Q-\hat{Q}_{1}$, set $\Delta F=0$ and $\Delta D=R=F \hat{Q}+D$, and invoke Theorem 6.
Here I relax the assumption that $F$ is a primitive and consider $F$ 's dependency on $A, B$, and $\hat{P}$ when assessing $\hat{Q}$

Corollary 10 (A Posteriori Forward Error Bounds of $Q_{2}$ )
Let $\hat{Q}_{2}$ be a computed solution to (63) with residual $R=(A \hat{P}+B) \hat{Q}_{2}+D$, the forward error of $\hat{Q}_{2}$ can be bounded as

$$
\begin{equation*}
\frac{\|\Delta Q\|_{F}}{\|\hat{Q}\|_{F}}=\frac{\left\|\left(I_{n_{e}} \otimes(A \hat{P}+B)^{-1}\right) \operatorname{vec}(R)\right\|_{2}}{\|\hat{Q}\|_{F}} \leq\left\|(A \hat{P}+B)^{-1}\right\|_{2} \frac{\|R\|_{F}}{\|\hat{Q}\|_{F}} \tag{78}
\end{equation*}
$$

Proof. Let $\Delta Q=Q-\hat{Q}_{2}$, set $\Delta A=\Delta B=\Delta P=0$ and $\Delta D=R=(A \hat{P}+B) \hat{Q}+D$, and invoke Theorem 7.

Notice that these first two bounds on $\hat{Q}$ are identical. As the $\hat{P}$ used in $F$ and for the residual is taken at face value, the difference is in name only, as I sumamrize in the following
Corollary 11 (Equivalence of the A Posteriori Forward Error Bounds of $Q_{1}$ and $Q_{2}$ ) The bounds in (77) and (78) are identical for $F=A \hat{P}+B$.

Proof. Inspection.
Now I calculate forward error bounds on $\hat{Q}$ that takes the forward error of $\hat{P}$ used in the calculation of $F$ into account

Corollary 12 (A Posteriori Forward Error Bounds of $Q_{3}$ )
Let $\hat{Q}_{3}$ be a computed solution to (63) with residual $R_{Q}=((A \hat{P}+B) \hat{Q}+D) \hat{Q}_{3}+D$, with $\hat{P}$ a computed solution to (5) with residual $R_{P}=A \hat{P}^{2}+B \hat{P}+C$, the forward error of $\hat{Q}_{3}$ can be bounded as

$$
\begin{align*}
\frac{\|\Delta Q\|_{F}}{\|\hat{Q}\|_{F}} & \leq\left\|\left(\hat{Q}^{\prime} \otimes\left[(A \hat{P}+B)^{-1} A\right]\right) V^{-1} \operatorname{vec}\left(R_{P}\right)-\left(I_{n_{e}} \otimes(A \hat{P}+B)^{-1}\right) \operatorname{vec}\left(R_{Q}\right)\right\|_{2} /\|\hat{Q}\|_{F}  \tag{79}\\
& \leq\left\|(A \hat{P}+B)^{-1}\right\|_{2}\left(\frac{\left\|R_{Q}\right\|_{F}}{\|\hat{Q}\|_{F}}+\left\|V^{-1}\right\|_{2}\|A\|_{2}\left\|R_{P}\right\|_{F}\right) \tag{80}
\end{align*}
$$

where $V=I_{n_{y}} \otimes(A P+B)+P^{\prime} \otimes A$.
Proof. Let $\Delta Q=Q-\hat{Q}_{3}$; set $\Delta A=\Delta B=0, \Delta C=R_{P}=A \hat{P}^{2}+B \hat{P}+C$, and $\Delta D=R_{Q}=$ $(A \hat{P}+B) \hat{Q}+D$; and invoke Theorem 8. Details in the appendix here.

As would be expected, the error from $\hat{P}$ affects the error of $\hat{Q}$ through $A$, as $P$ enters $F$ through $A P$. The error of $\hat{P}$ is governed by $\left\|V^{-1}\right\|_{2}$ as it is above.

Note that this can serve only to increase the looser of the bounds, as this bound considers the sources of errors separately
Corollary 13 (Comparison of the Upper A Posteriori Forward Error Bounds of $Q_{1}, Q_{2}$, and $Q_{3}$ )
The upper bound in (79) is strictly larger than the upper bounds in (77) and (78) for $\hat{P}$ calculated with finite precision.

Proof. For $\|\hat{P}\|>0,\left\|V^{-1}\right\|_{2}\|A\|_{2}\left\|R_{P}\right\|_{F}>0$ and the result follows by inspection.
Now I bound the forward error of the entire problem by considering forward error bounds on the joint problem of $\left[\begin{array}{ll}P & Q\end{array}\right]$

Corollary 14 (A Posteriori Forward Error Bounds of $\left[\begin{array}{ll}P & Q\end{array}\right]$ ) Let $\left[\begin{array}{ll}\hat{P} & \hat{Q}\end{array}\right]$ be a computed solution to (5) and (6) with residuals $R_{P}=A \hat{P}^{2}+B \hat{P}+C$ and $R_{Q}=(A \hat{P}+B) \hat{Q}+D$, the forward error of $\left[\begin{array}{ll}\hat{P} & \hat{Q}\end{array}\right]$ can be bounded as

$$
\begin{align*}
\frac{\left\|\left[\begin{array}{ll}
\Delta P & \Delta Q
\end{array}\right]\right\|_{F}}{\left\|\left[\begin{array}{ll}
\hat{P} & \hat{Q}
\end{array}\right]\right\|_{F}} & =\frac{\left\|W^{-1}\left[\left[\begin{array}{l}
I \\
0
\end{array}\right] \otimes I\left[\begin{array}{l}
0 \\
I
\end{array}\right] \otimes I\right] \operatorname{vec}\left(\left[\begin{array}{ll}
R_{P} & R_{Q}
\end{array}\right]\right)\right\|_{2}}{\left\|\left[\begin{array}{ll}
\hat{P} & \hat{Q}
\end{array}\right]\right\|_{F}}  \tag{81}\\
& \leq\left\|W^{-1}\right\|_{2} \frac{\left\|\left[\begin{array}{ll}
R_{P} & R_{Q}
\end{array}\right]\right\|_{F}}{\left\|\left[\begin{array}{ll}
\hat{P} & \hat{Q}
\end{array}\right]\right\|_{F}}=\left\|V^{-1}\right\|_{2} \frac{\left\|\left[\begin{array}{ll}
R_{P} & R_{Q}
\end{array}\right]\right\|_{F}}{\left\|\left[\begin{array}{ll}
\hat{P} & \hat{Q}
\end{array}\right]\right\|_{F}} \tag{82}
\end{align*}
$$

where $W=I_{n_{y}+n_{e}} \otimes(A P+B)+\left[\begin{array}{cc}P^{\prime} & 0 \\ & n_{y} \times n_{e} \\ Q^{\prime} & 0 \\ n_{e} \times n_{e}\end{array}\right] \otimes A$ and $V=I_{n_{y}} \otimes(A P+B)+P^{\prime} \otimes A$.
Proof. Let $\Delta P=P-\hat{P}$ and $\Delta Q=Q-\hat{Q}$; set $\Delta A=\Delta B=0$ and $\left[\begin{array}{ll}\Delta C & \Delta D\end{array}\right]=\left[\begin{array}{ll}R_{P} & R_{Q}\end{array}\right]$; and invoke Theorem 9 and Corollary 7.

As was the case above for the condition number, the looser bound on the joint problem is driven by the same potentiating factor as for the problem $\hat{P}$ alone, $\left\|V^{-1}\right\|_{2}$. This provides an explanation (at least out to the complete solution at first order, though the equations in all higher order parameters of a nonlinear perturbation solve linear equations analogous to that in $Q$ here, see Lan and Meyer-Gohde (2014)) of the centrality of the accuracy of the quadratic problem in $P$ for the entire solution as pointed out by Anderson, Levin, and Swanson (2006). The relation between the different measures can be more readily see in their juxtaposition in table 3. I now turn to the actual computation of these measures - recall the weaker bounds are useful in that they do not require the solution of the large Kronecker systems in $V, F$, or $W$, but only require the smallest singular value or underlying pencil separation.

### 3.4. Numerical Considerations in Calculating the Error Bounds and Condition-

ing Numbers. Given that the calculations above for determining the accuracy of the solution to (5) and (6) involve calculations such as solving systems in the square of the dimension (via the Kronecker product) of $P$ and $Q$ of singular values that are arguably as complicated as the calculations involved in the solution such as eigenvalues being evaluated, one might ask how accurate the evaluations of the accuracy themselves are. Demmel (1987) and Higham (1995) address this directly, establishing that the condition

|  | Sharp Bound | Weak Bound |
| :---: | :---: | :---: |
| $P$ | $\left\\|V^{-1} \operatorname{vec}\left(R_{P}\right)\right\\|_{2} /\\|\hat{P}\\|_{F}$ | $\left\\|V^{-1}\right\\|_{2}\left\\|R_{P}\right\\|_{F} /\\|\hat{P}\\|_{F}$ |
| $Q_{1}$ | $\left\\|\left(I_{n_{e}} \otimes F^{-1}\right) \operatorname{vec}\left(R_{Q}\right)\right\\|_{2} /\\|\hat{Q}\\|_{F}$ | $\left\\|F^{-1}\right\\|_{2}\left\\|R_{Q}\right\\|_{F} /\\|\hat{Q}\\|_{F}$ |
| $Q_{2}$ | $\left\\|\left(I_{n_{e}} \otimes(A \hat{P}+B)^{-1}\right) \operatorname{vec}\left(R_{Q}\right)\right\\|_{2} /\\|\hat{Q}\\|_{F}$ | $\left\\|(A \hat{P}+B)^{-1}\right\\|_{2}\left\\|R_{Q}\right\\|_{F} /\\|\hat{Q}\\|_{F}$ |
| Q3 | $\left\\|\left(\hat{Q}^{\prime} \otimes\left[(A \hat{P}+B)^{-1} A\right]\right) V^{-1} \operatorname{vec}\left(R_{P}\right)-\left(I_{n_{e}} \otimes(A \hat{P}+B)^{-1}\right) \operatorname{vec}\left(R_{Q}\right)\right\\|_{2} /\\|\hat{Q}\\|_{F}$ | $(A \hat{P}+B)^{-1} \\|_{2}\left(\frac{\left\\|R_{Q}\right\\|_{F}}{\\|\hat{Q}\\|_{F}}+\left\\|V^{-1}\right\\|_{2}\\|A\\|_{2}\left\\|R_{P}\right\\|_{F}\right)$ |
| $\left[\begin{array}{ll}P & Q\end{array}\right]$ | $\left\\|W^{-1}\left[\left[\begin{array}{l}I \\ 0\end{array}\right] \otimes I \quad\left[\begin{array}{l}0 \\ I\end{array}\right] \otimes I\right] \operatorname{vec}\left(\left[\begin{array}{ll}R_{P} & R_{Q}\end{array}\right]\right)\right\\|_{2} /\left\\|\left[\begin{array}{ll}\hat{P} & \hat{Q}\end{array}\right]\right\\|_{F}$ | $\left\\|V^{-1}\right\\|_{2}\left\\|\left[\begin{array}{ll}R_{P} & R_{Q}\end{array}\right]\right\\|_{F} /\left\\|\left[\begin{array}{ll}\hat{P} & \hat{Q}\end{array}\right]\right\\|_{F}$ |

Table 3. Practical Forward Error Bounds for Linear DSGE Model Solutions

[^13]number of the conditioning number is the condition number - i.e. the sensitivity of the calculation of the condition number is of the same order as the condition number calculated. That is, while the condition number, like the numerical problem being addressed, is not calculated with infinite precision, the numerically calculated condition number accurately reflects the actual condition number in the sense that the numerical errors in its calculation are not of a greater magnitude than the calculated condition number.

For larger models, direct calculation of even the practical froward error bounds above might not be feasible as they involve solving linear systems with and calculating singular values of $V$ which is an $n_{y}^{2} \times n_{y}^{2}$ matrix. ${ }^{17}$ Note that $V=I_{n_{y}} \otimes(A P+B)+P^{\prime} \otimes A$ is a Sylvester operator and the quantity $V^{-1} \operatorname{vec}(R)$ used above can be obtained as $\operatorname{vec}(X)$ where $X$ solves the following

$$
\begin{equation*}
(A P+B) X+A X P=R \tag{83}
\end{equation*}
$$

As laid out above when deriving the condition numbers of $P$, the smallest singular value of a Sylvester operator is related to the associated pencils via $\sigma_{\text {min }}\left[\left(P^{\prime} \otimes A\right)+(I \otimes(A P+B))\right]=\operatorname{Sep}[(A,-(A P+B)),(I, P)]$. Hence, solving for $X$ numerically and calculating the conditioning of the system will give the required quantities. I employ the algorithm of Gardiner, Laub, Amato, and Moler (1992), Gardiner, Wette, Laub, Amato, and Moler (1992), and Hopkins (2002) - ACM Algorithm 705 - which solves for $X$ using a generalized Hessenberg-Schur algorithm directly on the Sylvester equation above. ${ }^{18}$ However, emerging algorithms from Köhler (2021) and Köhler (2022) will likely replace this algorithm going forward.
3.5. Numerical Insights into Generalized Schur or QZ Decompositions. The generalized Schur or QZ based methods from section 2 are eigenvalue based methods, with the triangular structure of the factorizations revealing the eigenvalues of the underlying inflated matrix pencil. Studies concerning the numerical robustness of generalized eigenvalue problems date back at least to Stewart (1972) and Wilkinson (1979), who provided examples of essentially arbitrary results from the QZ algorithm in the presence of nearly singular pencils, i.e., violation of the regularity assumption above. The computation of eigenvalues numerically is likewise subject to finite precision, Hammarling, Munro, and

[^14]Tisseur (2013) provide a comprehensive study on improving the accuracy of quadratic eigenvalue problems. Anguas, Bueno, and Dopico (2019) provides a comparison of different conditioning numbers for the eigenvalues of matrix polynomials and conditioning numbers of polynomial eiqenvalues can be obtained via eigenvalues for perturbations of the polynomial or pseudospectra (see Tisseur and Higham, 2001; Higham and Tisseur, 2002). Specifically, Tisseur and Higham (2001), Mengi and Overton (2005), and Michiels, Green, Wagenknecht, and Niculescu (2006) apply pseudospectra to stability radii in continuous-time applications.

While an obvious method to assess the accuracy of a numerical eigenvalue $\lambda$ if a symbolic or analytic value is available would be

$$
\begin{equation*}
\max (|\Delta e i g|) \equiv \max \left(\left|\lambda_{\text {symbolic }}-\lambda_{\text {method }}\right|\right) \tag{84}
\end{equation*}
$$

or some other distance measure such as the chordal distance, the pseudospectrum can provide insight into the necessary count and unit-circle separation of eigenvalues for saddle-path stability in the absence of such symbolic or analytic value. Specifically, the pseudospectrum provides a perturbed analog to the spectrum or set of eigenvalues/latent roots of (9) and (10)

$$
\begin{align*}
& \rho_{\epsilon}(M)=\{\lambda \in \mathbb{C}:(M(\lambda)+\Delta M(\lambda)) x=0 \text { for some } x \neq 0 \text { and } \Delta M(\lambda)  \tag{85}\\
& \text { with } \left.\|\Delta A\| \leq \epsilon \alpha_{A},\|\Delta B\| \leq \epsilon \alpha_{B},\|\Delta C\| \leq \epsilon \alpha_{C}\right\} \tag{86}
\end{align*}
$$

where $\Delta M(\lambda)$ represents the perturbation of the quadratic ${ }^{19}$

$$
\begin{equation*}
\Delta M(\lambda) \equiv \Delta A \lambda^{2}+\Delta B \lambda+\Delta C \tag{87}
\end{equation*}
$$

and the $\alpha_{i}$ 's control the perturbation, which are set as $\alpha_{X}=|X|$ using the 2 -norm following Tisseur (2000). As shown in Tisseur and Higham (2001), this 2-norm definition of the pseudopectrum corresponds to the backward errors of the eigenvalues.

As proven in Tisseur (2000), while the QZ or generalized Schur algorithm is numerically stable for the generalized eigenvalue problem (Stewart, 1972), this is not the case for the quadratic eigenvalue problem, as it does not respect the structure of the latter. To see this, first define the pseudospectrum of (13) analogous to above

$$
\begin{array}{r}
\rho_{\epsilon}\left(P_{F G}\right)=\left\{\lambda \in \mathbb{C}:\left(P_{F G}(\lambda)+\Delta P_{F G}(\lambda)\right) x=0 \text { for some } x \neq 0 \text { and } \Delta P_{F G}(\lambda)\right. \\
\text { with } \left.\|\Delta F\| \leq \epsilon \alpha_{F},\|\Delta G\| \leq \epsilon \alpha_{G}\right\} \tag{89}
\end{array}
$$

[^15]comparing the perturbations involved in (88) with (85)
\[

$$
\begin{align*}
\Delta P_{F G}(\lambda) & \equiv \Delta F \lambda-\Delta G=\left[\begin{array}{ll}
\Delta F_{11} & \Delta F_{12} \\
\Delta F_{21} & \Delta F_{22}
\end{array}\right] \lambda-\left[\begin{array}{cc}
\Delta G_{11} & \Delta G_{12} \\
\Delta G_{21} & \Delta G_{22}
\end{array}\right]  \tag{90}\\
& \neq\left(\left[\begin{array}{cc}
I_{n_{y}} & 0_{n_{y} \times n_{y}} \\
0_{n_{y} \times n_{y}} & \Delta A
\end{array}\right] \lambda-\left[\begin{array}{cc}
0_{n_{y} \times n_{y}} & I_{n_{y}} \\
-\Delta C & -\Delta B
\end{array}\right]\right)\left[\begin{array}{c}
I_{n_{y}} \\
I_{n_{y}} \lambda
\end{array}\right]=\left[\begin{array}{c}
0 \\
\Delta M(\lambda)
\end{array}\right] \tag{91}
\end{align*}
$$
\]

Inspection underscores that, in general, perturbations of the QZ or generalized Schur of the companion linearization (12) do not respect the specific structure in the underlying matrix quadratic problem (5). That is, while the backward stability requires the admission of arbitrary (though bounded, see the definition of the pseudospectrum above) $\Delta F_{i j}$ and $\Delta G_{i j}$, the companion linearization mandates that $\Delta F_{12}, \Delta F_{21}$, and $\Delta G_{11}$ must be zero (i.e., no perturbation is admissible here) and $\Delta F_{11}$ and $\Delta G_{12}$ must have unit ( $I_{n_{y}}$ ) perturbations for the structure of the QZ problem to still represent the quadratic eigenvalue problem under numerical perturbations. This is obviously a source on tension between the QZ algorithm and the solution of the quadratic eigenvalue problem and Tisseur (2000) proves that this tension precisely leads to the QZ algorithm no longer being backward stable for the quadratic eigenvalue problem and hence, by extension as the solution of the matrix quadratic problem cast in terms of the QZ algorithm is numerically analogous to the quadratic eigenvalue problem following, e.g., Higham and Kim (2000), will not be backward stable for the matrix quadratic problem.
3.6. Existing Error Checks. The DSGE literature and existing linear implementations of course is not devoid of error and accuracy checks. These, however, are either residual based or eigenvalue based. Both are insufficient given the results above as I will now address.

As reviewed in section 2, the DSGE literature generally seeks solutions $P$ and $Q$ as a unique $P$ with eigenvalues inside the closed unit circle. Hence of the $2 n_{y}$ latent roots $\lambda$ in (9), there are $n_{y}$ inside (or on) and $n_{y}$ outside the unit circle and the former are used to construct $P \in \mathbb{R}^{n_{y} \times n_{y}}$ such that $M(P)=0$ and $|e i g(P)| \leq 1$. The generalized Bézout theorem, e.g., Lan and Meyer-Gohde (2014), which states that a lambda-matrix divided on the right by a binomial in a matrix has as a remainder the matrix polynomial associated with the lambda-matrix evaluated at the matrix of the binomial. ${ }^{20}$ For the matrix quadratic here

[^16]this yields the factorization
\[

$$
\begin{equation*}
M(\lambda)=(A \lambda+A P+B)\left(I_{n y} \lambda-P\right) \tag{92}
\end{equation*}
$$

\]

If there is a unique stable solution, then the pencil ( $I_{n y}, P$ ) contains eigenvalues only inside or on the unit circle and the pencil $(A,-(A P+B))$ contains only eigenvalues only outside the unit circle. Hence, the matrices/Sylvester operators $V, F$, and $W$ that are the cornerstones of the condition numbers above are nonsingular, as the main theorem of Chu (1987) that requires the disjoint spectra (or sets of eigenvalues) for these pencils applies.

A natural assumption would be that the closer these spectra are, the closer $V, F$, and $W$ are to being singular and, hence, the more ill conditioned a DSGE model is, the larger the practical forward error bounds are, and, finally, the less accurate the solution produced by a numerical algorithm is likely to be. Indeed those algorithms from above that implement some numerical check do exactly this (qz_criterium in Dynare, TOL in Uhlig's (1999) Toolkit and div in Sims's (2001) Gensys) if any unstable eigenvalue comes too close to the unit circle, implying that the smallest possible distance between the moduli of elements of the two spectra.

Unfortunately, this is insufficient as the distance between the two spectra is measured by the distance or separation between the two pencils as demonstrated by the results above and these two measures can differ arbitrarily, a result well established in the numerical literature. The bounds on the condition numbers are scaled by $\left\|V^{-1}\right\|_{2},\left\|F^{-1}\right\|_{2}$, and $\left\|W^{-1}\right\|_{2}$, which correspond to the inverses of their lowest singular values. For $V=I_{n_{y}} \otimes(A P+B)+P^{\prime} \otimes A$ this is $\operatorname{Sep}^{-1}[(A, A P+B),(I, P)]$. Note that the two pencils in the difference measure are precisely the two pencils whose spectra must be disjoint. A recent and succinct presentation of the difference between the pencil and spectra separation is given by Chen and Lv's (2018) Theorem 2.3

$$
\begin{equation*}
\operatorname{Sep}[(A, B),(C, D)] \leq \min _{i=1,2, \ldots, n_{y} ; j=1,2, \ldots, n_{y}}\left|\alpha_{i} \delta_{j}-\beta_{i} \gamma_{j}\right| \tag{93}
\end{equation*}
$$

where $\alpha_{i}=\lambda_{i} \beta_{i}$ and $\gamma_{j}=\mu_{j} \delta_{j}$ are the generalized (extended to "infinite" eigenvalues) of the pencils $(A, B)$ and $(C, D)$ respectively. This by itself is not conclusive, but equality only holds for definite matrix pairs, see Stewart and Sun (1990), with positive definite $A$ and $B$ will all eigenvalues real and semi simple, obviously not generic properties in DSGE models. Stewart (1973, pp. 754-755) demonstrates how disconnected the pencil and spectra separation can be: scaling $A, B, C$, and $D$ all with $\sigma \neq 0$ leaves the eigenvalues
unchanged, $\sigma \alpha_{i}=\lambda_{i} \sigma \beta_{i} \Leftrightarrow \alpha_{i}=\lambda_{i} \beta_{i}$, but scales the pencil separation

$$
\begin{equation*}
\operatorname{Sep}[(\sigma A, \sigma B),(\sigma C, \sigma D)]=\sigma \operatorname{Sep}[(A, B),(C, D)] \tag{94}
\end{equation*}
$$

Varah (1979) provides several examples how "incredibly small" this pencil separation can be and emphasize that "it is extremely important to realize that Sep can be very small even though the eigenvalues [...] are well separated." In sum, current implementations of (Moler and Stewart, 1973) QZ missed the contemporaneous work by one of the same authors, Stewart (1973), that would have pointed them away from the eigenvalue separation towards the pencil separation that shows up here. The consequences of this will be seen in the examples that follow.

The DSGE literature also has several measures to characterize the accuracy of a solution that are usually applied in the context of a nonlinear model. The two most prominent are Judd's (1998) Euler equation errors and the Haan and Marcet (1994) test and both of these statistics are residual based measures. Judd's (1998) Euler equation error statistic calculates the average or maximal one-step error in, say, the $h$ 'th equation of the nonlinear model (1) from using some approximation $\hat{y}_{t}=\hat{y}\left(y_{t-1}, \varepsilon_{t}\right)$ to the solution (2) over some range of the state space $y_{t-1} \times \varepsilon_{t}{ }^{21}$

$$
\begin{equation*}
N L E E_{h}\left(y_{t-1}, \varepsilon_{t}\right)=E_{t}\left[f_{h}\left(\hat{y}\left(\hat{y}\left(y_{t-1}, \varepsilon_{t}\right), \varepsilon_{t+1}\right), \hat{y}\left(y_{t-1}, \varepsilon_{t}\right), y_{t-1}, \varepsilon_{t}\right)\right] \tag{95}
\end{equation*}
$$

Instead of this nonlinear measure, let us use the same method in the linear model (3) to assess the accuracy of different linear solutions $\hat{y}_{t}=\hat{P} y_{t-1}+\hat{Q} \varepsilon_{t}$

$$
\begin{align*}
L E E\left(y_{t-1}, \varepsilon_{t}\right) & =A E_{t}\left[\hat{P}\left(\hat{P} y_{t-1}+\hat{Q} \varepsilon_{t}\right)+\hat{Q} \varepsilon_{t+1}\right]+B\left(\hat{P} y_{t-1}+\hat{Q} \varepsilon_{t}\right)+C y_{t-1}+D \varepsilon_{t}  \tag{96}\\
& =A \hat{Q} E_{t}\left[\varepsilon_{t+1}\right]+\left(A \hat{P}^{2}+B \hat{P}+C\right) y_{t-1}+(A \hat{P} \hat{Q}+B \hat{Q}+D) \varepsilon_{t} \tag{97}
\end{align*}
$$

As $E_{t}\left[\varepsilon_{t+1}\right]$, the measure, likewise for any row $h$, entirely reflects the residuals of $0=$ $A P^{2}+B P+C$ for (5) and of $0=(A P+B) Q+D$ in (6) and (63). As proven in Theorems 1 through 4 above, small residuals do not imply small backward errors (and, hence, forward errors). This is essential, as the relevant measure of accuracy is the forward error, which, in terms of the linear policy function, is

$$
\begin{equation*}
F E\left(y_{t-1}, \varepsilon_{t}\right)=\hat{y}_{t}-y_{t}=(\hat{P}-P) y_{t-1}+(\hat{Q}-Q) \varepsilon_{t} \tag{98}
\end{equation*}
$$

[^17]Although making small one-step ahead prediction mistakes with an approximated solution method is without question important, the direct measure of $\hat{y}_{t}-y_{t}$ is of even more obvious importance if such a measure is available. This measure is provided by the foregoing analysis (and are simply weighted by values in the state space $y_{t-1} \times \varepsilon_{t}$ above).

The Haan and Marcet (1994) test is similar in that it also is residual based and, hence, is subject to the same criticism. To see this, define the simulation residuals as

$$
\begin{equation*}
S N L R_{t+1}=f\left(\hat{y}_{t+1}, \hat{y}_{t}, \hat{y}_{t-1}, \varepsilon_{t}\right) \tag{99}
\end{equation*}
$$

where the model is simulated using a sequence $\varepsilon_{t_{t=1}}^{T}$ of draws (also some initial value for the state $y_{0}$, but after an appropriate burn-in this should be irrelevant) and an approximated solution $\hat{y}_{t}=\hat{y}\left(y_{t-1}, \varepsilon_{t}\right)$. Choosing some $n_{z}$ vector of simulated instruments, $z_{t}$, measurable with respect to the information set at $t$, then it must hold that $E\left[S R_{t+1} \otimes z_{t}\right]=0$ which has simulated counterpart

$$
\begin{equation*}
S N L R_{T}=\frac{1}{T} \sum_{t=1}^{T} f\left(\hat{y}_{t+1}, \hat{y}_{t}, \hat{y}_{t-1}, \varepsilon_{t}\right) \otimes z_{t} \tag{100}
\end{equation*}
$$

and an estimate $N L \Omega_{T}$ of the variance of $S N L R_{T}$, Haan and Marcet (1994) give the test statistic

$$
\begin{equation*}
J_{T}=T S N L R_{T}^{\prime} N L \Omega_{T}^{-1} S N L R_{T} \tag{101}
\end{equation*}
$$

which is asymptotically distributed $\chi^{2}$ with $n_{z} n_{y}$ degrees of freedom. Consider now the linear counterpart

$$
\begin{align*}
S L R_{t+1} & =A \hat{Q} \varepsilon_{t+1}+\left(A \hat{P}^{2}+B \hat{P}+C\right) \hat{y}_{t-1}+(A \hat{P} \hat{Q}+B \hat{Q}+D) \varepsilon_{t}  \tag{102}\\
& =A \hat{Q} \varepsilon_{t+1}+(A \hat{P} \hat{Q}+B \hat{Q}+D) \varepsilon_{t}+\left(A \hat{P}^{2}+B \hat{P}+C\right)\left(\hat{Q} \varepsilon_{t-1}+\hat{P} \hat{Q} \varepsilon_{t-2}+\ldots\right. \tag{103}
\end{align*}
$$

Taking, without loss of generality, any $\varepsilon_{t-j}, j \geq 0$ as the instrument $z_{t}, E\left[S R_{t+1} \otimes z_{t}\right]=0$ requires

$$
E\left[S R_{t+1} \otimes z_{t}\right]=0 \Rightarrow \begin{cases}(A \hat{P}+B) \hat{Q}+D=0 & j=0  \tag{104}\\ A \hat{P}^{2}+B \hat{P}+C=0 & \text { otherwise }\end{cases}
$$

like the Euler equation errors above, this measure also operates on the residuals of $0=A P^{2}+B P+C$ for (5) and of $0=(A P+B) Q+D$ in (6) and (63) and again the same criticism applies.

## 4. Applications

I now turn to two sets of applications to investigate the numerical stability of the different methods, QZ- and non-QZ-based, from section 2 in solving several DSGE models. The first comprises three specific models with specific parameterizations: two productionbased asset pricing models, with the production side following standard real business cycle models (Kydland and Prescott, 1982; King and Rebelo, 1999) and habit formation (external and internal) on the part of households following, e.g., Constantinides (1990); Campbell and Cochrane (1999); Campbell (2003), and the medium-scale moentary model of Smets and Wouters (2007). The first model is particularly simple, with only external habit formation added in deviation from standard real business cycle analyses. This choice is made as symbolic solutions of the unknowns in the linearized model are available. The second is the model of Jermann (1998), which features internal habit formation and adjustment costs in the capital accumulation equation and the third is a policy relevant New Keynesian model featuring numerous shocks and frictions. The resulting linearized models for the latter two do not admit reliable symbolic solutions, so analyses of numerical solutions must rely on the numerical diagnostics developed above in section 3. I demonstrate errors of economic significance in all three models with existing QZ methods from the literature and demonstrate that my methods reliably detect these errors and provide the warning missing from the existing methods.

Having established that errors of economic significance can occur in standard solution methods of linear DSGE model, the second set takes a first pass at addressing how prevalent such errors in the literature might be. The first exercise implements the backward error and condition number measures from above in a database of roughly 100 different macroeconomic models from the literature, the suite of models in the Macroeconomic Model Data Base (MMB) (see Wieland, Cwik, Müller, Schmidt, and Wolters, 2012; Wieland, Afanasyeva, Kuete, and Yoo, 2016), a model comparison initiative at the Institute for Monetary and Financial Stability (IMFS), ${ }^{22}$ chosen to assess the different methods' performance in as non-model specific an environment as possible. Then I turn the measures of accuracy over a set of draws from the posterior of the model of Smets and Wouters (2007). Fortunately, backward errors of economic significance were not found in either exercise, although differences in the accuracy of linear solution methods from the literature differ in some instances by multiple orders of magnitude.

[^18]4.1. A Simple Log Normal DSGE Asset Pricing Model. The first model I examine is chosen specifically because it will admit a closed form solution for the coefficient matrices $P$ and $Q$ while still being capable of generating a macro variable of interest, consumption, and a non trivial financial variable, the risk premium via log normality. It is a toy production-based asset pricing model, based on a standard real business cycle model (Kydland and Prescott, 1982; King and Rebelo, 1999) with external habit formation and a power utility kernel. (Constantinides, 1990; Campbell and Cochrane, 1999; Campbell, 2003) The representative household seeks to maximize
\[

$$
\begin{equation*}
E_{0} \sum_{t=0}^{\infty} \beta^{t} u\left(c_{t}, X_{t}\right), 0<\beta<1 \tag{105}
\end{equation*}
$$

\]

where $c_{t}$ is consumption and $X_{t}$ the external habit stock, subject to

$$
\begin{equation*}
c_{t}+k_{t}=e^{z_{t}} k_{t-1}^{\alpha}+(1-\delta) k_{t-1}, 0<\alpha, \delta<1 \tag{106}
\end{equation*}
$$

where $k_{t}$ is the capital stock accumulated at time $t$ and $z_{t}$ is total factor productivity that follows the $\mathrm{AR}(1)$ process

$$
\begin{equation*}
z_{t}=\rho z_{t-1}+\omega \varepsilon_{t}, \varepsilon_{t} \stackrel{\text { i.i.d. }}{\sim} N(0,1),|\rho|<1,0<\omega \tag{107}
\end{equation*}
$$

The first order condition of the maximization problem is

$$
\begin{equation*}
1=E_{t}[\underbrace{\beta \frac{u_{c}\left(c_{t+1}, X_{t+1}\right)}{u_{c}\left(c_{t}, X_{t}\right)}}_{m_{t+1}} \underbrace{\left(\alpha e^{z_{t+1}} k_{t}^{\alpha-1}+1-\delta\right)}_{R_{t+1}}] \tag{108}
\end{equation*}
$$

where $m_{t+1}$ is the stochastic discount factor or pricing kernel and $R_{+1}$ is the (risky) return on capital. Assuming an external habit such that $X_{t}=c_{t-1}$ in equilibrium with $h$ the degree of habit formation and power or CRRA utility with risk coefficient $\sigma$, marginal utility is $u_{c}\left(c_{t}, X_{t}\right)=\left(c_{t}-h c_{t-1}\right)^{-\sigma}$. Equations (106)-(108) characterize a equilibrium for the stochastic sequences $\left\{c_{t}, k_{t}, z_{t}\right\}_{t=0}^{\infty}$ given a sequence of shocks $\left\{\varepsilon_{t}\right\}_{t=0}^{\infty}$ and initial conditions $c_{-1}, k_{-1}, z_{-1}$.

Defining the steady state, values $\bar{c}, \bar{k}, \bar{z}$ that solve (106)-(108) with $\varepsilon_{t}=0 \forall t$, equations (106) and (108) can be log-linearized around these values to yield

$$
\begin{align*}
0 & =A E_{t}\left[y_{t+1}\right]+B y_{t}+C y_{t-1}+D z_{t}, y_{t}=\left[\begin{array}{ll}
\hat{c}_{t} & \hat{k}_{t}
\end{array}\right]^{\prime}  \tag{109}\\
z_{t} & =\rho z_{t-1}+\omega \varepsilon_{t}, \varepsilon_{t} \stackrel{\text { i.i.d. }}{\sim} N(0,1) \tag{110}
\end{align*}
$$

a 2 by 2 system of equations linear in the log-deviations of the endogenous variables, $c_{t}$ and $k_{t}$, from their steady states, $\hat{w}_{t} \equiv \log w_{t}-\log \bar{w}$, for $w \in c, k$.

Following Hansen and Singleton (1983); Campbell and Shiller (1988); Campbell (2003), risky (say, $R_{t}$ from above) and risk-free (via no arbitrage, $1=E_{t}\left[m_{t+1}\right] R_{t}^{f}$ ) assets can be priced under the implied joint log-normality of the approximation above via

$$
\begin{equation*}
1=E_{t}\left[e^{\widehat{m_{t+1}}+\widehat{R_{t+1}}}\right] \text { and } 1=\overline{R^{f}} e^{R_{t}^{f}} E_{t}\left[e^{\widehat{m_{t+1}}}\right] \tag{111}
\end{equation*}
$$

which gives the risk premium as $-\operatorname{cov}_{t}\left(\widehat{m_{t+1}}, \widehat{R_{t+1}}\right)$, following, e.g., Lettau (2003), and can be expressed in terms of the variance of $z_{t}\left(\omega^{2}\right)$ as $\left[\frac{\sigma}{1-h} \alpha Q_{c z}(1+\beta(1-\delta))\right]^{2} \omega^{2}$. Importantly, the coefficient $Q_{c z}$, the impact of technology on (log) consumption, must be solved for numerically even in this (log) linear case.

The model was chosen to be as simple as possible, in order to enable the symbolic solution of the underlying matrix quadratic problem; see Higham and Kim (2000) who argue that Matlab can successfully solve two-dimensional matrix quadratic problems reliably. I provide numerical results for two calibrations, see table 4, labeled standard and extreme. The standard calibration follows the RBC literature (see, e.g., King and Rebelo, 1999) with the degree of habit formation, $h$ and curvature in the utility function, $\sigma$, elevated to match an equity premium of 7.8 in annual percentage points following Mehra (2003) for the post-war US and $\omega$, the standard deviation of the technology shock, adjusted to deliver a standard deviation of consumption growth, $\operatorname{std}\left(\log c_{t}\right)$, of 0.566 in quarterly percent, in line again with the post-war US experience. The extreme calibration is chosen to bring the eigenvalue separation between the stable and unstable pencils closer together, while maintaining the match of the symbolic solution to the equity premium and consumption growth volatility.

|  | $h$ | $\beta$ | $\delta$ | $\alpha$ | $\sigma$ | $\rho$ | $\omega$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Standard | 0.966 | 0.99 | 0.025 | 0.36 | 98.1 | 0.95 | 0.134 |
| Extreme | $1-3.907 \mathrm{E}-05$ | $1-1.750 \mathrm{E}-10$ | 0.6715 | $1-5.751 \mathrm{E}-05$ | 9.151 | $1-5.184 \mathrm{E}-04$ | $3.068 \mathrm{E}-03$ |

Table 4. Calibrations
Besides assessing whether the different solution methods are able to recover the exact solutions for the two calibration targets, I examine the underlying causes of a degeneration in accuracy following the results of the previous sections. Namely the largest absolute deviation in the matrices for the linear solution or policy function (4), $P$ and $Q$, and the largest absolute difference in the finite eigenvalues of the quadratic eigenvalue problem (10) relative to the symbolic solution, and the separation between the calculated stable and unstable eigenvalues along with the relative residuals, backward error bounds, pencil
separations, conditioning numbers and bounds on the forward error of the solutions, $P$ and $Q$, produced by the various methods. Additionally, I provide plots of the pseudospectra of the matrix quadratic (85) and of the QZ companion linearization (88) used to solve for $P$. The results that are referred to as "symbolic" are solved symbolically and evaluated using Mathlab's VPA (variable precision arithmetic) with 100 digits of accuracy.

Table 5 contains the results for $P$ under the standard calibration. The first line contains the equity premium predicted by the different methods and all of the methods successfully predict an equity premium of 7.8 annual percentage points, likewise the volatility of consumption growth, the third line, is identical across methods. Upon closer examination, the second line, the difference between the symbolic equity premium and that predicted by the varying methods differs across methods. The most accurate methods being those of Binder and Pesaran (1997) and the cyclic reduction method of Dynare, with all QZ-based methods apart from Dynare displaying degrees of accuracy several orders of magnitude lower. As laid out in Villemot (2011), Dynare reduces the problem solved with the QZ algorithm by, among others, eliminating zero column variables in the $A$ and $C$ matrices of the linear system (3); this is in line with one of the suggestions by Hammarling, Munro, and Tisseur (2013) to improve the accuracy of the quadratic eigenvalue problem. This is reflected in the fifth line of the table, where the largest error in the finite eigenvalues calculated by Dynare are in line with the non-QZ-based methods, those of the remaining QZ-based methods are several orders of magnitude larger, and that of Binder and Pesaran (1997) being the most accurate. The errors in the resulting matrix for the recursive component of the linear solution or policy function (4), $P$ are roughly of the same order of magnitude as the eigenvalue errors. Despite the differences in the accuracy of calculating the eigenvalues, all of the methods yield the same eigenvalue and pencil separations and the conditioning numbers of the solvent $P$ are likewise consistent across methods. Based on this standard calibration, the differences in the solutions generated by the different methods are of no economic consequence. Yet as indicated by the fourth line (alongside the differences in the risk premium in the second line), the methods differ in a numerically consequential and, more importantly, predictable manner. Note that the relative ordering of accuracy in the predicted equity premium, with Binder and Pesaran (1997) being the most down to Klein (2000) being the least accurate, is reflected in the accuracy of the solvent $P$ in the fourth line as measured by the largest entrywise absolute deviation from the symbolic solution.

The symbolic solution will generally not be available, and the methods of the previous sections provide backward-forward error decompositions and argue theoretically they are superior to potential alternatives based on eigenvalue separations or residuals. Beginning with the residuals versus backward errors, the ordering of methods is well captured by the relative residuals although the variation in the growth or amplification factors, $\mu_{P}(\hat{P})$, indicate a variation in backward errors not captured by the relative residual. Neither the eigenvalue nor pencil separation produced by different methods are by themselves informative, as their values do not varying by the same orders of magnitude as the solution or moment differences. The agrement on the pencil separation contributes to the agrement on the condition number bounds. The order of the condition numbers corresponds roughly (see Judd (1998) or Higham (2002)) to a worst case loss of four significant digits in solutions, which corresponds cleanly to the differences in the orders of magnitude in the backward errors and the forward errors. Notice in particular that the tight, forward error bound 1 using the Frobenius norm corresponds in magnitude to the largest entrywise absolute difference in $P$ relative to the symbolic solution. The forward bound 2 is a looser bound theoretically and indeed does not bound the errors in $P$ as tightly as bound 1 -its advantage, however, is its calculation enables it to be applied to larger models as will be explored later. In summary, the forward error bounds that I provide here provide the same order of magnitude information about the accuracy of a numerically calculated solution that the presence of a symbolic solution would allow.

Figure 1 plots the pseudospectra for the extreme standard of the matrix quadratic (85) - in blue - and of the QZ algorithm (88) - in red - against the symbolic eigenvalues in black - for two different sizes of perturbations. In the left panel, the pseudospectra are not visible, as they overlap with the symbolic results for perturbations of this size. For slightly larger perturbations (right panel), the pseudospectrum of the QZ algorithms encompasses the unit circle while that of the matrix quadratic remains invisible at this scale. This, following Tisseur and Higham (2001), indicates that the backward error in calculating the eigenvalues is not only larger than under the QZ algorithm than with the matrix quadratic, consistent with Tisseur (2000) and with the backward forward analysis of the solvents $P$ in table 5, but also that the stable and unstable eigenvalues are potentially indistinguishable numerically.

Table 6 continues the results for the standard calibration, focussing now on the results that pertain to $Q$, the shock impact matrix. While the $P$ matrix is most obviously subjected

| Measure |  | QZ-Based Methods |  |  |  | Alternatives |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Symbolic | Klein (2000) | Sims (2001) | Uhlig (1999) | Dynare QZ | Anderson (2010) | BP (1997) | Dynare CR |
| $E[r p]$ | 7.8 | 7.8 | 7.8 | 7.8 | 7.8 | 7.8 | 7.8 | 7.8 |
| $\Delta E[r p]$ |  | 2.31e-08 | -1.43e-09 | $2.27 \mathrm{e}-08$ | $-3.08 \mathrm{e}-12$ | 1.54e-11 | 1.71e-12 | 1.71e-12 |
| $s t d\left(\Delta \log c_{t}\right)$ | 0.566 | 0.566 | 0.566 | 0.566 | 0.566 | 0.566 | 0.566 | 0.566 |
| $\max (\|\Delta P\|)$ |  | $3.93 \mathrm{e}-11$ | $2.36 \mathrm{e}-12$ | $3.88 \mathrm{e}-11$ | $7.17 \mathrm{e}-14$ | 1.43e-14 | 1.51e-15 | $1.83 \mathrm{e}-14$ |
| $\max (\|\Delta e i g\|)$ |  | $4.12 \mathrm{e}-11$ | 2.47e-12 | $4.13 \mathrm{e}-11$ | 1.32e-14 | $2.86 \mathrm{e}-14$ | $3.11 \mathrm{e}-15$ | $7.66 \mathrm{e}-15$ |
| Rel. Res. | $2.65 \mathrm{e}-17$ | $9.82 \mathrm{e}-14$ | $5.88 \mathrm{e}-15$ | $9.71 \mathrm{e}-14$ | 2.7e-17 | $5.41 \mathrm{e}-17$ | $2.65 \mathrm{e}-17$ | 1.15e-18 |
| BE Bound | 6.84e-17 | 2.42e-13 | 1.45e-14 | $2.4 \mathrm{e}-13$ | $6.96 \mathrm{e}-17$ | 1.41e-16 | $6.83 \mathrm{e}-17$ | 2.96e-18 |
| $\mu_{P}$ | 2.58 | 2.47 | 2.46 | 2.47 | 2.58 | 2.61 | 2.58 | 2.56 |
| Eig. Sep. | 0.0127 | 0.0127 | 0.0127 | 0.0127 | 0.0127 | 0.0127 | 0.0127 | 0.0127 |
| Pencil Sep. | 0.356 | 0.356 | 0.356 | 0.356 | 0.356 | 0.356 | 0.356 | 0.356 |
| $\Psi_{P}$ | $1.17 \mathrm{e}+04$ | $1.17 \mathrm{e}+04$ | $1.17 \mathrm{e}+04$ | $1.17 \mathrm{e}+04$ | $1.17 \mathrm{e}+04$ | $1.17 \mathrm{e}+04$ | 1.17e+04 | $1.17 \mathrm{e}+04$ |
| $\Phi_{P}$ | $2.86 \mathrm{e}+04$ | $2.86 \mathrm{e}+04$ | $2.86 \mathrm{e}+04$ | $2.86 \mathrm{e}+04$ | $2.86 \mathrm{e}+04$ | $2.86 \mathrm{e}+04$ | $2.86 \mathrm{e}+04$ | $2.86 \mathrm{e}+04$ |
| FE Bound 1 | $2.43 \mathrm{e}-15$ | 3.3e-11 | 2.01e-12 | $3.25 \mathrm{e}-11$ | $4.26 \mathrm{e}-14$ | 1.13e-14 | 1.96e-15 | 1.09e-14 |
| FE Bound 2 | $7.57 \mathrm{e}-13$ | $2.81 \mathrm{e}-09$ | $1.68 \mathrm{e}-10$ | $2.77 \mathrm{e}-09$ | $7.71 \mathrm{e}-13$ | 1.55e-12 | 7.57e-13 | $3.3 \mathrm{e}-14$ |

[^19]- For Dynare, refer to Adjemian, Bastani, Juillard, Mihoubi, Perendia, Ratto, and Villemot (2011). Dynare under QZ-Based Methods is documented in Villemot (2011) and under Alternatives is the cyclic reduction method. BP (1997) refers to Binder and Pesaran (1997). - $E[r p]$ is expressed in annual $\%, s t d\left(\log c_{t}\right)$ in quarterly $\%$, and $*$ indicates a backward error less than machine precision, $2^{-52}=2.2204 E-16$.


Figure 1. Pseudospectrum: Standard Calibration x-axis: real component, y-axis: imaginary component, large black dots: eigenvalues, black curve: unit circle, small red dots: pseudospectrum QZ companion linearization (88), small blue dots: pseudospectrum matrix quadratic (85)
to numerical errors being a matrix quadratic problem, $Q$ not only solves a linear problem that depends on $P$ (hence inheriting numerical instabilities) but as it gives the impact effects of shocks on endogenous variables is as if not more important than the transition matrix $P$. Indeed the calculations above show that the expected risk premium is a function of the square of the element $Q_{c z}$. The first row of the table repeats the difference in the expected risk premium from the above and the second row gives the elementwise largest absolute difference in each method's $Q$ relative to the symbolic solution. Again the ordering of accuracy in the predicted equity premium, with Binder and Pesaran (1997) being the most down to Klein (2000) being the least accurate, is reflected in the accuracy of the methods' $Q$.

In comparing the relative residuals and backward errors under $Q_{1}$ and $Q_{2}$, the difference between standard linear analyses exemplified by $Q_{1}$ where $F$ in $F=A P+B$ is taken as the source of errors in calculations and the resulting larger potential errors when the interactions of errors in $A, B$, and $P$ are taken into consideration - the growth or amplification factors $\mu$ increase beyond one in the latter case, reiterating the point from above that backward errors can differ arbitrarily from relative residuals for structured linear systems. While the different methods agree on the different condition numbers $\Psi$ and $\Phi$, the differences between the different condition numbers is instructive: from 1 to 3 with $F$, then $F=A P+B$ and finally $F=A P(A, B, C)+B$ taken as the coefficient matrix, the condition number becomes progressively larger. That is, the dependence
on the underlying quadratic problem leads to a less well conditioned linear problem than one would deduce by taking $F$ or then $P$ at face value. Finally, the forward error bounds for $Q_{2}$ are overly optimistic (and hence not to be trusted as upper bounds) with respect to the entrywise errors in $Q$ in the second line - the forward bound 1 for $Q_{3}$ where the dependence of $F$ on $A, B$, and $P$ and of $P$ on $A, B$, and $C$ are taking explicitly into account, again provides the same order of magnitude information about the accuracy of a numerically calculated $Q$ as one can obtain with a symbolic solution.

Table 7 continues the results for the standard calibration, focussing on the joint measure $[P Q]$. The first three rows repeat the moment results stated first above together with $P$ for easy reference. Considering $P$ and $Q$ together gives one set of diagnostics for the entire problem and also enables the calculation of backward errors including those for $Q$ that depend on $P$ 's dependence on $A, B$, and $C$-i.e., explicitly taking the underlying quadratic problem of $P$ into account when considering $Q$ 's dependence on $P$. The results show that when considering $P$ and $Q$ together, the bounds are roughly though slightly less tight than the looser of the individual bounds on $P$ or $Q$. That is, the accuracy of the combined results is at best as accurate as the less accurate of $P$ and $Q$. The tight bound on the forward errors, bound 1, gives the same order of magnitude results on the accuracy of the solution as calculated with the symbolical solution available for the small scae problem here and the loose bound, FE bound 2, provides a computationally less demanding alternative.
Table 8 contains the results for the extreme calibration and the resulting predictions for the two calibration targets now differ significantly across methods. ${ }^{23}$ While the non-QZ-based methods continue to maintain a significant match with the calibration targets, lines 1 and 3, the QZ-based methods including Dynare now mispredicts the equity premium by at least 75 annual basis points and as much as 3 annual percentage points, errors of genuine economic significance. The second line, containing the differences of the equity premium predicted by the different methods and the symbolic solution, now show the algorithm of Anderson (2010) as being more accurate than the method of Binder and Pesaran (1997) and the cyclic reduction method of Dynare being several orders of magnitude less accurate than either of the two non QZ-based alternatives. The largest

[^20]TABLE 6. Results $Q$ : Standard Calibration

- For Dynare, refer to Adjemian, Bastani, Juillard, Mihoubi, Perendia, Ratto, and Villemot (2011). Dynare under QZ-Based Methods is documented in Villemot (2011) and under Alternatives is the cyclic reduction method. BP (1997) refers to Binder and Pesaran (1997). - $E[r p]$ is expressed in annual $\%, s t d\left(\log c_{t}\right)$ in quarterly $\%$, and $*$ indicates a backward error less than machine precision, $2^{-52}=2.2204 E-16$.

| Measure |  | QZ-Based Methods |  |  |  | Alternatives |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Symbolic | Klein (2000) | Sims (2001) | Uhlig (1999) | Dynare QZ | Anderson (2010) | BP (1997) | Dynare CR |
| $E[r p]$ | 7.8 | 7.8 | 7.8 | 7.8 | 7.8 | 7.8 | 7.8 | 7.8 |
| $\Delta E[r p]$ |  | $2.31 \mathrm{e}-08$ | -1.43e-09 | $2.27 \mathrm{e}-08$ | -3.08e-12 | 1.54e-11 | 1.71e-12 | 1.71e-12 |
| $s t d\left(\Delta \log c_{t}\right)$ | 0.566 | 0.566 | 0.566 | 0.566 | 0.566 | 0.566 | 0.566 | 0.566 |
| $\max (\|\Delta[P Q]\|)$ |  | $3.93 \mathrm{e}-11$ | $2.36 \mathrm{e}-12$ | $3.88 \mathrm{e}-11$ | $7.17 \mathrm{e}-14$ | $2.13 \mathrm{e}-14$ | 2.4e-15 | 1.83e-14 |
| $\max (\|\Delta e i g\|)$ |  | 4.12e-11 | 2.47e-12 | 4.13e-11 | 1.32e-14 | 2.86e-14 | 3.11e-15 | $7.66 \mathrm{e}-15$ |
| Rel. Res. | $2.33 \mathrm{e}-17$ | $8.65 \mathrm{e}-14$ | 5.2e-15 | $8.55 \mathrm{e}-14$ | 2.4e-17 | 4.76e-17 | $2.33 \mathrm{e}-17$ | 1.03e-18 |
| BE Bound | 6.84e-17 | 2.42e-13 | 1.45--14 | 2.4e-13 | $7.03 \mathrm{e}-17$ | 1.41e-16 | $6.83 \mathrm{e}-17$ | $3.22 \mathrm{e}-18$ |
| $\mu_{[P Q]}$ | 2.93 | 2.8 | 2.79 | 2.8 | 2.93 | 2.96 | 2.93 | 3.13 |
| Eig. Sep. | 0.0127 | 0.0127 | 0.0127 | 0.0127 | 0.0127 | 0.0127 | 0.0127 | 0.0127 |
| Pencil Sep. | 0.302 | 0.302 | 0.302 | 0.302 | 0.302 | 0.302 | 0.302 | 0.302 |
| $\Psi_{[P Q]}$ | $1.19 \mathrm{e}+04$ | $1.19 \mathrm{e}+04$ | $1.19 \mathrm{e}+04$ | $1.19 \mathrm{e}+04$ | $1.19 \mathrm{e}+04$ | $1.19 \mathrm{e}+04$ | $1.19 \mathrm{e}+04$ | $1.19 \mathrm{e}+04$ |
| $\Phi_{[P Q]}$ | $2.79 \mathrm{e}+04$ | $2.79 \mathrm{e}+04$ | $2.79 \mathrm{e}+04$ | $2.79 \mathrm{e}+04$ | $2.79 \mathrm{e}+04$ | $2.79 \mathrm{e}+04$ | $2.79 \mathrm{e}+04$ | $2.79 \mathrm{e}+04$ |
| FE Bound 1 | $2.78 \mathrm{e}-15$ | $3.27 \mathrm{e}-11$ | $2.01 \mathrm{e}-12$ | $3.22 \mathrm{e}-11$ | $3.66 \mathrm{e}-14$ | $1.24 \mathrm{e}-14$ | $2.22 \mathrm{e}-15$ | $9.4 \mathrm{e}-15$ |
| FE Bound 2 | $6.51 \mathrm{e}-13$ | $2.41 \mathrm{e}-09$ | 1.45e-10 | $2.38 \mathrm{e}-09$ | 6.69e-13 | $1.33 \mathrm{e}-12$ | 6.5e-13 | $2.88 \mathrm{e}-14$ |

[^21]- For Dynare, refer to Adjemian, Bastani, Juillard, Mihoubi, Perendia, Ratto, and Villemot (2011). Dynare under QZ-Based Methods is
documented in Villemot (2011) and under Alternatives is the cyclic reduction method. BP (1997) refers to Binder and Pesaran (1997).
- $E[r p]$ is expressed in annual $\%, s t d\left(\log c_{t}\right)$ in quarterly $\%$, and $*$ indicates a backward error less than machine precision, $2^{-52}=2.2204 E-16$.
entrywise absolute errors in $P$ and in the eigenvalues are several orders of magnitude larger than under the baseline calibration. While the relative residuals have increased, the magnitude of these increases relative to the baseline case is inconsistent with the collapse of accuracy in the moments of the endogenous variables or that of $P$ and the eigenvalues. This again casts further doubt on the appropriateness of residual based accuracy measures. Note that the reduction of the pencil separation is several orders of magnitude larger than the reduction in the eigenvalue separation, highlighting that focusing on the eigenvalue separation can be misleading as to the true depredation in the conditioning of the problem, which both measures and all solution methods agree is now ill conditioned. Turning to the forward error bounds, both bounds order the differ methods relative to one another consistently with the relative ordering based on the moments of endogenous variables or the largest entrywise absolute errors in $P$. Relative to these relative absolute errors that require an exact or symbolic solution and use a different measure than the normwise errors of the forward error bounds that do not require such an exact or symbolic solution, the forward error 1 bound is somewhat more pessimistic than under the baseline calibration. Yet both forward error bounds, 1 and the numerically less demanding 2, clearly provide an alarm that the results, especially of the QZ methods, are likely to be inaccurate.

Figure 2 plots the pseudospectra for the extreme calibration of the matrix quadratic (85) - in blue - and of the QZ algorithm (88) - in red - against the symbolic eigenvalues - in black - for two different sizes of perturbations. In contrast to the results for the standard calibration in figure 2, the finite eigenvalues are all much closer to the unit circle (see the scale on the x -axis) and dispersion away from the exact eigenvalues is visible with perturbations several orders of magnitude smaller. Again, the pseudospectrum of the QZ algorithm bleeds across the unit circle for smaller perturbations than does the matrix quadratic (right panel).
Table 9 provide the results of the extreme calibration for $Q .^{24}$ As above the different $\mu$ 's for $Q_{1}$ and $Q_{2}$ reflect the difference between taking the dependence of $F$ on $A, B$, and $P$ into account or not. In general the different methods show relative residuals only a couple of orders of magnitude larger than under the baseline calibration - the results for Uhlig (1999) show that this method manages to solve the linear equation

[^22]| Measure |  | QZ-Based Methods |  |  |  | Alternatives |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Symbolic | Klein (2000) | Sims (2001) | Uhlig (1999) | Dynare QZ | Anderson (2010) | BP (1997) | Dynare CR |
| $E[r p]$ | 7.8 | 7.05 | 4.75 | 7.05 | 6.47 | 7.8 | 7.8 | 7.8 |
| $\Delta E[r p]$ |  | 0.754 | 3.05 | 0.754 | 1.33 | -8.31e-07 | -3.06e-06 | $1.43 \mathrm{e}-04$ |
| $s t d\left(\log c_{t}\right)$ | 0.566 | 0.529 | 0.41 | 0.529 | 0.491 | 0.567 | 0.567 | 0.567 |
| $\max (\|\Delta P\|)$ |  | 1.01e-06 | $4.07 \mathrm{e}-06$ | 1.01e-06 | 1.74e-06 | 1.13e-12 | $4.01 \mathrm{e}-12$ | $1.87 \mathrm{e}-10$ |
| $\max (\|\Delta e i g\|)$ |  | 1.84e-06 | $6.51 \mathrm{e}-06$ | 1.84e-06 | 5.73e-06 | 1.55e-12 | $1.57 \mathrm{e}-11$ | $7.36 \mathrm{e}-10$ |
| Rel. Res. | 1.8e-17 | $3.47 \mathrm{e}-12$ | $2.07 \mathrm{e}-11$ | $3.37 \mathrm{e}-12$ | $2.36 \mathrm{e}-11$ | 1.85e-17 | $7.2 \mathrm{e}-17$ | 2.3e-15 |
| BE Bound | 5.08e-17 | $9.75 \mathrm{e}-12$ | 5.19e-11 | 1.04e-11 | 6.65e-11 | $5.29 \mathrm{e}-17$ | $2.03 \mathrm{e}-16$ | 6.49e-15 |
| $\mu_{P}$ | 2.82 | 2.81 | 2.5 | 3.09 | 2.82 | 2.86 | 2.82 | 2.82 |
| Eig. Sep. | 2.82e-05 | 2.6e-05 | $2.09 \mathrm{e}-05$ | 2.6e-05 | $2.55 \mathrm{e}-05$ | $2.82 \mathrm{e}-05$ | $2.82 \mathrm{e}-05$ | $2.82 \mathrm{e}-05$ |
| Pencil Sep. | $1.2 \mathrm{e}-06$ | $1.28 \mathrm{e}-06$ | $1.68 \mathrm{e}-06$ | $1.28 \mathrm{e}-06$ | 1.47e-06 | $1.2 \mathrm{e}-06$ | $1.2 \mathrm{e}-06$ | $1.2 \mathrm{e}-06$ |
| $\Psi_{P}$ | $2.56 \mathrm{e}+11$ | $2.42 \mathrm{e}+11$ | $1.84 \mathrm{e}+11$ | $2.42 \mathrm{e}+11$ | $2.11 \mathrm{e}+11$ | $2.56 \mathrm{e}+11$ | $2.56 \mathrm{e}+11$ | $2.56 \mathrm{e}+11$ |
| $\Phi_{P}$ | $7.23 \mathrm{e}+11$ | $6.82 \mathrm{e}+11$ | $5.17 \mathrm{e}+11$ | $6.82 \mathrm{e}+11$ | $5.94 \mathrm{e}+11$ | $7.23 \mathrm{e}+11$ | $7.23 \mathrm{e}+11$ | $7.23 \mathrm{e}+11$ |
| FE Bound 1 | $1 \mathrm{e}-09$ | $6.97 \mathrm{e}-04$ | 0.0029 | 6-97e-04 | 0.0011 | 1.94e-09 | $4.01 \mathrm{e}-09$ | $1.28 \mathrm{e}-07$ |
| FE Bound 2 | 1.3e-05 | 2.37 | 10.7 | 2.3 | 14 | $1.34 \mathrm{e}-05$ | $5.2 \mathrm{e}-05$ | 0.00167 |

Table 8. Results P: Extreme Calibration

- For Dynare, refer to Adjemian, Bastani, Juillard, Mihoubi, Perendia, Ratto, and Villemot (2011). Dynare under QZ-Based Methods is documented in Villemot (2011) and under Alternatives is the cyclic reduction method. BP (1997) refers to Binder and Pesaran (1997).
- $E[r p]$ is expressed in annual $\%, s t d\left(\log c_{t}\right)$ in quarterly $\%$, and $*$ indicates a backward error less than machine precision, $2^{-52}=2.2204 E-16$.


Figure 2. Pseudospectrum: Extreme Calibration x-axis: real component, y-axis: imaginary component, large black dots: eigenvalues, black curve: unit circle, small red dots: pseudospectrum QZ companion linearization (88), small blue dots: pseudospectrum matrix quadratic (85)
exactly, conditional on the coefficient matrix $F=A P+B$. An error detection based on residuals would erroneously conclude the solution of Uhlig (1999) for $Q$ and hence the risk premium (which is a function of the square of the entry $Q_{c z}$ ) are beyond reproach and, similarly, users of other methods relying on residual errors would likely likewise conclude their results are reliable. The inaccuracies stem from $P$ and are then transmitted to $Q$ as indicated by the condition numbers associated with $Q_{3}$ that additionally takes the dependence of $P$ on $A, B$, and $C$ into account. The importance of this dependence can then be seen in the different forward error bounds. Whereas the bounds for $Q_{2}$ do not indicate any especially worrisome inaccuracy (and for Uhlig (1999) these bounds are exactly zero), the bounds for $Q_{3}$ correctly indicate potentially catastrophic errors, also for Uhlig (1999) despite the exactly zero residual, and both the relative ordering of the methods and the orders of magnitude of the forward error bound 1 align with the largest entrywise absolute errors in $Q$ that require the availability of a symbolic or closed form solution.

Table 10 contains the results for $[P Q]$ taken jointly. ${ }^{25}$ As under the baseline calibration, the combined bounds here take the more pessimistic of the results from $P$ and $Q$ individually. This has the advantage of providing a single error measure and the forward error bound 1 provides a measure of the error in $[P Q]$ of the same order of magnitude as

[^23]Table 9. Results $Q$ : Extreme Calibration

- For Dynare, refer to Adjemian, Bastani, Juillard, Mihoubi, Perendia, Ratto, and Villemot (2011). Dynare under QZ-Based Methods is documented in Villemot (2011) and under Alternatives is the cyclic reduction method. BP (1997) refers to Binder and Pesaran (1997). - $E[r p]$ is expressed in annual $\%, s t d\left(\log c_{t}\right)$ in quarterly $\%$, and $*$ indicates a backward error less than machine precision, $2^{-52}=2.2204 E-16$.
the entrywise maximal absolute error relative to the symbolic solution. The preceding analysis of $P$ and $Q$ individually was useful diagnostically attributing the error to an ill conditioned problem in $P$ which led to high forward errors in $P$ and, through its dependance on $P$, then also in $Q$. The errors in the moments in the first and third rows are ordered relatively among the different methods consistent with the forward errors, but have fewer significant digits as both moments are second moments, i.e., involved products of elements of $[P Q]$ combining the errors of the elements individually, see Higham (2002). In sum, regardless of the method used, the resulting condition number indicates the problem at this calibration is ill conditioned; meaning that small backward errors, which here are several times larger than the relative residuals, can be potentiated into very large forward errors; and the resulting forward error bounds indicate a catastrophic loss of accuracy for the QZ methods and numerically large but economically insignificant (in terms of the first several significant digits for first and second order terms) errors to be concerned about. These diagnostic indicators are particularly useful as none of the methods produced any warning or error that would have alerted the user to the loss of accuracy - resulting in zero significant digits in the risk premium for two of the QZ methods.

Table 11 contains a summary of results from additional alternate calibrations (see the appendix, Table 34), in all calibrations, the parameters are chosen to match the annual equity premium of 7.8 and the quarterly standard deviation of consumption growth of $0.566 \%$. Calibrations I and II are alternative "standard" calibrations, holding all parameters apart from $h, \sigma$ and $\omega$ constant. Calibration I has a higher curvature in the utility function, $\sigma$, and a lower degree of habit formation, $h$, and calibration II vice versa than in the standard calibration above. As in the standard calibration, these first two calibrations are similarly conditioned, with II being less well conditioned by about an order of magnitude, which corresponds with the forward errors being similar though about an order of magnitude worse for calibration II than I and the differences (recall this moment is second order in the underlying solution matrices) in the expected risk premium about two orders of magnitude worse for II than I. All methods successfully recover the equity premium up to economically irrelevant numerical errors.

Calibration III is similar to the extreme calibration above, but with a slightly reduced degree of habit formation, $h$, and discount factor, $\beta$, compensated by an increased curvature in the utility function, $\sigma$. The pencil separation drops roughly six orders of magnitude

| Measure | Symbolic | QZ-Based Methods |  |  |  | Alternatives |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Klein (2000) | Sims (2001) | Uhlig (1999) | Dynare QZ | Anderson (2010) | BP (1997) | Dynare CR |
| $E[r p]$ | 7.8 | 7.05 | 4.75 | 7.05 | 6.47 | 7.8 | 7.8 | 7.8 |
| $\Delta E[r p]$ |  | 0.754 | 3.05 | 0.754 | 1.33 | -8.31e-07 | -3.06e-06 | $1.43 \mathrm{e}-04$ |
| $\operatorname{std}\left(\Delta \log c_{t}\right)$ | 0.566 | 0.529 | 0.41 | 0.529 | 0.491 | 0.567 | 0.567 | 0.567 |
| $\max (\|\Delta[P Q]\|)$ |  | 0.00127 | 0.00515 | 0.00127 | 0.00224 | $1.4 \mathrm{e}-09$ | 5.16e-09 | $2.41 \mathrm{e}-07$ |
| $\max (\|\Delta e i g\|)$ |  | $1.84 \mathrm{e}-06$ | 6.51e-06 | 1.84e-06 | $5.73 \mathrm{e}-06$ | $1.55 \mathrm{e}-12$ | $1.57 \mathrm{e}-11$ | $7.36 \mathrm{e}-10$ |
| Rel. Res. | $1.52 \mathrm{e}-17$ | $3.01 \mathrm{e}-12$ | $1.97 \mathrm{e}-11$ | $2.85 \mathrm{e}-12$ | $1.99 \mathrm{e}-11$ | $1.56 \mathrm{e}-17$ | $6.07 \mathrm{e}-17$ | $1.94 \mathrm{e}-15$ |
| BE Bound | $5.11 \mathrm{e}-17$ | $9.79 \mathrm{e}-12$ | $5.22 \mathrm{e}-11$ | 1.06e-11 | $6.65 \mathrm{e}-11$ | 5.29e-17 | 2.03e-16 | $6.49 \mathrm{e}-15$ |
| $\mu_{[P Q]}$ | 3.36 | 3.26 | 2.64 | 3.71 | 3.34 | 3.39 | 3.34 | 3.34 |
| Eig. Sep. | $2.82 \mathrm{e}-05$ | $2.6 \mathrm{e}-05$ | $2.09 \mathrm{e}-05$ | $2.6 \mathrm{e}-05$ | $2.55 \mathrm{e}-05$ | $2.82 \mathrm{e}-05$ | $2.82 \mathrm{e}-05$ | $2.82 \mathrm{e}-05$ |
| Pencil Sep. | 8.51e-07 | $9.02 \mathrm{e}-07$ | $1.19 \mathrm{e}-06$ | $9.02 \mathrm{e}-07$ | $1.04 \mathrm{e}-06$ | $8.51 \mathrm{e}-07$ | $8.51 \mathrm{e}-07$ | $8.51 \mathrm{e}-07$ |
| $\Psi_{[P Q]}$ | $3.04 \mathrm{e}+11$ | $2.87 \mathrm{e}+11$ | $2.18 \mathrm{e}+11$ | $2.87 \mathrm{e}+11$ | $2.5 \mathrm{e}+11$ | $3.04 \mathrm{e}+11$ | $3.04 \mathrm{e}+11$ | $3.04 \mathrm{e}+11$ |
| $\Phi_{[P Q]}$ | $7.19 \mathrm{e}+11$ | $6.78 \mathrm{e}+11$ | $5.15 \mathrm{e}+11$ | $6.78 \mathrm{e}+11$ | $5.9 \mathrm{e}+11$ | $7.19 \mathrm{e}+11$ | $7.19 \mathrm{e}+11$ | $7.19 \mathrm{e}+11$ |
| FE Bound 1 | 1.19e-09 | $8.28 \mathrm{e}-04$ | 0.00344 | $8.28 \mathrm{e}-04$ | 0.0013 | 2.3e-09 | 4.76e-09 | $1.52 \mathrm{e}-07$ |
| FE Bound 2 | $1.09 \mathrm{e}-05$ | 2.04 | 10.2 | 1.93 | 11.8 | $1.12 \mathrm{e}-05$ | $4.37 \mathrm{e}-05$ | 0.0014 |

- For Dynare, refer to Adjemian, Bastani, Juillard, Mihoubi, Perendia, Ratto, and Villemot (2011). Dynare under QZ-Based Methods is
documented in Villemot (2011) and under Alternatives is the cyclic reduction method. BP (1997) refers to Binder and Pesaran (1997).
- $E[r p]$ is expressed in annual $\%, s t d\left(\log c_{t}\right)$ in quarterly $\%$, and $*$ indicates a backward error less than machine precision, $2^{-52}=2.2204 E-16$.
relative to the first two calibrations and, accordingly, the condition numbers increase by roughly six orders of magnitude. The QZ methods demonstrate significant deviations in their predicted equity premia as above, though now some methods over and some methods under predict the premium. Calibrations IV-VI provide further examples of potentially arbitrary results from QZ methods. Note that the relative ordering of the accuracy of the QZ methods changes, likewise among the alternative methods. Hence, although one can conclude that the alternative methods outperform the QZ methods, there is not a uniformly better performing method among the two categories.

However, the forward error bounds systematically align with the relative ordering of the accuracy of the methods' expected risk premia. That is, for Dynare QZ, one could conclude that the results for calibrations IV-VI were likely to be accurate for economic purposes, whereas this could not be said for calibration II. Additionally, the pencil separation increases between calibrations III and $V$ and again from $V$ to IV, corresponding to decrease in the condition numbers from III to V and again from V to IV - the eigenvalue separation moves in the opposite direction, again calling its use into question. Again, none of the algorithms produced any warning as to the potential inaccuracy of their solutions.

The backward and forward error analysis of the previous sections has been shown to successfully diagnose numerical errors of economic significance reliably and predictably for this simple macro finance model with an available symbolic solution corroborating this positive conclusion. These diagnostics are especially useful as none of the methods from the literature used here produced any sort of warning for any of the different calibrations, even those with a catastrophic loss (i.e., all significant digits) in accuracy.
4.2. Jermann's (1998) DSGE Macro-Finance Model. Turning now to a more economically relevant but still small enough scale model for detailed analysis, I will now apply the backward forward error analysis of the previous sections and methods in the literature when a symbolic solution is not available. Jermann's (1998) macro finance model provides such a model and is able to successfully replicate key finance variables, such as the average equity premium, in a production based asset pricing framework that is, with endogenous production and consumption. THis model can also be viewed as an extension of the model of the previous section that replaces the external habit with an internal one, adds friction to capital accumulation via adjustment costs, and adds constant growth to the environment. The first two changes increase the dimensionality of the model, precluding the use of a symbolic solution to solve the linearized model and

| Calibration | Separation | Condition | QZ-Based Methods |  |  |  | Alternatives |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Klein (2000) | Sims (2001) | Uhlig (1999) | Dynare QZ | Anderson (2010) | BP (1997) | Dynare CR |
| I | 0.011 | $2.43 \mathrm{e}+04$ | -9.41e-14 | $4.85 \mathrm{e}-11$ | -3.62e-12 | $6.49 \mathrm{e}-10$ | -5.03e-13 | $5.42 \mathrm{e}-13$ | $1.24 \mathrm{e}-12$ |
|  | 0.116 | $5.14 \mathrm{e}+04$ | $1.39 \mathrm{e}-15$ | $2.6 \mathrm{e}-13$ | $1.64 \mathrm{e}-14$ | $2.26 \mathrm{e}-12$ | $4.59 \mathrm{e}-15$ | 7.93e-16 | $1.76 \mathrm{e}-15$ |
| II | 0.0106 | $1.84 \mathrm{e}+05$ | $3.09 \mathrm{e}-10$ | $1.49 \mathrm{e}-09$ | $2.97 \mathrm{e}-10$ | -5.61e-10 | $-1.72 \mathrm{e}-12$ | $1.02 \mathrm{e}-11$ | $1.52 \mathrm{e}-11$ |
|  | 0.421 | $4.86 \mathrm{e}+05$ | $2.18 \mathrm{e}-13$ | $7.5 \mathrm{e}-12$ | $2.25 \mathrm{e}-13$ | $3.05 \mathrm{e}-12$ | $4.89 \mathrm{e}-15$ | 1.77e-16 | $5.58 \mathrm{e}-15$ |
| III | $1.08 \mathrm{e}-04$ | $4.6 \mathrm{e}+12$ | -0.505 | -0.373 | -0.505 | 1.3 | $3.02 \mathrm{e}-07$ | $3.45 \mathrm{e}-07$ | 9.96e-05 |
|  | $1.24 \mathrm{e}-07$ | $1.08 \mathrm{e}+13$ | 0.00394 | 0.00296 | 0.00394 | 0.0124 | $1.34 \mathrm{e}-10$ | $7.44 \mathrm{e}-10$ | $8.14 \mathrm{e}-07$ |
| IV | $2.24 \mathrm{e}-05$ | $2.14 \mathrm{e}+09$ | -4.9 | -0.176 | -4.9 | $4.61 \mathrm{e}-05$ | -1.69e-05 | -4.38e-06 | -4.59e-06 |
|  | $7.62 \mathrm{e}-05$ | $5 \mathrm{e}+09$ | $3.08 \mathrm{e}-04$ | $3.16 \mathrm{e}-05$ | $3.08 \mathrm{e}-04$ | $2.84 \mathrm{e}-09$ | $1.19 \mathrm{e}-09$ | $5.34 \mathrm{e}-10$ | $1.92 \mathrm{e}-10$ |
| V | 3.69e-05 | $1.73 \mathrm{e}+10$ | 0.0631 | -3.91 | 0.0567 | -9.19e-06 | -5.46e-06 | -4.5e-06 | -2.23e-05 |
|  | $1.56 \mathrm{e}-05$ | $3.81 \mathrm{e}+10$ | $1.45 \mathrm{e}-05$ | $9.45 \mathrm{e}-04$ | $1.29 \mathrm{e}-05$ | $1.29 \mathrm{e}-09$ | $8.65 \mathrm{e}-10$ | $3.06 \mathrm{e}-10$ | $4.54 \mathrm{e}-09$ |
| VI | $3.34 \mathrm{e}-05$ | $1.84 \mathrm{e}+10$ | 0.812 | -1.84 | 0.813 | $2.28 \mathrm{e}-05$ | $4.24 \mathrm{e}-06$ | $-5.78 \mathrm{e}-06$ | $2.92 \mathrm{e}-05$ |
|  | $1.2 \mathrm{e}-05$ | $4.3 \mathrm{e}+10$ | $2.05 \mathrm{e}-04$ | $4.54 \mathrm{e}-04$ | $2.05 \mathrm{e}-04$ | $5.98 \mathrm{e}-09$ | $1.47 \mathrm{e}-09$ | $4.85 \mathrm{e}-10$ | $7.39 \mathrm{e}-09$ |

TABLE 11. Results for additional calibrations I-VI (see the appendix), satisfying $E[r p]=7.8$ and $\operatorname{std}\left(\log c_{t}\right)=0.566 \%$ symbolically. For the column "Separation", the first row is Eig. Sep., the second Pencil Sep., for the column "Condition" the first column is $\Psi_{[P Q]}$, the secon $\Phi_{[P Q]}$. For all other columns, the first row is $\Delta E[r p]$, the second $F E_{P Q, 1}$.
For Dynare, refer to Adjemian, Bastani, Juillard, Mihoubi, Perendia, Ratto, and Villemot (2011). Dynare under QZ-Based Methods is documented in Villemot (2011) and under Alternatives is the cyclic reduction method. BP (1997) refers to Binder and Pesaran (1997). * indicates a backward error less than machine precision, $2^{-52}=2.2204 E-16$.
necessitating the use of numerical diagnostics. I show that the baseline calibration of the model admits a well conditioned solution with reasonable backward errors by all the numerical methods from the literature examined here, albeit it again with QZ based methods performing relatively worse than the alternatives. However, nearby parameterizations produce models whose solution differs depending on the numerical algorithm from the literature chosen, again with moments in macroeconomic variables and asset pricing predictions that differ to an economically relevant degree. Furthermore, I show that tautological redefinition of the model's equation can result in different solutions from the same numerical method or render a particular method unable to solve the rearranged model.

In contrast to the model of the previous section, the habit stock, $X_{t}$, is internal households internalize the effect of consumption today on the habit they will face tomorrow, altering marginal utility from consumption, $\lambda_{t}$ in the pricing kernel $m_{t+1} \equiv \beta \lambda_{t+1} / \lambda_{t}$ as follows

$$
\begin{equation*}
\lambda_{t} \equiv \frac{\partial u\left(c_{t}, X_{t}\right)+\beta E_{t}\left[u\left(c_{t+1}, X_{t+1}\right)\right]}{\partial c_{t}} \tag{112}
\end{equation*}
$$

If habit formation is external, as in the previous section, this is simply $u_{c}\left(c_{t}, X_{t}\right)$, when the habit is internalized and is a function of the previous period's consumption, $X_{t} \equiv X\left(c_{t-1}\right)$, this becomes

$$
\begin{equation*}
\lambda_{t} \equiv \frac{\partial u\left(c_{t}, X_{t}\right)+\beta E_{t}\left[u\left(c_{t+1}, X_{t+1}\right)\right]}{\partial c_{t}}=u_{c}\left(c_{t}, X\left(c_{t-1}\right)\right)+\beta E_{t}\left[u_{X}\left(c_{t+1}, X\left(c_{t}\right)\right) X_{c}\left(c_{t}\right)\right] \tag{113}
\end{equation*}
$$

with the period utility function $u(\cdot)=(\cdot)^{1-\tau} /(1-\tau)$ governed by the curvature $\tau$ and one-period linear habit ${ }_{t}=c_{t}-b c_{t-1}$ by the degree of habit formation $b$.

Habit formation is not enough to match the equity premium in this model, households need not only to care about volatile consumption streams, but they need to be prevented from doing anything about it, as Jermann (1998) points out. Hence capital accumulation now faces adjustment costs

$$
\begin{equation*}
k_{t}=(1-\delta) k_{t-1}+\phi\left(\frac{i_{t}}{k_{t-1}}\right) k_{t-1} \tag{114}
\end{equation*}
$$

where the capital adjustment cost function is given as

$$
\begin{equation*}
\phi\left(\frac{i_{t}}{k_{t-1}}\right)=\frac{\tilde{b}}{1-\xi}\left(\frac{i_{t}}{k_{t-1}}\right)^{1-\xi}+\tilde{c} \tag{115}
\end{equation*}
$$

with $\tilde{b}$ and $\tilde{c}$ set such that the steady state is identical to the case without adjustment costs and $1 / \xi$ is the elasticity of the investment-capital ratio with respect to Tobin's $q$.

|  | $\tau$ | $b$ | $\beta^{*}=\beta a_{b a r}^{1-\tau}$ | $\xi$ | $\sigma_{Z}$ |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Baseline | 7.92 | 0.74 | 0.99 | 3.75 | $0.999 \%$ |  |
| Alternative | 29.96 | 0.66 | 0.94 | 0.76 | $0.997 \%$ |  |
|  |  |  | Common Parameters |  |  |  |
|  | $\alpha$ | $a_{b a r}$ | $\delta$ | $\rho_{Z}$ | $N_{s s}$ | $S S_{a d j c}$ |
|  | 0.36 | 0.005 | 0.025 | 0.99 | 1 | 1 |

Table 12. Calibrations for Jermann's (1998) DSGE Macro-Finance Model
The parameterizations can be found in table 12. The baseline calibration is very close to the calibration given by Jermann (1998) with only slight adjustments made to match the set of moments in the first six lines of table 13, the average risk premium, the risk free rate and the standard deviations of output, investment and consumption growth. The alternative parameterization is merely a close-by calibration with an increase in the curvature of the utility kernel - increasing households' unconditional sensitivity to volatile consumption streams - but increasing the elasticity in the adjustment costs making them, however, more able to respond to this volatility. As there is no closed form or symbolic solution available, the consequences for the moments must be determined numerically and as, can be seen in 16 , the different methods from the literature disagree.

Beginning with the results for $P$ under the standard calibration in table 13, all of the methods agree on the macro and finance moments in the first six lines. The second line contains the difference in the risk premium calculated by the different methods to that predicted by the cyclic reduction method of Dynare - remember, we do not have a symbolic solution available for this model. I chose this solution as the "reference" solution simply because its forward error bound 1 was the lowest. This, of course, means we do not have exact or symbolic comparisons for $P$ or the eigenvalues of the quadratic problem to use as a reference and must rely on a numerical nalysis of the quality of the solutions. Examining the relative residuals versus the backward error bounds, the potential for arbitrary differences between the two particularly across methods is apparent, while the residual of Anderson (2010) is an order of magnitude lower, the backward error is comparable to that of Uhlig (1999). As laid out above, the residual (and hence residual based methods) are insufficient or at least problematic as an error diagnostic. Note that all methods agree on the eigenvalue and pencil separation and place the eigenvalue separation at a value twice as high as for the baseline calibration of the previous model (see table 5). This is far from the case of the pencil separation, which is four orders of

| Measure |  | QZ-Based Methods |  |  |  | Alternatives |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Data | Klein (2000) | Sims (2001) | Uhlig (1999) | Dynare QZ | Anderson (2010) | BP (1997) | Dynare CR |
| $E[r p]$ | 6.18 | 6.18 | 6.18 | 6.18 | 6.18 | 6.18 | 6.18 | 6.18 |
| $\Delta E[r p]$ |  | -6.69e-12 | $2.36 \mathrm{e}-11$ | $1.52 \mathrm{e}-12$ | $7.47 \mathrm{e}-13$ | $2.09 \mathrm{e}-13$ | -2.4e-14 | - |
| $E\left[R_{t}^{f}\right]$ | 0.8 | 0.8 | 0.8 | 0.8 | 0.8 | 0.8 | 0.8 | 0.8 |
| $\operatorname{std}\left(\Delta \log y_{t}\right)$ | 0.01 | 0.01 | 0.01 | 0.01 | 0.01 | 0.01 | 0.01 | 0.01 |
| $\operatorname{std}\left(\Delta \log c_{t}\right)$ | 0.51 | 0.51 | 0.51 | 0.51 | 0.51 | 0.51 | 0.51 | 0.51 |
| $s t d\left(\Delta \log i_{t}\right)$ | 2.65 | 2.65 | 2.65 | 2.65 | 2.65 | 2.65 | 2.65 | 2.65 |
| Rel. Res. |  | 3.92e-16 | $1.34 \mathrm{e}-16$ | $1.43 \mathrm{e}-17$ | $3.95 \mathrm{e}-15$ | $3.26 \mathrm{e}-18$ | 9.15e-19 | $2.33 \mathrm{e}-18$ |
| BE Bound |  | $1.42 \mathrm{e}-14$ | $2.27 \mathrm{e}-15$ | $1.34 \mathrm{e}-16$ | $1.25 \mathrm{e}-14$ | $1.41 \mathrm{e}-16$ | $2.91 \mathrm{e}-17$ | 3.06e-17 |
| $\mu_{P}$ |  | 36.2 | 17 | 9.32 | 3.16 | 43.3 | 31.8 | 13.1 |
| Eig. Sep. |  | 0.0224 | 0.0224 | 0.0224 | 0.0224 | 0.0224 | 0.0224 | 0.0224 |
| Pencil Sep. |  | $1.36 \mathrm{e}-05$ | $1.36 \mathrm{e}-05$ | $1.36 \mathrm{e}-05$ | 1.36e-05 | 1.36e-05 | 1.36e-05 | 1.36e-05 |
| $\Psi_{P}$ |  | $9.4 \mathrm{e}+05$ | $9.4 \mathrm{e}+05$ | $9.4 \mathrm{e}+05$ | $9.4 \mathrm{e}+05$ | $9.4 \mathrm{e}+05$ | $9.4 \mathrm{e}+05$ | $9.4 \mathrm{e}+05$ |
| $\Phi_{P}$ |  | $1.04 \mathrm{e}+08$ | $1.04 \mathrm{e}+08$ | $1.04 \mathrm{e}+08$ | $1.04 \mathrm{e}+08$ | $1.04 \mathrm{e}+08$ | $1.04 \mathrm{e}+08$ | $1.04 \mathrm{e}+08$ |
| FE Bound 1 |  | $1.38 \mathrm{e}-12$ | $5.38 \mathrm{e}-12$ | $3.47 \mathrm{e}-13$ | $2.6 \mathrm{e}-13$ | $7.04 \mathrm{e}-15$ | $5.51 \mathrm{e}-15$ | $2.23 \mathrm{e}-15$ |
| FE Bound 2 |  | $4.08 \mathrm{e}-08$ | $1.39 \mathrm{e}-08$ | $1.49 \mathrm{e}-09$ | $4.11 \mathrm{e}-07$ | $3.4 \mathrm{e}-10$ | $9.53 \mathrm{e}-11$ | $2.43 \mathrm{e}-10$ |

Table 13. Results $P$ : Baseline Calibration

- For Dynare, refer to Adjemian, Bastani, Juillard, Mihoubi, Perendia, Ratto, and Villemot (2011). Dynare under QZ-Based Methods is
documented in Villemot (2011) and under Alternatives is the cyclic reduction method. BP (1997) refers to Binder and Pesaran (1997).
- $E[r p]$ is expressed in annual $\%, s t d\left(\log c_{t}\right)$ in quarterly $\%$, and $*$ indicates a backward error less than machine precision, $2^{-52}=2.2204 E-16$.
magnitude smaller than in the previous model. This is consistent with the condition number for this model's baseline calibration being up to four orders of magnitude higher than those associated with the model of the previous section. That is, this model at its baseline calibration is far less well conditioned than the previous model, a warning that would be missed by methods that focus on the eigenvalue separation instead of the pencil separation. Nonetheless, the economic consequences are irrelevant here, as one can also surmise from the forward error bounds, though note that relative ordering of the forward bounds align with the relative ordering of the deviations of the equity premium from that of Dynare's cyclic reduction method, chosen as the reference in the absence of a closed form or symbolic solution here.

The results for the shock impact matrix $Q$ under the standard calibration are contained in table 14. As in the previous model, the relationship between the residuals and backward errors for $Q_{1}$ and $Q_{2}$ shows again that taking the underlying dependencies of $F$ into account is important to understand the differences between these two measures - in the absence of a measure for $Q_{3}$ (due to its nonlinear nature), the dependence on the dependencies of $P$ in the backward errors will only be uncovered in the joint assessment of $[P Q]$. For the condition numbers, however, we see that all methods agree on the values of these numbers and that the condition numbers deteriorate as dependencies of $F$ on $P$ and then those of $P$ on $A, B$, and $C$ are included. The large jump in $\Phi_{Q_{3}}$ is a consequence of the small pencil separation and large condition number $\Phi_{P}$ involved in solving for $P$. However, the economic consequences are in sum inconsequential as indicated by the forward errors bounds at the end of the table, with the loose bound for $Q_{3}$ - the forward error bound 2 - being very pessimistic for the same reasons that drive the large jump in $\Phi_{Q_{3}}$.
Table 15 continues the results for the joint measure $[P Q]$ under the standard calibration. The unreliability of the residuals is highlighted here again with the backward errors being roughly one order of magnitude higher than the relative residuals for Sims (2001) but nearly three orders of magnitude for Binder and Pesaran (1997). As for $P$, the condition number is significantly larger for this model than the simple habit model of the previous section, which would be entirely missed by focussing on the eigenvalue separation or similar measure to assess the quality of a solution. Despite the poorer conditioning, the solutions do not suffer from numerical errors of economic consequence as indicated by the forward errors. Note this conclusion is suggested by the agreement among the different
Table 14. Results $Q$ : Baseline Calibration

- For Dynare, refer to Adjemian, Bastani, Juillard, Mihoubi, Perendia, Ratto, and Villemot (2011). Dynare under QZ-Based Methods is documented in Villemot (2011) and under Alternatives is the cyclic reduction method. BP (1997) refers to Binder and Pesaran (1997).
- $E[r p]$ is expressed in annual $\%, s t d\left(\log c_{t}\right)$ in quarterly $\%$, and $*$ indicates a backward error less than machine precision, $2^{-52}=2.2204 E-16$.
Table 15. Results $P Q$ : Baseline Calibration
- For Dynare, refer to Adjemian, Bastani, Juillard, Mihoubi, Perendia, Ratto, and Villemot (2011). Dynare under QZ-Based Methods is
documented in Villemot (2011) and under Alternatives is the cyclic reduction method. BP (1997) refers to Binder and Pesaran (1997).
- $E[r p]$ is expressed in annual $\%, s t d\left(\log c_{t}\right)$ in quarterly $\%$, and $*$ indicates a backward error less than machine precision, $2^{-52}=2.2204 E-16$
solution methods, but are confirmed individually by the forward errors. That is, there is no need to recalculated the solution with different methods as a user with forward error 1 bounds on the order of $e-12$ or lower can be confident that any numerical instability are inconsequential for the economic analysis.

Now turning to the alternative calibration and the results for $P$ in table 16, there is disagreement on the moments as can be seen directly in the first row. Whereas Dynare's QZ method calculates the risk premium as below the target, the remaining methods suggest the risk premium has been overshoot at this calibration. Klein (2000) suggests a much higher overshot than the other methods and Sims (2001) suggests the risk free rate is much higher above its target. In the absence of a closed form or symbolic solution, it is unclear which method's moments we should consider correct. The consequences of this uncertainty also extends to estimates: while the results would suggest that the curvature in the utility function or habuit formation should be increased for some methods, the suggestion goes in the opposite direction for others. The danger is even greater: none of the methods here gave any warning or indication that their results might be problematic practitioners in this situation would be entirely unaware of these discrepancies.

The differences between the relative residuals and the backward errors cannot be overlooked here with the growth or amplification factor ranging from 3.48 to $6.41 \mathrm{e}+06$ relying on relative residuals would lead to undue confidence in some of the results and in particular would grossly overstate their relative accuracies. The eigenvalue separation has improved from the baseline calibration and users relying on this measure to diagnose numerical inaccuracies would be mislead into being confident about their solution. The pencil separation shows a collapse of the distance between the stable and unstable pencils which then leads to very large condition numbers. Regardless of the method being used, the measures of this paper would warn the practitioner that the model at this calibration is very ill conditioned. The forward error bounds 1 show that the solution by Dynare QZ is least accurate, followed by Klein (2000) and then the remaining QZ methods - this is of course corroborated by comparing the moments with those of the other methods, in particular the alternative, non QZ methods whose forward error bounds 1 indicate that their results are reliable. The forward error bounds 2 are overly pessimistic here which follows directly from the small pencil separation and gives a worst case measure that neglects the structure of the solution to the problem. Hence, practitioners of every methods would be warned of the ill conditioning of the problem and QZ users could further
Table 16. Results $P$ : Alternative Calibration

- For Dynare, refer to Adjemian, Bastani, Juillard, Mihoubi, Perendia, Ratto, and Villemot (2011). Dynare under QZ-Based Methods is
documented in Villemot (2011) and under Alternatives is the cyclic reduction method. BP (1997) refers to Binder and Pesaran (1997).
- $E[r p]$ is expressed in annual $\%, s t d\left(\log c_{t}\right)$ in quarterly $\%$, and $*$ indicates a backward error less than machine precision, $2^{-52}=2.2204 E-16$.
be warned of the expected inaccuracy of their solution, warnings that again none of the methods from the literature provided here.
The results for the shock impact matrix $Q$ under the alternative calibration can be found in table 17. Again note the large differences between the relative residuals and the accuracy of the moments - measured here by the difference to the risk premium predicted by Anderson (2010), the method with the lowest forward error 1. The residuals would not only suggest a reliability of the results from the individual methods, but also a relative order - with Uhlig's (1999) QZ method being tied as the most accurate. Access to condition numbers again indicate that this problem is ill conditioned with the looser bound deteriorating substantially as the dependencies on $P$ and its dependencies are incorporated going to $\Phi_{Q_{2}}$ and then $\Phi_{Q_{3}}$, consistent with the ill conditioning of the problem in $P$ that serves to exacerbate the ill condition in the problem here in $Q$ even when taking $F=A P+B$ at face value. The importance of incorporating these dependencies is highlighted by the differences between the forward error bounds for $Q_{2}$ and $Q_{3}$ using Uhlig (1999) and despite the ill conditioned nature of the problem, the tight forward error bounds 1 for $Q_{3}$ indicate the reliability of the solutions provided by the non QZ methods.
Table 18 continues the results for the joint measure $[P Q]$ under the alternative calibration. The diagnostics provided by examining $P$ and $Q$ jointly summarize the results from $Q$ and $P$ individually. Practitioners relying on residual or eigenvalue separation based measures or warnings of numerical instabilities would miss the problems associated with the model at this calibration: the backward errors differ by a factor of over 1 e 07 from the relative residuals for most methods and the pencil separation is smaller than the eigenvalue separation by a factor of 1 e 13 . The condition numbers confirm that the problem is ill conditioned regardless of the method employed and the forward error bounds 1 show that the solution by Dynare QZ is the least accurate, followed by Klein (2000) and then the remaining QZ methods, with the alternative, non QZ methods displaying forward error bounds 1 that indicate the reliability of their results. Again the methods I propose would warn users of all methods of the ill conditioning of the problem and QZ users would be further warned of the expected inaccuracy of their solution, warnings that none of the methods from the literature provided here.

Just as different methods that are theoretically identical can have different numerical consequences, so too can different formulations of a model that are theoretically identical have different numerical consequences. Consider the application of the Lucas asset
TABLE 17. Results $Q$ : Alternative Calibration

- For Dynare, refer to Adjemian, Bastani, Juillard, Mihoubi, Perendia, Ratto, and Villemot (2011). Dynare under QZ-Based Methods is
documented in Villemot (2011) and under Alternatives is the cyclic reduction method. BP (1997) refers to Binder and Pesaran (1997).
- $E[r p]$ is expressed in annual $\%, s t d\left(\log c_{t}\right)$ in quarterly $\%$, and $*$ indicates a backward error less than machine precision, $2^{-52}=2.2204 E-16$.
Table 18. Results $P Q$ : Alternative Calibration
- For Dynare, refer to Adjemian, Bastani, Juillard, Mihoubi, Perendia, Ratto, and Villemot (2011). Dynare under QZ-Based Methods is
documented in Villemot (2011) and under Alternatives is the cyclic reduction method. BP (1997) refers to Binder and Pesaran (1997).
- $E[r p]$ is expressed in annual $\%, s t d\left(\log c_{t}\right)$ in quarterly $\%$, and $*$ indicates a backward error less than machine precision, $2^{-52}=2.2204 E-16$.

| Measure | Data | QZ-Based Methods |  |  |  | Alternatives |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Klein (2000) | Sims (2001) | Uhlig (1999) | Dynare QZ | Anderson (2010) | BP (1997) | Dynare CR |
| $E[r p]$ | 6.18 | 5.87 | 5.87 | NaN | 6.29 | 6.23 | NaN | NaN |
| $\Delta E[r p]$ |  | 0.359 | 0.366 | NaN | -0.0568 | 0 | NaN | NaN |
| $E\left[R_{t}^{f}\right]$ | 0.8 | 5.91 | 5.11 | NaN | -0.326 | 0.824 | NaN | NaN |
| $s t d\left(\log y_{t}\right)$ | 0.01 | 0.01 | 0.00997 | NaN | 0.01 | 0.01 | NaN | NaN |
| $s t d\left(\log c_{t}\right)$ | 0.51 | 0.469 | 0.499 | NaN | 0.531 | 0.519 | NaN | NaN |
| $s t d\left(\log i_{t}\right)$ | 2.65 | 6.24 | 6.1 | NaN | 5.96 | 6.01 | NaN | NaN |
| Rel. Res. |  | $8.85 \mathrm{e}-13$ | $4.48 \mathrm{e}-10$ | NaN | $6.81 \mathrm{e}-12$ | $1.73 \mathrm{e}-23$ | NaN | NaN |
| BE Bound |  | 1.13e-09 | 1.91e-09 | NaN | $4.81 \mathrm{e}-11$ | $6.01 \mathrm{e}-17$ | NaN | NaN |
| $\mu_{P}$ |  | $1.27 \mathrm{e}+03$ | 4.27 | NaN | 7.07 | $3.47 \mathrm{e}+06$ | NaN | NaN |
| Eig. Sep. |  | 0.0696 | 0.0701 | NaN | 0.0759 | 0.0764 | NaN | NaN |
| Pencil Sep. |  | 1.57e-15 | 1.53e-15 | NaN | 1.32e-15 | 1.39e-15 | NaN | NaN |
| $\Psi_{P}$ |  | $1.25 \mathrm{e}+05$ | $1.25 \mathrm{e}+05$ | NaN | $1.02 \mathrm{e}+05$ | $1.05 \mathrm{e}+05$ | NaN | NaN |
| $\Phi_{P}$ |  | $6.34 \mathrm{e}+22$ | $6.5 \mathrm{e}+22$ | NaN | $7.54 \mathrm{e}+22$ | $7.17 \mathrm{e}+22$ | NaN | NaN |
| FE Bound 1 |  | $8.79 \mathrm{e}-05$ | 0.0445 | NaN | 0.000676 | $1.72 \mathrm{e}-15$ | NaN | NaN |
| FE Bound 2 |  | $5.62 \mathrm{e}+10$ | $2.91 \mathrm{e}+13$ | NaN | $5.14 \mathrm{e}+11$ | 1.24 | NaN | NaN |

Table 19. Results $P$ : Alternative Calibration, Alternate Equations

- For Dynare, refer to Adjemian, Bastani, Juillard, Mihoubi, Perendia, Ratto, and Villemot (2011). Dynare under QZ-Based Methods is
documented in Villemot (2011) and under Alternatives is the cyclic reduction method. BP (1997) refers to Binder and Pesaran (1997).
- $E[r p]$ is expressed in annual $\%, s t d\left(\log c_{t}\right)$ in quarterly $\%$, and $*$ indicates a backward error less than machine precision, $2^{-52}=2.2204 E-16$.
pricing equation to pricing economic capital

$$
\begin{equation*}
1=E_{t}\left[e^{\hat{m}_{t+1}+\hat{R}_{t+1}}\right] \tag{116}
\end{equation*}
$$

or equivalently

$$
\begin{equation*}
1=\beta E_{t}\left[e^{-\tau a_{b a r}+\hat{R}_{t+1}} \frac{\mu_{t+1}}{\mu_{t}}\right] \tag{117}
\end{equation*}
$$

where

$$
\begin{equation*}
e^{\hat{m}_{t}}=\beta e^{-\tau a_{b a r}} \frac{\mu_{t}}{\mu_{t-1}} \tag{118}
\end{equation*}
$$

and $\mu_{t}$ is deterministically detrended $\lambda_{t}$ from (112) above. In the results above, the formulation (117) and (??) was used, now I replace (117) with (116). This theoretically makes no difference, but numerically changes the problem significantly. To see this intuitively, notice that previously, there were entries in the $B$ matrix (associated with contemporaneous variables) as well as in the $A$ matrix (associated with future variables) in the row associated with this equation. Now with (116), there are only entries in the $A$ matrix (associated with future variables) in the row associated with this equation.
The results for $P$ under the alternative calibration and this alternate formulation can be found in table 19. Three methods, Uhlig (1999), Binder and Pesaran (1997), and Dynare's cyclic reduction, are now unable to solve the model as rank conditions on $B$ required by these methods are violated. For the remaining algorithms, we find that now Dynare's QZ over estimates the risk premium, at least partially by calculating the risk free rate as negative. The remaining QZ algorithms do not fair much better, predicting very high risk free rates. The potentially much larger backward errors and ill conditioning from above is again found here and only for the method of Anderson (2010) would the forward error bound 1 indicate results that could be trusted. On the one hand, one might be tempted to call foul as the forward error 1 for Klein (2000) is significantly smaller than for Sims (2001) despite their similar predicted moments.

This is premature as the results here are only for $P$ and the calculation of the moments also depends on $Q$, which are contained in table 20. As under the original formulation the equation in $Q$ is ill conditioned even taking $F$ at face value and focussing on the forward error bounds 1 for $Q_{3}$ (note that the forward error bounds 2 again potentiate the ill conditioning of $P$ together with $Q$ ), it is now the error in Klein (2000) that is an order of magnitude larger than for Sims (2001). As for $P$, only Anderson (2010) has forward error bounds 1 that would lead the practitioner to trust the results. The results for $P$
TABLE 20. Results $Q$ : Alternative Calibration, Alternate Equations

- For Dynare, refer to Adjemian, Bastani, Juillard, Mihoubi, Perendia, Ratto, and Villemot (2011). Dynare under QZ-Based Methods is
documented in Villemot (2011) and under Alternatives is the cyclic reduction method. BP (1997) refers to Binder and Pesaran (1997).
- $E[r p]$ is expressed in annual $\%, s t d\left(\log c_{t}\right)$ in quarterly $\%$, and $*$ indicates a backward error less than machine precision, $2^{-52}=2.2204 E-16$.
and $Q$ individually are confirmed with the joint measure in $[P Q]$ in table 21. All methods that produced a solution agree that the problem is ill conditioned, which results from the small pencil separations despite the well spaced eigenvalues, the backward errors can differ by multiple orders of magnitude from the relative residuals, and the forward error bounds 1 would indicate to users of all methods but Anderson's (2010) that their results are likely to have errors of economic significance.

For the internal habit model of Jermann (1998) of production based asset pricing does not admit a closed form solution for the linearized problem. Nonetheless, the methods I proposed in the previous sections would warn users of the ill conditioning of the problem and of the expected inaccuracy of solution based on forward error bounds, warnings that none of the methods from the literature provide, even in alternative calibrations that lead to economically significant numerical errors.
4.3. Smets and Wouters (2007) Medium Scale Macroeconomic Model. Smets and Wouters (2007) analyze and estimate a DSGE model based on macroeconomic data from the US economy, providing a compact medium scale model that is arguably the benchmark for structural policy analyses. Their New Keynesian model features sticky prices and wages, inflation indexation, consumption habit formation as well as production frictions in investment and capital and fixed costs. The model leverages seven macroeconomic time series from the US economy to estimate the model parameters using Bayesian estimation. They show that the model matches the US macroeconomic data closely and that out-of-sample forecasting performance is comparable VAR and BVAR models.

I explore the permissable parameter space (as defined by the support of the authors' prior) and demonstrate again a numerically problematic parameterization that existing solution methods do not guard against. The resulting differences in the predictions of the moments of endogenous variables are of economic relevance. To begin, I examine the numerical stability of the solution at the posterior mode of Smets and Wouters (2007). In table 22 I present the results for the transition matrix $P$. The first three rows are the second moments of the three primary New Keynesian variables, inflation, output growth and the nominal interest rate. The different solution methods all produce the same results for these three moments. Notice that the moments are not perfectly matched (cf., Smets and Wouters's (2007, p. 604) table 6), as the posterior combines the prior as well as the likelihood that itself likely will not perfectly match these particular movements. The results are consistent with previous sections, backward errors can differ substantially

| Measure | Data | QZ-Based Methods |  |  |  | Alternatives |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Klein (2000) | Sims (2001) | Uhlig (1999) | Dynare QZ | Anderson (2010) | BP (1997) | Dynare CR |
| $E[r p]$ | 6.18 | 5.87 | 5.87 | NaN | 6.29 | 6.23 | NaN | NaN |
| $\Delta E[r p]$ |  | 0.359 | 0.366 | NaN | -0.0568 | 0 | NaN | NaN |
| $E\left[R_{t}^{f}\right]$ | 0.8 | 5.91 | 5.11 | NaN | -0.326 | 0.824 | NaN | NaN |
| $s t d\left(\log y_{t}\right)$ | 0.01 | 0.01 | 0.00997 | NaN | 0.01 | 0.01 | NaN | NaN |
| $s t d\left(\log c_{t}\right)$ | 0.51 | 0.469 | 0.499 | NaN | 0.531 | 0.519 | NaN | NaN |
| $s t d\left(\log i_{t}\right)$ | 2.65 | 6.24 | 6.1 | NaN | 5.96 | 6.01 | NaN | NaN |
| Rel. Res. |  | 1.4e-12 | 4.48e-10 | NaN | $6.81 \mathrm{e}-12$ | $1.73 \mathrm{e}-23$ | NaN | NaN |
| BE Bound |  | 0.00101 | 1.92e-09 | NaN | 4.81e-11 | 2.67e-16 | NaN | NaN |
| $\mu_{P}$ |  | $7.16 \mathrm{e}+08$ | 4.27 | NaN | 7.07 | $1.55 \mathrm{e}+07$ | NaN | NaN |
| Eig. Sep. |  | 0.0696 | 0.0701 | NaN | 0.0759 | 0.0764 | NaN | NaN |
| Pencil Sep. |  | 1.56e-15 | 1.53e-15 | NaN | 1.32e-15 | 1.39e-15 | NaN | NaN |
| $\Psi_{P}$ |  | $1.25 \mathrm{e}+05$ | $1.25 \mathrm{e}+05$ | NaN | $1.02 \mathrm{e}+05$ | $1.05 \mathrm{e}+05$ | NaN | NaN |
| $\Phi_{P}$ |  | $6.34 \mathrm{e}+22$ | $6.5 \mathrm{e}+22$ | NaN | $7.54 \mathrm{e}+22$ | $7.17 \mathrm{e}+22$ | NaN | NaN |
| FE Bound 1 |  | $1.39 \mathrm{e}-04$ | 0.0445 | NaN | $6.76 \mathrm{e}-04$ | $1.72 \mathrm{e}-15$ | NaN | NaN |
| FE Bound 2 |  | $8.9 \mathrm{e}+10$ | $2.91 \mathrm{e}+13$ | NaN | $5.14 \mathrm{e}+11$ | 1.24 | NaN | NaN |

- For Dynare, refer to Adjemian, Bastani, Juillard, Mihoubi, Perendia, Ratto, and Villemot (2011). Dynare under QZ-Based Methods is
documented in Villemot (2011) and under Alternatives is the cyclic reduction method. BP (1997) refers to Binder and Pesaran (1997).
- $E[r p]$ is expressed in annual $\%, s t d\left(\log c_{t}\right)$ in quarterly $\%$, and $*$ indicates a backward error less than machine precision, $2^{-52}=2.2204 E-16$.

| Measure |  | QZ-Based Methods |  |  |  | Alternatives |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Data | Klein (2000) | Sims (2001) | Uhlig (1999) | Dynare QZ | Anderson (2010) | BP (1997) | Dynare CR |
| $\operatorname{std}(\pi)$ | 0.615 | 0.608 | 0.608 | 0.608 | 0.608 | 0.608 | 0.608 | 0.608 |
| $\operatorname{std}(\Delta y)$ | 0.856 | 0.963 | 0.963 | 0.963 | 0.963 | 0.963 | 0.963 | 0.963 |
| $\operatorname{std}(r)$ | 0.830 | 0.656 | 0.656 | 0.656 | 0.656 | 0.656 | 0.656 | 0.656 |
| Rel. Res. |  | $1.32 \mathrm{e}-16$ | $1.27 \mathrm{e}-16$ | 1.96e-16 | 5.74e-17 | 1.02e-16 | $2.99 \mathrm{e}-17$ | 2.06e-17 |
| BE Bound |  | $1 \mathrm{e}-15$ | $1.28 \mathrm{e}-15$ | $1.34 \mathrm{e}-15$ | $1.19 \mathrm{e}-15$ | $1.78 \mathrm{e}-15$ | $4.11 \mathrm{e}-16$ | $4.88 \mathrm{e}-16$ |
| $\mu_{P}$ |  | 7.6 | 10.1 | 6.81 | 20.7 | 17.5 | 13.7 | 23.6 |
| Eig. Sep. |  | 0.0768 | 0.0768 | 0.0768 | 0.0768 | 0.0768 | 0.0768 | 0.0768 |
| Pencil Sep. |  | $4.68 \mathrm{e}-05$ | $4.68 \mathrm{e}-05$ | $4.68 \mathrm{e}-05$ | $4.68 \mathrm{e}-05$ | $4.68 \mathrm{e}-05$ | $4.68 \mathrm{e}-05$ | $4.68 \mathrm{e}-05$ |
| $\Psi_{P}$ |  | $1.26 \mathrm{e}+04$ | $1.26 \mathrm{e}+04$ | $1.26 \mathrm{e}+04$ | $1.26 \mathrm{e}+04$ | $1.26 \mathrm{e}+04$ | $1.26 \mathrm{e}+04$ | $1.26 \mathrm{e}+04$ |
| $\Phi_{P}$ |  | $4.02 \mathrm{e}+05$ | $4.02 \mathrm{e}+05$ | $4.02 \mathrm{e}+05$ | $4.02 \mathrm{e}+05$ | $4.02 \mathrm{e}+05$ | $4.02 \mathrm{e}+05$ | $4.02 \mathrm{e}+05$ |
| FE Bound 1 |  | $1.19 \mathrm{e}-14$ | $3.49 \mathrm{e}-14$ | $8.44 \mathrm{e}-14$ | $2.84 \mathrm{e}-14$ | $5.82 \mathrm{e}-14$ | $6.01 \mathrm{e}-15$ | $1.55 \mathrm{e}-14$ |
| FE Bound 2 |  | $5.3 \mathrm{e}-11$ | 5.11e-11 | $7.89 \mathrm{e}-11$ | $2.31 \mathrm{e}-11$ | $4.09 \mathrm{e}-11$ | $1.2 \mathrm{e}-11$ | 8.3e-12 |

Table 22. Results $P$ : Posterior Mode

- For Dynare, refer to Adjemian, Bastani, Juillard, Mihoubi, Perendia, Ratto, and Villemot (2011). Dynare under QZ-Based Methods is
documented in Villemot (2011) and under Alternatives is the cyclic reduction method. BP (1997) refers to Binder and Pesaran (1997).
- $E[r p]$ is expressed in annual $\%, s t d\left(\log c_{t}\right)$ in quarterly $\%$, and $*$ indicates a backward error less than machine precision, $2^{-52}=2.2204 E-16$.
from the relative residuals, the eigenvalue and pencil separations likewise differ and the later leads to the condition number that is while modest not ill conditioned considering that this model is medium scale with substantially more variables than the models in the previous sections. Looking at the forward error bounds 1, any numerical errors are going to be far too small to be of economic consequence.

These conclusions carry over to both the results for the impact matrix of shocks $Q$ in table 23 and for the joint measure $[P Q]$ in 24. Relative residuals and eigenvalue separations differ arbitrarily from the backward errors and condition numbers that combine into the forward errors. The bounds on the forward errors 1 for both $Q$ and $[P Q]$ indicate that any numerical errors are unlikely to be economically important.

Now I will turn to a problematic parameterization contained in Smets and Wouters's (2007) prior. ${ }^{26}$ Examine the first three rows are the second moments of the three primary New Keynesian variables, inflation, output growth and the nominal interest rate, in table 25 with the results for the transition matrix $P$. The different methods solving the same linear model with the same parameters produce substantially different moments, some with inflation more and others with inflation less volatile than in the data. Simply looking at the relative residuals, a user might feel comforted as these numbers are of the order of near numerical insignificance. Yet the backward errors are much larger and in some cases the growth or amplification factor is on the order of 1 e 07 . Methods that examine the eigenvalue separation likewise find well separated stable and unstable eigenvalues to assess numerically stability will miss the ill conditioning of this system as driven by the poor separation of the stable and unstable pencils.

The forward error bounds 1 , both for $P$ in table 25 and the joint measure $[P Q]$ in table 27 are not overwhelmingly indicative of solutions whose errors will be of economic consequence. This is not true, however, if the forward error bounds 1 for $Q_{3}$ in table 26 are examined. Looking at the forward errors for all three measures, the method of Binder and Pesaran (1997) is likely to be the most accurate, but its forward error bounds 1 for $Q_{3}$ of $2.5 \mathrm{e}-08$ is still not beyond reproach and some iterative method, such as proposed by Meyer-Gohde and Saecker (2022) or Meyer-Gohde (2023), might be usefully applied to reduce further improve the solution. This also highlights how not one single measure will likely be sufficient in all cases. Certainly when one condition number of $[P Q]$ is on the order of 1 e 15 , a cautious practitioner would calculate and look more closely at the

[^24]Table 23. Results $Q$ : Posterior Mode

- For Dynare, refer to Adjemian, Bastani, Juillard, Mihoubi, Perendia, Ratto, and Villemot (2011). Dynare under QZ-Based Methods is documented in Villemot (2011) and under Alternatives is the cyclic reduction method. BP (1997) refers to Binder and Pesaran (1997).
- $E[r p]$ is expressed in annual $\%, s t d\left(\log c_{t}\right)$ in quarterly $\%$, and $*$ indicates a backward error less than machine precision, $2^{-52}=2.2204 E-16$.

| Measure | Data | QZ-Based Methods |  |  |  | Alternatives |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Klein (2000) | Sims (2001) | Uhlig (1999) | Dynare QZ | Anderson (2010) | BP (1997) | Dynare CR |
| $\operatorname{std}(\pi)$ | 0.615 | 0.608 | 0.608 | 0.608 | 0.608 | 0.608 | 0.608 | 0.608 |
| $\operatorname{std}(\Delta y)$ | 0.856 | 0.963 | 0.963 | 0.963 | 0.963 | 0.963 | 0.963 | 0.963 |
| $\operatorname{std}(r)$ | 0.830 | 0.656 | 0.656 | 0.656 | 0.656 | 0.656 | 0.656 | 0.656 |
| Rel. Res. |  | $1.19 \mathrm{e}-16$ | 1.4e-16 | 1.68e-16 | $5.42 \mathrm{e}-17$ | $8.79 \mathrm{e}-17$ | $2.84 \mathrm{e}-17$ | 1.97e-17 |
| BE Bound |  | $4.45 \mathrm{e}-15$ | $1.69 \mathrm{e}-15$ | $3.95 \mathrm{e}-15$ | 2.13e-15 | 4.96e-15 | 6.08e-16 | 6.42e-16 |
| $\mu_{P}$ |  | 37.5 | 12.1 | 23.5 | 39.3 | 56.4 | 21.4 | 32.6 |
| Eig. Sep. |  | 0.0768 | 0.0768 | 0.0768 | 0.0768 | 0.0768 | 0.0768 | 0.0768 |
| Pencil Sep. |  | $4.64 \mathrm{e}-05$ | $4.64 \mathrm{e}-05$ | $4.64 \mathrm{e}-05$ | $4.64 \mathrm{e}-05$ | $4.64 \mathrm{e}-05$ | $4.64 \mathrm{e}-05$ | $4.64 \mathrm{e}-05$ |
| $\Psi_{P}$ |  | $1.07 \mathrm{e}+04$ | $1.07 \mathrm{e}+04$ | $1.07 \mathrm{e}+04$ | $1.07 \mathrm{e}+04$ | $1.07 \mathrm{e}+04$ | $1.07 \mathrm{e}+04$ | $1.07 \mathrm{e}+04$ |
| $\Phi_{P}$ |  | $3.95 \mathrm{e}+05$ | $3.95 \mathrm{e}+05$ | $3.95 \mathrm{e}+05$ | $3.95 \mathrm{e}+05$ | $3.95 \mathrm{e}+05$ | $3.95 \mathrm{e}+05$ | $3.95 \mathrm{e}+05$ |
| FE Bound 1 |  | 1.01e-14 | 2.98e-14 | 7.15e-14 | 2.41e-14 | $4.93 \mathrm{e}-14$ | $5.09 \mathrm{e}-15$ | $1.31 \mathrm{e}-14$ |
| FE Bound 2 |  | $4.68 \mathrm{e}-11$ | $5.51 \mathrm{e}-11$ | $6.64 \mathrm{e}-11$ | $2.14 \mathrm{e}-11$ | $3.47 \mathrm{e}-11$ | 1.12e-11 | 7.77e-12 |

- For Dynare, refer to Adjemian, Bastani, Juillard, Mihoubi, Perendia, Ratto, and Villemot (2011). Dynare under QZ-Based Methods is
documented in Villemot (2011) and under Alternatives is the cyclic reduction method. BP (1997) refers to Binder and Pesaran (1997).
- $E[r p]$ is expressed in annual $\%, s t d\left(\log c_{t}\right)$ in quarterly $\%$, and $*$ indicates a backward error less than machine precision, $2^{-52}=2.2204 E-16$.

| Measure | Data | QZ-Based Methods |  |  |  | Alternatives |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Klein (2000) | Sims (2001) | Uhlig (1999) | Dynare QZ | Anderson (2010) | BP (1997) | Dynare CR |
| $\operatorname{std}(\pi)$ | 0.615 | 0.564 | 0.572 | 0.642 | 0.532 | 0.624 | 0.626 | 0.578 |
| $\operatorname{std}(\Delta y)$ | 0.856 | 0.557 | 0.557 | 0.557 | 0.557 | 0.557 | 0.557 | 0.557 |
| $\operatorname{std}(r)$ | 0.830 | 0.563 | 0.569 | 0.623 | 0.538 | 0.609 | 0.61 | 0.573 |
| Rel. Res. |  | $9.13 \mathrm{e}-17$ | $3.29 \mathrm{e}-14$ | $8.67 \mathrm{e}-14$ | 1.6e-15 | $7.17 \mathrm{e}-16$ | $1.03 \mathrm{e}-18$ | $1.63 \mathrm{e}-15$ |
| BE Bound |  | $4.37 \mathrm{e}-11$ | $9.56 \mathrm{e}-12$ | $3.19 \mathrm{e}-11$ | $7.26 \mathrm{e}-11$ | $4.11 \mathrm{e}-11$ | $3.1 \mathrm{e}-11$ | $2.89 \mathrm{e}-11$ |
| $\mu_{P}$ |  | $4.79 \mathrm{e}+05$ | 290 | 367 | $4.53 \mathrm{e}+04$ | $5.73 \mathrm{e}+04$ | $3.01 \mathrm{e}+07$ | $1.77 \mathrm{e}+04$ |
| Eig. Sep. |  | 0.11 | 0.11 | 0.11 | 0.11 | 0.11 | 0.11 | 0.11 |
| Pencil Sep. |  | 7.66e-14 | 7.66e-14 | 7.66e-14 | 7.66e-14 | $7.66 \mathrm{e}-14$ | $7.66 \mathrm{e}-14$ | $7.66 \mathrm{e}-14$ |
| $\Psi_{P}$ |  | $2.51 \mathrm{e}+04$ | $2.51 \mathrm{e}+04$ | $2.51 \mathrm{e}+04$ | $2.51 \mathrm{e}+04$ | $2.51 \mathrm{e}+04$ | $2.51 \mathrm{e}+04$ | $2.51 \mathrm{e}+04$ |
| $\Phi_{P}$ |  | $2.84 \mathrm{e}+15$ | $2.84 \mathrm{e}+15$ | $2.84 \mathrm{e}+15$ | $2.84 \mathrm{e}+15$ | $2.84 \mathrm{e}+15$ | $2.84 \mathrm{e}+15$ | $2.84 \mathrm{e}+15$ |
| FE Bound 1 |  | $1.99 \mathrm{e}-14$ | $7.17 \mathrm{e}-12$ | $1.89 \mathrm{e}-11$ | $3.49 \mathrm{e}-13$ | $1.56 \mathrm{e}-13$ | $2.14 \mathrm{e}-16$ | $3.55 \mathrm{e}-13$ |
| FE Bound 2 |  | 0.26 | 93.6 | 247 | 4.55 | 2.04 | 0.00293 | 4.64 |

- For Dynare, refer to Adjemian, Bastani, Juillard, Mihoubi, Perendia, Ratto, and Villemot (2011). Dynare under QZ-Based Methods is
documented in Villemot (2011) and under Alternatives is the cyclic reduction method. BP (1997) refers to Binder and Pesaran (1997).
- $E[r p]$ is expressed in annual $\%, s t d\left(\log c_{t}\right)$ in quarterly $\%$, and $*$ indicates a backward error less than machine precision, $2^{-52}=2.2204 E-16$.
backward and forward errors and condition numbers for $P, Q$, as well as $[P Q]$. Again the methods I propose would warn users of all methods of the ill conditioning of the problem and further warned of expected inaccuracies in their solution, warnings that none of the methods from the literature provided here.
4.4. MMB Suite Comparison. Having demonstrated the relevance of numerical inaccuracies in a controlled environment where a symbolic solution is available and for nearby calibrations of an economically relevant macro-finance model and a widely used policy model, I turn to the question of how prevalent ill-conditioned models or those with large backward errors in the literature as a whole might be. Examining every reasonable cailibration (or parameterization examined during iterative analysis such as posterior sampling via MCMC) of every model in the literature is obviously an impossible task. A useful first step in this direction is provided by the Macroeconomic Model Data Base (MMB) (see Wieland, Cwik, Müller, Schmidt, and Wolters, 2012; Wieland, Afanasyeva, Kuete, and Yoo, 2016), a model comparison initiative at the Institute for Monetary and Financial Stability (IMFS) ${ }^{27}$. While this platform was originally envisioned as a means to compare policy recommendations across a broad set of macroeconomic models from the literature, providing a venue for model robust policy recommendations, it can also be used as a database of models from the literature to compare solution methods with. Version 3.1 contains 151 different models, ranging from small scale, pedagogical models to large scale, estimated models of the US, EU, multi-country economies. Taking the model equations and parameterizations in the database as given, I examine the numerical stability using the methods developed above for the set of solution methods also presented above. I apply the methods of this paper to the set of models appropriate for reproduction, ${ }^{28}$ the varying sizes of which are summarized in figure 3. Reiterating this point, this is the same suite of models used in Meyer-Gohde and Saecker (2022) and Meyer-Gohde (2023), which facilitates the comparison of the methods.

To asses the numerical stability within the model database, I will present the worst results for each measure and solution method in a table as well as a density approximation over all the models graphically. Beginning with the worst case measure and method wise

[^25]TABLE 26. Results $Q$ : Problematic Calibration

- For Dynare, refer to Adjemian, Bastani, Juillard, Mihoubi, Perendia, Ratto, and Villemot (2011). Dynare under QZ-Based Methods is documented in Villemot (2011) and under Alternatives is the cyclic reduction method. BP (1997) refers to Binder and Pesaran (1997).
- $E[r p]$ is expressed in annual $\%, s t d\left(\log c_{t}\right)$ in quarterly $\%$, and $*$ indicates a backward error less than machine precision, $2^{-52}=2.2204 E-16$.

| Measure | Data | QZ-Based Methods |  |  |  | Alternatives |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Klein (2000) | Sims (2001) | Uhlig (1999) | Dynare QZ | Anderson (2010) | BP (1997) | Dynare CR |
| $\operatorname{std}(\pi)$ | 0.615 | 0.564 | 0.572 | 0.642 | 0.532 | 0.624 | 0.626 | 0.578 |
| $\operatorname{std}(\Delta y)$ | 0.856 | 0.557 | 0.557 | 0.557 | 0.557 | 0.557 | 0.557 | 0.557 |
| $\operatorname{std}(r)$ | 0.830 | 0.563 | 0.569 | 0.623 | 0.538 | 0.609 | 0.61 | 0.573 |
| Rel. Res. |  | $9.13 \mathrm{e}-17$ | $3.29 \mathrm{e}-14$ | $8.67 \mathrm{e}-14$ | 1.6e-15 | $7.17 \mathrm{e}-16$ | $1.03 \mathrm{e}-18$ | $1.63 \mathrm{e}-15$ |
| BE Bound |  | $5.48 \mathrm{e}-11$ | $9.56 \mathrm{e}-12$ | $1.87 \mathrm{e}-09$ | $1.13 \mathrm{e}-10$ | $4.4 \mathrm{e}-11$ | $3.1 \mathrm{e}-11$ | $4.52 \mathrm{e}-11$ |
| $\mu_{P}$ |  | $6 \mathrm{e}+05$ | 290 | $2.15 \mathrm{e}+04$ | $7.06 \mathrm{e}+04$ | $6.14 \mathrm{e}+04$ | $3.01 \mathrm{e}+07$ | $2.77 \mathrm{e}+04$ |
| Eig. Sep. |  | 0.11 | 0.11 | 0.11 | 0.11 | 0.11 | 0.11 | 0.11 |
| Pencil Sep. |  | 7.66e-14 | 7.66e-14 | 7.66e-14 | 7.66e-14 | $7.66 \mathrm{e}-14$ | $7.66 \mathrm{e}-14$ | $7.66 \mathrm{e}-14$ |
| $\Psi_{P}$ |  | $2.51 \mathrm{e}+04$ | $2.51 \mathrm{e}+04$ | $2.51 \mathrm{e}+04$ | $2.51 \mathrm{e}+04$ | $2.51 \mathrm{e}+04$ | $2.51 \mathrm{e}+04$ | $2.51 \mathrm{e}+04$ |
| $\Phi_{P}$ |  | $2.84 \mathrm{e}+15$ | $2.84 \mathrm{e}+15$ | $2.84 \mathrm{e}+15$ | $2.84 \mathrm{e}+15$ | $2.84 \mathrm{e}+15$ | $2.84 \mathrm{e}+15$ | $2.84 \mathrm{e}+15$ |
| FE Bound 1 |  | $1.99 \mathrm{e}-14$ | $7.17 \mathrm{e}-12$ | $1.89 \mathrm{e}-11$ | $3.49 \mathrm{e}-13$ | $1.56 \mathrm{e}-13$ | $2.14 \mathrm{e}-16$ | $3.55 \mathrm{e}-13$ |
| FE Bound 2 |  | 0.26 | 93.6 | 247 | 4.55 | 2.04 | 0.00293 | 4.64 |

- For Dynare, refer to Adjemian, Bastani, Juillard, Mihoubi, Perendia, Ratto, and Villemot (2011). Dynare under QZ-Based Methods is
documented in Villemot (2011) and under Alternatives is the cyclic reduction method. BP (1997) refers to Binder and Pesaran (1997).
- $E[r p]$ is expressed in annual $\%, s t d\left(\log c_{t}\right)$ in quarterly $\%$, and $*$ indicates a backward error less than machine precision, $2^{-52}=2.2204 E-16$.


Figure 3. Histogram over the number of variables for the 99 MMB models
Figure 3 plots the number of model variables over the amount of MMB models. Currently the total amount of models considered is 99 .
for the transition matrix $P$, see table $28 .{ }^{29}$ Note first that the worst case amplification or growth factors that show how backward errors can differ from relative residuals are on the order of $1 \mathrm{e} 06,1 \mathrm{e} 07$ across all methods. With the exception of the cyclic reduction method of Dynare, the relative residuals and also the backward errors are even at their largest comfortingly small. There are models in the database that are ill conditioned at their baseline calibrations as both the condition numbers indicate, following from small separation. Brought together, there are models in the database whose transition matrix forward error bounds cannot rule out numerical instabilities.

Figure 4 summarizes the backward errors, condition numbers and forward errors across all models graphically. Starting in the upper left panel, the backward errors are generally within a couple orders of magnitude of machine precisions for all methods. Even though the largest backward errors from table 28 are associated with the cyclic reduction method, this method actually is the most accurate on average with its mode even inside machine precision. The upper right shows both measures of the condition numbers are note that this number can be calculated regardless of the solution method and is an assessment of the problem and not the solution. With this depicted on a $\log 10$ scale, there are a number of models that are moderately ill conditioned. The lower left panel provides the two forward error bounds and the general conclusion to be taken from here is that all of the methods generally provide solutions that are numerically stable in the sense that

[^26]| Measure | QZ-Based Methods |  |  |  | Alternatives |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Klein (2000) | Sims (2001) | Uhlig (1999) | Dynare QZ | Anderson (2010) | Dynare CR |
| max(Rel. Res.) | 1.19e-14 | $3.23 \mathrm{e}-11$ | 1.69e-14 | 1.15e-14 | 1.25e-12 | 1.46e-05 |
| $\max$ (BE Bound) | $3.25 \mathrm{e}-13$ | $1.24 \mathrm{e}-10$ | $2.52 \mathrm{e}-12$ | $2.95 \mathrm{e}-14$ | $1.85 \mathrm{e}-10$ | $3.17 \mathrm{e}-05$ |
| $\max \left(\mu_{P}\right)$ | $3.33 \mathrm{e}+07$ | $3.33 \mathrm{e}+07$ | $2.13 \mathrm{e}+06$ | $3.33 \mathrm{e}+07$ | $3.33 \mathrm{e}+07$ | $3.33 \mathrm{e}+07$ |
| $\min$ (Eig. Sep.) | 9.99e-16 | 6.66e-16 | 1.33e-15 | $6.66 \mathrm{e}-16$ | 1.33e-15 | 3.42e-07 |
| $\min$ (Pencil Sep.) | $5.45 \mathrm{e}-16$ | $5.45 \mathrm{e}-16$ | $5.45 \mathrm{e}-16$ | $5.45 \mathrm{e}-16$ | 5.45e-16 | $5.45 \mathrm{e}-16$ |
| $\max \left(\Psi_{P}\right)$ | $1.79 \mathrm{e}+10$ | $1.79 \mathrm{e}+10$ | $1.79 \mathrm{e}+10$ | $1.79 \mathrm{e}+10$ | $1.79 \mathrm{e}+10$ | $1.59 \mathrm{e}+08$ |
| $\max \left(\Phi_{P}\right)$ | $1.81 \mathrm{e}+17$ | $1.81 \mathrm{e}+17$ | $1.81 \mathrm{e}+17$ | $1.81 \mathrm{e}+17$ | $1.81 \mathrm{e}+17$ | $1.81 \mathrm{e}+17$ |
| $\max ($ FE Bound 1) | $5.46 \mathrm{e}-09$ | $1.9 \mathrm{e}-07$ | $3.06 \mathrm{e}-08$ | $9.93 \mathrm{e}-10$ | $1.75 \mathrm{e}-04$ | 0.00202 |
| max(FE Bound 2) | $1.68 \mathrm{e}-04$ | $1.52 \mathrm{e}-04$ | $1.05 \mathrm{e}-04$ | $2.5 \mathrm{e}-05$ | 0.247 | 0.868 |

Table 28. Results $P$ : Density over MMB Models

- For Dynare, refer to Adjemian, Bastani, Juillard, Mihoubi, Perendia, Ratto, and Villemot (2011). Dynare under QZ-Based Methods is
documented in Villemot (2011) and under Alternatives is the cyclic reduction method. BP (1997) refers to Binder and Pesaran (1997).
- $E[r p]$ is expressed in annual $\%, s t d\left(\log c_{t}\right)$ in quarterly $\%$, and $*$ indicates a backward error less than machine precision, $2^{-52}=2.2204 E-16$.


Figure 4. Backward Error, Condition Numbers, and Forward Error Bounds, $P$, for MMB Models
their numerical errors in $P$ are unlikely to be of economic consequence. Expressed relative to Dynare's cyclic reduction, the forward error bounds are stably idstributed, meaing that generally the solutions gain and lose accuracy together, i.e. the less accurate solutions in the database are driven more by the problem than the solution method.

Table 29 provides the worst case results from the model database for the impact matrix $Q$. Again, the worst case amplification or growth factors that show how backward errors can differ from relative residuals are high and on the order of 1 e 05 to 1 e 06 across all methods. With the exception of Sims (2001), the relative residuals and also the backward errors are even at their largest comfortingly small. There are models in the database that are ill conditioned at their baseline calibrations as both the condition numbers indicate,
for $Q_{1}, Q_{2}$, and $Q_{3}$ indicating that ill conditioning within the database occurs natively in the problem in $Q$ as well as being inherited from $P$. However, the forward errors seem to indicate that although numerical instabilities of economic consequences in the impact matrices cannot be ruled out, these worst case scenarios for the forward error bound 1 are not overwhelmingly large.

For the impact matrix, figure 4 summarizes the backward errors, condition numbers and forward errors across all models graphically. The results here are for $Q_{2}$ so $F=A P+B$ is used with errors in $A, B$, and $P$ taken into account (but not the dependency of $P$ and $A$, $B$, and $C$ ). Starting at the upper left, all methods except Klein (2000) and Sims (2001) produce backward errors comfortably inside machine precision, but even for these two methods, the errors are all within two orders of magnitude of machine precision. The condition numbers are in the upper right and they are in general small to modest, though there is a mass of model with significantly ill condition problems in $Q$. For the forward error bounds, most of the methods for most of the models are very close to machine precision, with the looser bounds driven bay the condition numbers at face value are often very pessimistic. The methods of Klein (2000) and Sims (2001), however, are noticeably less precise with Dynare's QZ joining them as an intermediate case in both the lower panels. Hence I can conclude that the QZ methods are consistently less accurate in their solutions for $Q$ than the remaining QZ method, that of Uhlig (1999) (see the models above, this result is a recurring theme).

Finally the joint measure $[P Q]$ is contained in table 30 . Here the differences in the worst case relative residuals and backward errors are apparent, highlighting again the danger of solely residual based error diagnostics, also underscored by the growth or amplification factor running at about 1 e 07 . The worst case separation, both eigenvalue and pencil, are very small (with the exception being the eigenvalue separation for the cyclic reduction method of Dynare, hinting that practitioners using the eigenvalue separation might miss the most ill conditioned model) leading to a worst case very ill donditioned problem by noth measures. Now for the joint measures, economically significant numerical errors cannot be ruled out for the worst case model, espeically and interestingly for the non QZ methods.

Figure 6 summarizes the backward errors, condition numbers and forward errors across all models graphically for the joint measure $[P Q]$. The majority of the mass for all methods is close to machine precision for the backward errors and concentrated around

| Measure | QZ-Based Methods |  |  |  | Alternatives |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Klein (2000) | Sims (2001) | Uhlig (1999) | Dynare QZ | Anderson (2010) | Dynare CR |
| $\max \left(\right.$ Rel. Res. $Q_{1}$ ) | 2.5e-15 | 1.02e-10 | 5.53e-17 | 1.37e-15 | $4.21 \mathrm{e}-16$ | $4.72 \mathrm{e}-17$ |
| $\max \left(\mathrm{BE}\right.$ Bound $Q_{1}$ ) | $4.14 \mathrm{e}-14$ | $1.02 \mathrm{e}-10$ | $3.52 \mathrm{e}-16$ | $4.13 \mathrm{e}-15$ | $8.36 \mathrm{e}-16$ | $2.07 \mathrm{e}-16$ |
| $\max \left(\mu_{Q_{1}}\right)$ | $7.41 \mathrm{e}+05$ | $4.45 \mathrm{e}+06$ | $1.21 \mathrm{e}+06$ | $4.45 \mathrm{e}+06$ | $4.45 \mathrm{e}+06$ | $7.52 \mathrm{e}+05$ |
| $\max \left(\text { Rel. Res. } Q_{2}\right)$ | $2.24 \mathrm{e}-15$ | $6.33 \mathrm{e}-11$ | $4.48 \mathrm{e}-17$ | $3.05 \mathrm{e}-15$ | $1.34 \mathrm{e}-15$ | $5.34 \mathrm{e}-17$ |
| $\max \left(\mathrm{BE}\right.$ Bound $Q_{2}$ ) | $1.06 \mathrm{e}-13$ | $8.74 \mathrm{e}-11$ | $6.67 \mathrm{e}-16$ | $2 \mathrm{e}-15$ | $1 \mathrm{e}-15$ | $8.14 \mathrm{e}-16$ |
| $\max \left(\mu_{Q_{2}}\right)$ | $1.72 \mathrm{e}+06$ | $6.06 \mathrm{e}+06$ | $2.8 \mathrm{e}+06$ | $6.06 \mathrm{e}+06$ | $6.06 \mathrm{e}+06$ | $1.74 \mathrm{e}+06$ |
| $\min ($ Pencil Sep.) | $3.08 \mathrm{e}-07$ | $3.08 \mathrm{e}-07$ | $3.08 \mathrm{e}-07$ | $3.08 \mathrm{e}-07$ | $3.08 \mathrm{e}-07$ | $3.08 \mathrm{e}-07$ |
| $\max \left(\Psi_{Q_{1}}\right)$ | $4.73 \mathrm{e}+09$ | $4.73 \mathrm{e}+09$ | $4.73 \mathrm{e}+09$ | $4.73 \mathrm{e}+09$ | $4.73 \mathrm{e}+09$ | $7.08 \mathrm{e}+08$ |
| $\max \left(\Psi_{Q_{2}}\right)$ | $4.73 \mathrm{e}+09$ | $4.73 \mathrm{e}+09$ | $4.73 \mathrm{e}+09$ | $4.73 \mathrm{e}+09$ | $4.73 \mathrm{e}+09$ | $7.08 \mathrm{e}+08$ |
| $\max \left(\Psi_{Q_{3}}\right)$ | $2.77 \mathrm{e}+10$ | $2.77 \mathrm{e}+10$ | $2.77 \mathrm{e}+10$ | $2.77 \mathrm{e}+10$ | $2.77 \mathrm{e}+10$ | $1.59 \mathrm{e}+08$ |
| $\max \left(\Phi_{Q_{1}}\right)$ | $4.8 \mathrm{e}+09$ | $4.8 \mathrm{e}+09$ | $4.8 \mathrm{e}+09$ | $4.8 \mathrm{e}+09$ | $4.8 \mathrm{e}+09$ | $7.08 \mathrm{e}+08$ |
| $\max \left(\Phi_{Q_{2}}\right)$ | $3.91 \mathrm{e}+14$ | $3.91 \mathrm{e}+14$ | $3.91 \mathrm{e}+14$ | $3.91 \mathrm{e}+14$ | $3.91 \mathrm{e}+14$ | $3.91 \mathrm{e}+14$ |
| $\max \left(\Phi_{Q_{3}}\right)$ | $7.95 \mathrm{e}+23$ | $7.95 \mathrm{e}+23$ | $7.95 \mathrm{e}+23$ | $7.95 \mathrm{e}+23$ | $7.95 \mathrm{e}+23$ | $7.95 \mathrm{e}+23$ |
| $\max \left(\mathrm{FE}\right.$ Bound $1 Q_{1}$ ) | $4.19 \mathrm{e}-09$ | $1.07 \mathrm{e}-07$ | $4.46 \mathrm{e}-14$ | $9.52 \mathrm{e}-13$ | $3.05 \mathrm{e}-14$ | $9.13 \mathrm{e}-13$ |
| $\max \left(\mathrm{FE}\right.$ Bound $1 Q_{2}$ ) | $5.04 \mathrm{e}-09$ | $2.84 \mathrm{e}-07$ | 7.78e-09 | $9.96 \mathrm{e}-10$ | $3.32 \mathrm{e}-04$ | $4.01 \mathrm{e}-04$ |
| $\max \left(\mathrm{FE}\right.$ Bound $2 Q_{1}$ ) | $3 \mathrm{e}-07$ | 1.18e-06 | $6.25 \mathrm{e}-11$ | $1.22 \mathrm{e}-10$ | $2.26 \mathrm{e}-10$ | $1.68 \mathrm{e}-11$ |
| $\max \left(\right.$ FE Bound $2 Q_{2}$ ) | $4.79 \mathrm{e}+10$ | $3.04 \mathrm{e}+10$ | $4.11 \mathrm{e}+10$ | $9.78 \mathrm{e}+09$ | $1.53 \mathrm{e}+10$ | $8.12 \mathrm{e}+09$ |

- For Dynare, refer to Adjemian, Bastani, Juillard, Mihoubi, Perendia, Ratto, and Villemot (2011). Dynare under QZ-Based Methods is
documented in Villemot (2011) and under Alternatives is the cyclic reduction method. BP (1997) refers to Binder and Pesaran (1997).
- $E[r p]$ is expressed in annual $\%, s t d\left(\log c_{t}\right)$ in quarterly $\%$, and $*$ indicates a backward error less than machine precision, $2^{-52}=2.2204 E-16$.

| Measure | QZ-Based Methods |  |  |  | Alternatives |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Klein (2000) | Sims (2001) | Uhlig (1999) | Dynare QZ | Anderson (2010) | Dynare CR |
| $\max$ (Rel. Res.) | 1.59e-15 | 4.08e-11 | 1.3e-14 | 1.5e-15 | 1.02e-12 | $8.14 \mathrm{e}-06$ |
| $\max (\mathrm{BE}$ Bound) | 5.43e-09 | $1.24 \mathrm{e}-10$ | 1.32e-10 | 1.91e-12 | 2.08e-08 | 0.00109 |
| $\max \left(\mu_{P}\right)$ | $9.64 \mathrm{e}+07$ | $1.73 \mathrm{e}+07$ | $1 \mathrm{e}+08$ | $9.36 \mathrm{e}+07$ | $8.96 \mathrm{e}+07$ | $8.87 \mathrm{e}+07$ |
| $\min$ (Eig. Sep.) | 9.99e-16 | $6.66 \mathrm{e}-16$ | 1.33e-15 | $6.66 \mathrm{e}-16$ | 1.33e-15 | 3.42e-07 |
| $\min ($ Pencil Sep.) | $3.65 \mathrm{e}-16$ | $3.65 \mathrm{e}-16$ | $3.65 \mathrm{e}-16$ | $3.65 \mathrm{e}-16$ | $3.65 \mathrm{e}-16$ | $3.65 \mathrm{e}-16$ |
| $\max \left(\Psi_{P}\right)$ | $1.99 \mathrm{e}+10$ | $1.99 \mathrm{e}+10$ | $1.99 \mathrm{e}+10$ | $1.99 \mathrm{e}+10$ | $1.99 \mathrm{e}+10$ | $1.59 \mathrm{e}+08$ |
| $\max \left(\Phi_{P}\right)$ | $1.81 \mathrm{e}+17$ | $1.81 \mathrm{e}+17$ | $1.81 \mathrm{e}+17$ | $1.81 \mathrm{e}+17$ | $1.81 \mathrm{e}+17$ | $1.81 \mathrm{e}+17$ |
| max(FE Bound 1) | $5.31 \mathrm{e}-09$ | $2.09 \mathrm{e}-07$ | $2.8 \mathrm{e}-08$ | $9.94 \mathrm{e}-10$ | 2.1e-04 | 0.00108 |
| max(FE Bound 2) | 1.56e-04 | 1.94e-04 | $7.05 \mathrm{e}-05$ | $1.72 \mathrm{e}-05$ | 0.224 | 0.594 |

Table 30. Results $P Q$ : Density over MMB Models

- For Dynare, refer to Adjemian, Bastani, Juillard, Mihoubi, Perendia, Ratto, and Villemot (2011). Dynare under QZ-Based Methods is
documented in Villemot (2011) and under Alternatives is the cyclic reduction method. BP (1997) refers to Binder and Pesaran (1997).
- $E[r p]$ is expressed in annual $\%, s t d\left(\log c_{t}\right)$ in quarterly $\%$, and $*$ indicates a backward error less than machine precision, $2^{-52}=2.2204 E-16$.


Figure 5. Backward Error, Condition Numbers, and Forward Error Bounds, Q, for MMB Models
well to slightly ill conditioned problems. The most accurate method might be judged to be the cyclic reduction method with its left shift of mass in the lower left panel, the forward error bound 1 (importantly recall its poor worst case performance above). Plotting the forward error bounds 1 relative to that of the cyclic reduction method, we see that most of the variation in accuracy is driven by the different problems in the database with the cyclic reduction method generally being about a bit less than an order of magnitude more accurate than the other methods.

In sum, examining the models in the Macroeconomic Model Data Base (MMB) (see Wieland, Cwik, Müller, Schmidt, and Wolters, 2012; Wieland, Afanasyeva, Kuete, and Yoo, 2016), I do not find evidence for pervasive numerical inaccuracies in models from the


Figure 6. Backward Error, Condition Numbers, and Forward Error Bounds, $P Q$, for MMB Models
literature. That is not to say that the literature is free from the problems I examine here, with some worst case measures indicating potentially economically relevant numerical errors and many of the problems examined in the literature are ill conditioned. While the non QZ based methods generally perform better than the QZ methods, the method of Uhlig (1999) consistently solves for $Q$ better than the other methods and the worst of the worst case results for the joint measure are produced by the non QZ methods. Hence, there is no systematically superior algorithm and each method may perform better or worse than others depending on the circumstance of the model. This makes the incorporation of diagnostics like those provided in this paper to be all the more important.
4.5. Smets and Wouters (2007) Posterior. I return to the Smets and Wouters (2007) model and generate 100,000 draws from their posterior. While the posterior mode was free from economically relevant errors, I also presented a parameterization within the prior that did have such aberrancies. I conclude that numerical instabilities, though present, are not pervasive in the estimates of Smets and Wouters (2007).

I will again present the worst results for each measure and solution method in a table as well as the posterior density of the measures graphically. Beginning with the worst case measure and method wise for the transition matrix $P$, see table 31, I find that the largest relative residuals and backward errors in the posterior are comfortably small, though again the latter can be multiple orders of magnitude larger than the former. The smallest eigenvalue separation is not of any concern, whereas the pencil separation points to some parameter draws leading to a reduction in conditioning. This is confirmed to some degree as the looser of the two condition numbers is somewhat large for in the worst case parameter constellation. In combination, however, the forward errors and in particular the first bound suggest that all the results in the posterior are reliable, at least from an economic perspective.

Figure 7 summarizes the backward errors, condition numbers and forward errors across the posterior graphically. Starting in the upper left panel, the backward errors are all within a couple of orders of magnitude of machine precision with the cyclic reduction method leading to the lowest and Uhlig (1999) the highest backward errors. The two condition numbers are tightly distributed through the posterior and agreed upon by all the methods as is to be expected - I do not find convincing evidence of ill conditioning with respect to $P$ in the posterior. Finally referring to the forward errors, the higher accuracy of the cyclic reduction method is maintained - see the lower right panel, it is generally on order of magnitude more accurate - but the entire posterior for all methods is within several orders of magnitude of machine precision. I conclude that the calculations of $P$ in the posterior of Smets and Wouters (2007) for all the methods examined here are free from errors of economic consequence.

Table 29 provides the worst case results from the posterior for the impact matrix $Q$. Although the backward errors and relative residuals can differ, they are generally very close and around machine precision. The condition numbers are small apart from when the dependency of $F$ on $P$ and $P$ on $A, B$, and $C$ are taken into account, with the loose bound rising up to 1 e 07 . Nonetheless, the forward error bounds 1 that take into account

| Measure | QZ-Based Methods |  |  |  | Alternatives |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Klein (2000) | Sims (2001) | Uhlig (1999) | Dynare QZ | Anderson (2010) | Dynare CR |
| $\max$ (Rel. Res.) | 1.57e-16 | $3.84 \mathrm{e}-16$ | 4.81e-16 | 1.53e-16 | 1.33e-15 | 1.77e-16 |
| $\max (\mathrm{BE}$ Bound) | 2.04e-15 | 1.5e-15 | 5.97e-15 | $4.35 \mathrm{e}-15$ | 8.27e-14 | 1.32e-15 |
| $\max \left(\mu_{P}\right)$ | 26.8 | 18.1 | 38.5 | 55.1 | 71.4 | 84.3 |
| $\min$ (Eig. Sep.) | 0.0567 | 0.0567 | 0.0567 | 0.0567 | 0.0567 | 0.0567 |
| $\min$ (Pencil Sep.) | $9.12 \mathrm{e}-06$ | $9.12 \mathrm{e}-06$ | $9.12 \mathrm{e}-06$ | $9.12 \mathrm{e}-06$ | $9.12 \mathrm{e}-06$ | $9.12 \mathrm{e}-06$ |
| $\max \left(\Psi_{P}\right)$ | $5.01 \mathrm{e}+04$ | $5.01 \mathrm{e}+04$ | $5.01 \mathrm{e}+04$ | $5.01 \mathrm{e}+04$ | $5.01 \mathrm{e}+04$ | $5.01 \mathrm{e}+04$ |
| $\max \left(\Phi_{P}\right)$ | $2.12 \mathrm{e}+06$ | $2.12 \mathrm{e}+06$ | $2.12 \mathrm{e}+06$ | $2.12 \mathrm{e}+06$ | $2.12 \mathrm{e}+06$ | $2.12 \mathrm{e}+06$ |
| $\max (\mathrm{FE}$ Bound 1) | $3.4 \mathrm{e}-13$ | $2.69 \mathrm{e}-13$ | $5.77 \mathrm{e}-13$ | $2.24 \mathrm{e}-13$ | $3.44 \mathrm{e}-13$ | $7.19 \mathrm{e}-14$ |
| $\max$ (FE Bound 2) | $2.18 \mathrm{e}-10$ | $3.62 \mathrm{e}-10$ | $8.2 \mathrm{e}-10$ | 2.17e-10 | $8.54 \mathrm{e}-10$ | 1.33e-10 |

Table 31. Results $P$ : Smets and Wouters (2007) Posterior

- For Dynare, refer to Adjemian, Bastani, Juillard, Mihoubi, Perendia, Ratto, and Villemot (2011). Dynare under QZ-Based Methods is
documented in Villemot (2011) and under Alternatives is the cyclic reduction method. BP (1997) refers to Binder and Pesaran (1997).
- $E[r p]$ is expressed in annual $\%, s t d\left(\log c_{t}\right)$ in quarterly $\%$, and $*$ indicates a backward error less than machine precision, $2^{-52}=2.2204 E-16$.


Figure 7. Backward Error, Condition Numbers, and Forward Error Bounds, $P$, for Smets and Wouters (2007) Posterior the interaction during the solution places the worst case forward errors only a few orders of magnitude away from machine precision.

For the impact matrix, figure 4 summarizes the backward errors, condition numbers and forward errors across the posterior graphically. The most accurate method for $Q$ is again Uhlig (1999) both in terms of backward and forward errors, though all methods produce low backward errors. The problem across the posterior is well conditioned and in terms of the forward error, Uhlig (1999) and the non QZ methods are roughly equally accurate and the remaining QZ methods roughly comparable and about one order of magnitude less accurate. Nonetheless, there is no evidence of any economically significant numerical errors in the calculation of $Q$.
TABLE 32. Results $Q$ : Smets and Wouters (2007) Posterior

- For Dynare, refer to Adjemian, Bastani, Juillard, Mihoubi, Perendia, Ratto, and Villemot (2011). Dynare under QZ-Based Methods is
documented in Villemot (2011) and under Alternatives is the cyclic reduction method. BP (1997) refers to Binder and Pesaran (1997).
- $E[r p]$ is expressed in annual $\%, \operatorname{std}\left(\log c_{t}\right)$ in quarterly $\%$, and $*$ indicates a backward error less than machine precision, $2^{-52}=2.2204 E-16$.


Figure 8. Backward Error, Condition Numbers, and Forward Error Bounds, Q, forSmets and Wouters (2007) Posterior
Finally turning to the joint measure $[P Q]$ is table 33. Backward errors and relative residuals differ by about and order of magnitude or two in the worst case and are within a couple orders of magnitude of the machine precision. Eigenvalue and pencil separation results are in line with the results for $P$ and even in the worst case, there is no strong evidence of ill conditioning. An the forward error bounds even at their highest in the posterior are consistent across all solution methods with results free from economically consequential numerical errors.

Figure 6 plots the posterior of the backward errors, condition numbers and forward errors for the joint measure $[P Q]$. The backward errors are all within a few orders of magnitude of machine precision although the cyclic reduction method and Sims (2001) are noticeably more accurate than the remaining methods. The problem is not ill conditioned

| Measure | QZ-Based Methods |  |  |  | Alternatives |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Klein (2000) | Sims (2001) | Uhlig (1999) | Dynare QZ | Anderson (2010) | Dynare CR |
| $\max$ (Rel. Res.) | 1.49e-16 | $3.46 \mathrm{e}-16$ | $4.15 \mathrm{e}-16$ | 1.35e-16 | 1.15e-15 | 1.52e-16 |
| $\max (\mathrm{BE}$ Bound) | $6.45 \mathrm{e}-15$ | 1.94e-15 | 1.55e-14 | 4.84e-15 | $8.53 \mathrm{e}-14$ | 3.98e-15 |
| $\max \left(\mu_{P}\right)$ | 73.4 | 23 | 88.6 | 78.6 | 133 | 95.3 |
| $\min$ (Eig. Sep.) | 0.0567 | 0.0567 | 0.0567 | 0.0567 | 0.0567 | 0.0567 |
| $\min$ (Pencil Sep.) | $9.1 \mathrm{e}-06$ | $9.1 \mathrm{e}-06$ | $9.1 \mathrm{e}-06$ | $9.1 \mathrm{e}-06$ | $9.1 \mathrm{e}-06$ | $9.1 \mathrm{e}-06$ |
| $\max \left(\Psi_{P}\right)$ | $4.42 \mathrm{e}+04$ | $4.42 \mathrm{e}+04$ | 4.42e+04 | $4.42 \mathrm{e}+04$ | $4.42 \mathrm{e}+04$ | $4.42 \mathrm{e}+04$ |
| $\max \left(\Phi_{P}\right)$ | $2.1 \mathrm{e}+06$ | $2.1 \mathrm{e}+06$ | $2.1 \mathrm{e}+06$ | $2.1 \mathrm{e}+06$ | $2.1 \mathrm{e}+06$ | $2.1 \mathrm{e}+06$ |
| $\max (\mathrm{FE}$ Bound 1) | $2.92 \mathrm{e}-13$ | $2.26 \mathrm{e}-13$ | $5.01 \mathrm{e}-13$ | 1.91e-13 | $3 \mathrm{e}-13$ | $6.2 \mathrm{e}-14$ |
| $\max$ (FE Bound 2) | $2.07 \mathrm{e}-10$ | $3.27 \mathrm{e}-10$ | $7.24 \mathrm{e}-10$ | 1.96e-10 | $7.32 \mathrm{e}-10$ | 1.13e-10 |

Table 33. Results $P Q$ : Smets and Wouters (2007) Posterior

- For Dynare, refer to Adjemian, Bastani, Juillard, Mihoubi, Perendia, Ratto, and Villemot (2011). Dynare under QZ-Based Methods is
documented in Villemot (2011) and under Alternatives is the cyclic reduction method. BP (1997) refers to Binder and Pesaran (1997).
- $E[r p]$ is expressed in annual $\%, s t d\left(\log c_{t}\right)$ in quarterly $\%$, and $*$ indicates a backward error less than machine precision, $2^{-52}=2.2204 E-16$.


Figure 9. Backward Error, Condition Numbers, and Forward Error Bounds, $P Q$, for Smets and Wouters (2007) Posterior
as indicated by all methods and all methods produce forward error bounds 1 within a few orders of magnitude of machine precision, with all methods roughly equal apart from the cyclic reduction method which again is about an order of magnitude more accurate that the remaining methods.

All told, I do not find evidence for pervasive numerical inaccuracies Smets and Wouters's (2007) posterior. For the posterior of this particular model, the diagnostics seem to indicate that the cyclic reduction method is the most accurate, generally around one order of magnitude more accurate than the other methods. Yet I find no evidence that use of any of the other methods from the literature examined here would lead to numerical inaccuracies of economic consequence.

## 5. Conclusion

This paper has provided a complete backward error and condition number analysis of the canonical linear DSGE model. The measures derived here serve to provide practitioners with a warning of ill conditioning and unreliable numerical results from their chosen solution method from the literature with the practical forward error bounds having proven particularly useful. The analysis shows that residual based error diagnostics or error checks based on separation of stable and unstable eigenvalues are theoretically incomplete, as backward errors can be arbitrarily larger than the relative residuals and the appropriate metric for the condition number is the separation between the stable and unstable pencils. The majority of the numerical implantations in the literature rely on the QZ/generalized Schur algorithm is likely to be particularly susceptible to numerical problems as its "stacking" or companion linearization breaks the backward stability of the original algorithm as has been demonstrated previously for the quadratic eigenvalue problem.
I assess the theoretical bounds in five different experiments. In two concrete macrofinance models, calibrated to macroeconomic and financial data, as well as the policy relevant New Keynesian model of Smets and Wouters (2007), I demonstrate economically significant numerical errors especially from standard QZ-based methods. None of the linear solution methods from the literature examined here - Dynare (Adjemian, Bastani, Juillard, Mihoubi, Perendia, Ratto, and Villemot, 2011), Gensys (Sims, 2001), AIM (Anderson and Moore, 1985; Anderson, Levin, and Swanson, 2006), Binder and Pesaran (1997), Uhlig's Toolkit (Uhlig, 1999) and Solab (Klein, 2000) - produced any warnings despite moments predicted by the different methods differing in all significant digits. For both the set of models from the Macroeconomic Model Data Base (MMB) (see Wieland, Cwik, Müller, Schmidt, and Wolters, 2012; Wieland, Afanasyeva, Kuete, and Yoo, 2016) and the posterior of Smets and Wouters (2007), I find that numerical instabilities are not pervasive although the set of models in the MMB is not free from ill conditioned models and potentially large forward errors.

This paper should serve as a cautionary tale that the ubiquitous linear DSGE model's accuracy has been taken for granted and provides a full set of numerical accuracy metrics. These metrics were derived using the same approach as underlies standard error safeguards for nearly singular matrices undoubtedly familiar to all economists. In a set of follow up studies, Meyer-Gohde and Saecker (2022), Meyer-Gohde (2023), Binder and

Meyer-Gohde (2023), and Huber, Meyer-Gohde, and Saecker (2023) all examine different iterative methods introduced in the applied mathematics literature since Moler and Stewart's (1973) QZ algorithm to improve on a solution deemed inaccurate be the methods here.
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## Appendix

|  | $h$ | $\beta$ | $\delta$ | $\alpha$ | $\sigma$ | $\rho$ | $\omega$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| I | 0.8617 | 0.99 | 0.025 | 0.36 | 324.3 | 0.95 | $8.355 \mathrm{E}-02$ |
| II | $1-9.857 \mathrm{E}-05$ | 0.99 | 0.025 | 0.36 | 6.109 | 0.95 | $6.175 \mathrm{E}-02$ |
| III | $1-1.008 \mathrm{E}-04$ | $1-8.991 \mathrm{E}-06$ | 0.6402 | $1-5.680 \mathrm{E}-04$ | 51.53 | $1-6.066 \mathrm{E}-05$ | $7.742 \mathrm{E}-04$ |
| IV | $1-6.829 \mathrm{E}-06$ | $1-5.863 \mathrm{E}-08$ | 0.6562 | $1-2.652 \mathrm{E}-05$ | $1+2.591 \mathrm{E}-08$ | $1-3.437 \mathrm{E}-03$ | $1.594 \mathrm{E}-02$ |
| V | $1-4.294 \mathrm{E}-06$ | $1-1.012 \mathrm{E}-12$ | 0.4727 | $1-9.990 \mathrm{E}-05$ | $1+7.590 \mathrm{E}-08$ | $1-9.628 \mathrm{E}-04$ | $7.898 \mathrm{E}-03$ |
| VI | $1-5.070 \mathrm{E}-06$ | $1-4.259 \mathrm{E}-08$ | 0.6539 | $1-5.715 \mathrm{E}-05$ | $1+4.755 \mathrm{E}-05$ | $1-1.221 \mathrm{E}-03$ | $7.102 \mathrm{E}-03$ |

Table 34. Additional Calibrations I-VI
5.1. Multivariate pivot derivation of the linear solution using the generalized Schur decomposition. While this derivation contains nothing substantially new compared with, say Klein (2000), its formulation commensurate with (3) enables a straightforward application of Blanchard's (1979) forward method, making the derivations potentially more transparent and accessible than existing expositions in the literature.

Rearranging the model (3) into the companion linearization yields

$$
F\left[\begin{array}{c}
y_{t}  \tag{A1}\\
E_{t}\left[y_{t+1}\right]
\end{array}\right]=G\left[\begin{array}{c}
y_{t-1} \\
y_{t}
\end{array}\right]+\left[\begin{array}{c}
0_{n_{y} \times n_{\varepsilon}} \\
D
\end{array}\right] \varepsilon_{t}, \quad F \equiv\left[\begin{array}{cc}
I_{n_{y}} & 0_{n_{y} \times n_{y}} \\
0_{n_{y} \times n_{y}} & A
\end{array}\right], G \equiv\left[\begin{array}{cc}
0_{n_{y} \times n_{y}} & I_{n_{y}} \\
-C & -B
\end{array}\right]
$$

where $I_{n_{y}}$ is an $n_{y} \times n_{y}$ identity matrix and $0_{n_{y} \times n_{y}}$ is an $n_{y} \times n_{y}$ zero matrix.
The generalized Schur decomposition (unitary $Q$ and $Z$ and upper triangular $S$ and $T$ with $Q^{*} F Z=S$ and $Q^{*} G Z=T$ ) of the matrix pencil $P_{F G}(z)=F z-G$, can be ordered arbitrarily to form

$$
\left[\begin{array}{cc}
S_{11} & S_{12}  \tag{A2}\\
0 & S_{22}
\end{array}\right]\left[\begin{array}{l}
E_{t}\left[w_{t+1}^{s}\right] \\
E_{t}\left[w_{t+1}^{u}\right]
\end{array}\right]=\left[\begin{array}{cc}
T_{11} & T_{12} \\
0 & T_{22}
\end{array}\right]\left[\begin{array}{c}
w_{t}^{s} \\
w_{t}^{u}
\end{array}\right]+Q^{*}\left[\begin{array}{c}
0_{n_{y} \times n_{\varepsilon}} \\
D
\end{array}\right] \epsilon_{t}
$$

with the definition $Z\left[\begin{array}{ll}w_{t}^{s \prime} & w_{t}^{u \prime}\end{array}\right]^{\prime}=\left[\begin{array}{ll}y_{t-1}^{\prime} & y_{t}^{\prime}\end{array}\right]^{\prime}$. With any generalized Schur decomposition of $P_{D E}(z)$, the spectrum or set of eigenvalues of the pencil $P_{D E}(z)$ is determined by the diagonal entries of $S$ and $T$

$$
\begin{equation*}
\rho\left(P_{D E}\right)=\left\{t_{i i} / s_{i i}, \text { if } s_{i i} \neq 0 ; \infty, \text { if } s_{i i}=0 ; \varnothing \text {, if } s_{i i}=t_{i i}=0 ; i=1, \ldots, 2 n_{y}\right\} \tag{A3}
\end{equation*}
$$

where $s_{i i}$ and $t_{i i}$ denote the $i$ 'th row and $i^{\prime}$ th column of $S$ and $T$ respectively. Ordering the decomposition so that the unstable eigenvalues are in the lower right blocks of $S$ and $T$ (hence $S_{22}$ and $T_{22}$ ), this lower block can be solved forward following Blanchard (1979) to yield

$$
w_{t}^{u}=\lim _{j \rightarrow \infty}\left(T_{22}^{-1} S_{22}\right)^{j} E_{t}\left[w_{t+j}^{u}\right]-T_{22}^{-1} \underbrace{\left[\begin{array}{ll}
\left\{Q^{*}\right\}_{21} & \left\{Q^{*}\right\}_{22}
\end{array}\right]}_{\equiv\left\{Q^{-1}\right\}_{2} .} \underbrace{\left[\begin{array}{ll}
0_{n_{y} \times n_{\varepsilon}}^{\prime} & D^{\prime} \tag{A4}
\end{array}\right]^{\prime} \varepsilon_{t}=-T_{22}^{-1}\left\{Q^{*}\right\}_{2} \cdot \hat{D} \varepsilon_{t}}_{\equiv \hat{D}}
$$

where the invertibility of $T_{22}$ and convergence of $\lim _{j \rightarrow \infty}\left(T_{22}^{-1} S_{22}\right)^{j}$ follow directly from the ordering above. Using the definition $Z\left[\begin{array}{ll}w_{t}^{s \prime} & w_{t}^{u \prime}\end{array}\right]^{\prime}=\left[\begin{array}{ll}y_{t-1}^{\prime} & y_{t}^{\prime}\end{array}\right]^{\prime}$ from above delivers

$$
w_{t}^{u}=\left[\begin{array}{ll}
Z_{21}^{*} & Z_{22}^{*}
\end{array}\right]\left[\begin{array}{ll}
y_{t-1}^{\prime} & y_{t}^{\prime} \tag{A5}
\end{array}\right]^{\prime}=-T_{22}^{-1}\left\{Q^{*}\right\}_{2} . \hat{D} \varepsilon_{t}
$$

where * indicates the complex conjugation of $Z$ that delivers its inverse by virtue of it being a unitary matrix. If the necessary and sufficient assumptions for a unique stable solution for $y_{t}$ of (3) from the main text hold, the unique stable solution for $y_{t}$ is given by

$$
\begin{align*}
y_{t} & =Z_{21} Z_{11}^{-1} y_{t-1}-\left(Z_{22}-Z_{21} Z_{11}^{-1} Z_{12}\right) T_{22}^{-1}\left\{Q^{*}\right\}_{2} \cdot \hat{D} \varepsilon_{t}  \tag{A6}\\
& =Q_{11} S_{11}^{-1} T_{11} Q_{11}^{-1} y_{t-1}-\left(Z_{22}-Z_{21} Z_{11}^{-1} Z_{12}\right) T_{22}^{-1}\left\{Q^{*}\right\}_{2} \cdot \hat{D} \varepsilon_{t} \tag{A7}
\end{align*}
$$

where $Z_{22}^{*-1}=Z_{22}-Z_{21} Z_{11}^{-1} Z_{12}$ and $Z_{22}^{*-1} Z_{21}^{*}=-Z_{21} Z_{11}^{-1}$ follow from the properties of unitary matrices and $Z_{21} Z_{11}^{-1}=Q_{11} S_{11}^{-1} T_{11} Q_{11}^{-1}$ from the first block rows of $F$ and $G$ in (12) and upper triangularity of $S$ and $T$. From $Q_{11} S_{11}^{-1} T_{11} Q_{11}^{-1}$, it follows that the recursion in $y_{t}$ is stable from the ordering of the eigenvalues above, i.e. the eigenvalues of the upper left block of the generalized Schur decomposition, $\operatorname{det}\left(S_{11} \lambda-T_{11}\right)=0$, are inside the unit circle.
5.2. Norms, eigenvalues, singular values. These results will be used repeatedly.

The 2 -norm of $X,\|X\|_{2}$ is given by

$$
\begin{equation*}
\|X\|_{2}=\sigma_{\max }(X)=\left(\lambda_{\max }\left(X X^{*}\right)\right)^{1 / 2}=\left(\lambda_{\max }\left(X^{*} X\right)\right)^{1 / 2} \tag{A8}
\end{equation*}
$$

where $\sigma_{\max }$ indicates the largest singular value and $\lambda_{\max }$ the largest eigenvalue.
The Frobineus-norm of $X,\|X\|_{F}$ is given by

$$
\begin{equation*}
\|X\|_{2}=\left(\operatorname{trace}\left(A^{*} A\right)\right)^{1 / 2}=\left(\sum_{i} \sigma_{i}(X)^{2}\right)^{1 / 2} \tag{A9}
\end{equation*}
$$

As $\|X\|_{F}^{2}=\|X\|_{2}^{2}+\sum_{i \neq \max } \sigma_{i}(X)^{2}$ and $\sum_{i} \sigma_{i}(X)^{2} \leq n \sigma_{\max }(X)^{2}$, it follows that

$$
\begin{equation*}
\|X\|_{2} \leq\|X\|_{F} \leq n^{1 / 2}\|X\|_{2} \tag{A10}
\end{equation*}
$$

$\|Q\|_{F}^{2}=\operatorname{trace}(Q * Q)=\sum_{i=1}^{\min \left(n_{y}, n_{\varepsilon}\right)} \sigma_{i}(Q) \geq \sigma_{\max }(Q)$.
The eigenvalues of $A \otimes B$ are the eigenvalues of $A$ times the eigenvalues of $B$, (Horn and Johnson, 1994, Theorem 4.2.12).

Eigenvalue inequalities used in the proofs follow from results on $A A^{*}$ being Hermitian, (Horn and Johnson, 2013, p. 226) and the (Courant-Fischer-)Weyl Theorem, (Horn and Johnson, 2013, p. 239).
5.3. Proof of Theorem 1 - Backward error: Matrix quadratic ( $P$ ). For an approximate solution $\hat{P}$ to $A P^{2}+B P+C=0$.

$$
\begin{array}{r}
\eta_{P}(\hat{P})=\min \left\{\epsilon:(A+\Delta A) \hat{P}^{2}+(B+\Delta B) \hat{P}+C+\Delta C=0,\right. \\
\left.\|\Delta A\|_{F} \leq \epsilon \alpha,\|\Delta B\|_{F} \leq \epsilon \beta,\|\Delta C\|_{F} \leq \epsilon \gamma\right\}
\end{array}
$$

the constraint can be written as

$$
\Delta A \hat{P}^{2}+\Delta B \hat{P}+\Delta C=-R \quad \text { where } R=A \hat{P}^{2}+B \hat{P}+C
$$

Hence

$$
\begin{aligned}
\|R\|_{F}=\left\|\Delta A \hat{P}^{2}+\Delta B \hat{P}+\Delta C\right\|_{F} & \leq\|\Delta A\|_{F}\left\|\hat{P}^{2}\right\|_{F}+\|\Delta B\|_{F}\|\hat{P}\|_{F}+\|\Delta C\|_{F} \\
& \leq\left(\alpha\left\|\hat{P}^{2}\right\|_{F}+\beta\|\hat{P}\|_{F}+\gamma\right) \eta_{P}(\hat{P})
\end{aligned}
$$

so

$$
\frac{\|R\|_{F}}{\alpha\left\|\hat{P}^{2}\right\|_{F}+\beta\|\hat{P}\|_{F}+\gamma} \leq \eta_{P}(\hat{P})
$$

Define

$$
z=\left[\begin{array}{l}
\alpha^{-1} \operatorname{vec}(\Delta A) \\
\beta^{-1} \operatorname{vec}(\Delta B) \\
\gamma^{-1} \operatorname{vec}(\Delta C)
\end{array}\right]
$$

Then using the property that $\|\operatorname{vec}(X)\|_{2}=\|X\|_{F}$ and the property that $\|X\|_{F}=\sqrt{\operatorname{tr}\left(X^{*} X\right)}$ (and hence $\left.\left\|\left[\begin{array}{ll}X & Y\end{array}\right]\right\|_{F}=\sqrt{\|\operatorname{tr}(X)\|+\|\operatorname{tr}(Y)\|}\right)$ gives

$$
\begin{array}{r}
\|z\|_{2}^{2}=\alpha^{-2}\|\Delta A\|_{F}^{2}+\beta^{-2}\|\Delta B\|_{F}^{2}+\gamma^{-2}\|\Delta C\|_{F}^{2} \leq 3 \eta_{P}(\hat{P})^{2} \\
\text { and }\|z\|_{2}^{2} \geq \eta_{P}(\hat{P})^{2}
\end{array}
$$

So

$$
\frac{1}{\sqrt{3}}\|z\|_{2} \leq \eta_{P}(\hat{P}) \leq\|z\|_{2}
$$

using the Kronecker / vectorized representation $\left(\operatorname{vec}(X Y Z)=\left(Z^{\prime} \otimes X\right) \operatorname{vec}(Y)\right)$

$$
\underbrace{\left[\begin{array}{lll}
\alpha \hat{P}^{2 \prime} \otimes I_{n_{y}} & \beta \hat{P}^{\prime} \otimes I_{n_{y}} & \gamma I_{n_{y^{2}}}
\end{array}\right]}_{\equiv H} \cdot z=\underbrace{-\operatorname{vec}(R)}_{\equiv r}
$$

where $H$ has dimensions $n_{y^{2}} \times 3 n_{y^{2}}$ and $H \cdot z=r$ is an underdetermined system in $z$ with the minimum 2-norm solution

$$
z=H^{+} r
$$

So $\|z\|_{2}=\left\|H^{+} \cdot r\right\|_{2}$ and $\eta_{P}(\hat{P}) \leq\left\|H^{+} \cdot r\right\|_{2} \leq\left\|H^{+}\right\|_{2} \cdot\|r\|_{2}=\left\|H^{+}\right\|_{2} \cdot\|R\|_{F}$
Hence the backward error is bounded with respect to the relative residual, $R R(\hat{P})=\frac{\|R\|_{F}}{\alpha\left\|\hat{P}^{2}\right\|_{F}+\beta \| \hat{S}_{F}+\gamma}$

$$
R R(\hat{P}) \leq \eta_{P}(\hat{P}) \leq\left\|H^{+}\right\|_{2} \cdot\left(\alpha\left\|\hat{P}^{2}\right\|_{F}+\beta\|\hat{P}\|_{F}+\gamma\right) \cdot R R(\hat{P})
$$

as $\left\|X^{+}\right\|_{2}=\sigma_{\text {min }}(X)^{-1}$ and $\sigma_{\text {min }}(X)^{2}=\lambda_{\text {min }}\left(X X^{*}\right)$

$$
\begin{aligned}
&\left\|H^{+}\right\|_{2}^{-2}=\sigma_{\min }^{2}(H)=\lambda_{\min }\left(H H^{*}\right)=\lambda_{\min }\left(\alpha^{2}\left(\hat{P}^{2}\left(\overline{\hat{P}^{2}}\right) \otimes I_{n_{y}}+\beta^{2}\left(\hat{P}^{\prime} \overline{\hat{P}}\right) \otimes I_{n_{y}}+\gamma^{2} I_{n_{y^{2}}}\right)\right. \\
& \geq \alpha^{2} \sigma_{\min }^{2}\left(\hat{P}^{2}\right)+\beta^{2} \sigma_{\min }^{2}(\hat{P})+\gamma^{2} \\
& \mu_{P}(\hat{P})=\frac{\alpha\left\|\hat{P}^{2}\right\|_{F}+\beta\|\hat{P}\|_{F}+\gamma}{\left(\alpha^{2} \sigma_{\text {min }}^{2}\left(\hat{P}^{2}\right)+\beta \sigma_{\text {min }}^{2}(\hat{P})+\gamma^{2}\right)^{1 / 2}} \quad \text { and } \quad R R(\hat{P}) \leq \eta_{P}(\hat{P}) \leq \mu_{P}(\hat{P}) R R(\hat{P})
\end{aligned}
$$

### 5.4. Proof of Theorem 2 - Backward error: Linear equation $(Q) 1$.

$$
\begin{aligned}
& \eta_{Q_{1}}(\hat{Q})=\min \{\epsilon:(F+\Delta F) \hat{Q}=-D-\Delta D \\
&\left.\|\Delta F\|_{F} \leq \epsilon \phi, \quad\|\Delta D\|_{F} \leq \epsilon \delta\right\}
\end{aligned}
$$

The constraint can be written as

$$
\Delta F \hat{Q}+\Delta D=-R, \quad \text { where } R=F \hat{Q}+D
$$

Hence

$$
\|R\|_{F}=\|\Delta F \hat{Q}+\Delta D\|_{F} \leq\|\Delta F\|_{F}\|\hat{Q}\|_{F}+\|\Delta D\|_{F} \leq\left(\phi\|\hat{Q}\|_{F}+\delta\right) \eta_{Q_{1}}(\hat{Q})
$$

So the relative residual $R R_{Q_{1}}(\hat{Q})=\frac{\|R\|_{F}}{\phi\|\hat{Q}\|_{F}+\delta}$ is bounded by the backward error

$$
R R_{Q_{1}}(\hat{Q}) \leq \eta_{Q_{1}}(\hat{Q})
$$

Define $z=\left[\begin{array}{l}\phi^{-1} \operatorname{vec}(\Delta F) \\ \delta^{-1} \operatorname{vec}(\Delta D)\end{array}\right]$ then $\|z\|_{2}^{2} \geq \eta_{Q_{1}}(\hat{Q})^{2}$ and $\|z\|_{2}^{2} \leq 2 \eta_{Q_{1}}(\hat{Q})^{2}$ so $\frac{1}{\sqrt{2}}\|z\|_{2} \leq \eta_{Q_{1}}(\hat{Q}) \leq\|z\|_{2}$ using the Kronecker / vectorized representation

$$
\underbrace{\left[\begin{array}{ll}
\phi \hat{Q}^{\prime} \otimes I_{n_{e}} & \delta I_{n_{y} \cdot n_{e}}
\end{array}\right]}_{\equiv H} \cdot z=\underbrace{-\operatorname{vec}(R)}_{\equiv r}
$$

where $H$ has dimensions $n_{y} n_{e} \times 2 n_{y} n_{e}$ and $H \cdot z=r$ is an underdetermined system in $z$ with the minimum 2 -norm solution

$$
z=H^{+} r
$$

So $\|z\|_{2}=\left\|H^{+} \cdot r\right\|_{2}$ and $\eta_{Q_{1}}(\hat{Q}) \leq\left\|H^{+} \cdot r\right\|_{2} \leq\left\|H^{+}\right\|_{2} \cdot\|R\|_{F}$ as $\left\|X^{+}\right\|_{2}=\sigma_{\min }(X)^{-1}$ and $\sigma_{\min }(X)^{2}=\lambda_{\min }\left(X X^{*}\right)$

$$
\begin{aligned}
\left\|H^{+}\right\|_{2}^{-2}=\sigma_{\min }(H)^{2}=\lambda_{\min }\left(H H^{*}\right) & =\lambda_{\min }\left(\phi^{2}\left(\hat{Q}^{\prime} \overline{\hat{Q}}\right) \otimes I_{n_{e}}+\delta^{2} I_{n_{y} \cdot n_{e}}\right) \\
& =\lambda_{\min }\left(\phi^{2}\left(\hat{Q}^{+} \overline{\hat{Q}}\right) \otimes I_{n_{e}}+\delta^{2} I_{n_{y} \cdot n_{e}}\right) \\
& \geq \phi^{2} \sigma_{\min }(\hat{Q})+\delta^{2}
\end{aligned}
$$

So

$$
R R_{Q_{1}}(\hat{Q}) \leq \eta_{Q_{1}}(\hat{Q}) \leq \mu_{Q_{1}}(\hat{Q}) R R_{Q_{1}}(\hat{Q})
$$

where $\mu_{Q_{1}}=\frac{\|\hat{Q}\|_{F}+\delta}{\left(\phi^{2} \sigma_{\text {min }}^{2}(\hat{Q})+\delta^{2}\right)^{1 / 2}}$

### 5.5. Proof of Theorem 3-Backward error: Linear equation (Q) 2.

$$
\begin{aligned}
& \eta_{Q_{2}}(\hat{P}, \hat{Q})=\min \{\epsilon:((A+\Delta A) \hat{P}+B+\Delta B) \hat{Q}=-D-\Delta D \\
&\left.\|\Delta A\|_{F} \leq \epsilon \alpha, \quad\|\Delta B\|_{F} \leq \epsilon \beta, \quad\|\Delta D\|_{F} \leq \epsilon \delta\right\}
\end{aligned}
$$

The constraint can be written as

$$
\begin{aligned}
& \Delta A \hat{P} \hat{Q}+\Delta B \hat{Q}+\Delta D=-R, \quad \text { where } R=A \hat{P} \hat{Q}+B \hat{Q}+D \\
& \begin{aligned}
\|R\|_{F}=\|\Delta A \hat{P} \hat{Q}+\Delta B \hat{Q}+\Delta D\|_{F} & \leq\|\Delta A\|_{F}\|\hat{P} \hat{Q}\|_{F}+\|\Delta B\|_{F}\|\hat{Q}\|_{F}+\|\Delta D\|_{F} \\
& \leq\left(\alpha\|\hat{P} \hat{Q}\|_{F}+\beta\|\hat{Q}\|_{F}+\delta\right) \eta_{Q_{2}}(\hat{P}, \hat{Q})
\end{aligned}
\end{aligned}
$$

So the relative residual $R R_{Q_{2}}(\hat{P}, \hat{Q})=\frac{\|R\|_{F}}{\alpha\|\hat{P} \hat{Q}\|_{F}+\beta\|\hat{Q}\|_{F}+\delta}$ is bounded below by the backward error

$$
R R_{Q_{2}}(\hat{P}, \hat{Q}) \leq \eta_{Q_{2}}(\hat{Q})
$$

Define $z=\left[\begin{array}{l}\alpha^{-1} \operatorname{vec}(\Delta A) \\ \beta^{-1} \operatorname{vec}(\Delta B) \\ \delta^{-1} \operatorname{vec}(\Delta D)\end{array}\right]$ and as $\|z\|_{2}^{2} \geq \eta_{Q_{2}}(\hat{P}, \hat{Q})^{2}$ and $\|z\|_{2}^{2} \leq 3 \eta_{Q_{2}}(\hat{P}, \hat{Q})^{2}, \frac{1}{\sqrt{3}}\|z\|_{2} \leq \eta_{Q_{2}}(\hat{P}, \hat{Q}) \leq\|z\|_{2}$ using the Kronecker / vectorized representation

$$
\underbrace{\left[\begin{array}{lll}
\alpha(\hat{P} \hat{Q})^{\prime} \otimes I_{n_{y}} & \beta \hat{Q}^{\prime} \otimes I_{n_{y}} & \delta I_{n_{y} \cdot n_{e}}
\end{array}\right]}_{\equiv H} \cdot z=\underbrace{-\operatorname{vec}(R)}_{\equiv r}
$$

where $H$ has dimensions $n_{y} n_{e} \times 3 n_{y} n_{e}$ and $H \cdot z=r$ is an underdetermined system in $z$ with the minimum 2-norm solution

$$
z=H^{+} r
$$

So $\|z\|_{2}=\left\|H^{+} \cdot r\right\|_{2}$ and $\eta_{Q_{2}}(\hat{P}, \hat{Q}) \leq\left\|H^{+} \cdot r\right\|_{2} \leq\left\|H^{+}\right\|_{2} \cdot\|R\|_{F}$
as $\left\|X^{+}\right\|_{2}=\sigma_{\text {min }}(X)^{-1}$ and $\sigma_{\text {min }}(X)^{2}=\lambda_{\text {min }}\left(X X^{*}\right)$

$$
\begin{aligned}
\left\|H^{+}\right\|_{2}^{-2}=\sigma_{\min }(H)^{2}=\lambda_{\min }\left(H H^{*}\right) & =\lambda_{\min }\left(\alpha^{2}(\hat{P} \hat{Q})^{\prime}(\overline{\hat{P} \hat{Q}}) \otimes I_{n_{y}}+\beta^{2} \hat{Q}^{\prime} \overline{\hat{Q}} \otimes I_{n_{e}}+\delta^{2} I_{n_{y} \cdot n_{e}}\right) \\
& \geq \alpha^{2} \sigma_{\min }^{2}(\hat{P} \hat{Q})+\beta \sigma_{\min }^{2}(\hat{Q})+\delta^{2}
\end{aligned}
$$

So

$$
R R_{Q_{2}}(\hat{P}, \hat{Q}) \leq \eta_{Q_{2}}(\hat{P}, \hat{Q}) \leq \mu_{Q_{2}}(\hat{P}, \hat{Q}) R R_{Q_{2}}(\hat{P}, \hat{Q})
$$

where $\mu_{Q_{2}}(\hat{P}, \hat{Q})=\frac{\alpha\|\hat{P} \hat{Q}\|_{F}+\beta\|\hat{Q}\|_{F}+\delta}{\left(\alpha^{2} \sigma_{\text {min }}^{2}(\hat{P} \hat{Q})+\beta^{2} \sigma_{\text {min }}^{2}(\hat{Q})+\delta^{2}\right)^{1 / 2}}$
5.6. Proof of Theorem 4-Joint backward error joint of $P$ and $Q$. For approximate solutions to $\hat{P}$ and $\hat{Q}$

$$
\begin{gathered}
\eta_{P Q}(\hat{P}, \hat{Q})=\min \left\{\epsilon:(A+\Delta A) \hat{P}\left[\begin{array}{ll}
\hat{P} & \hat{Q}
\end{array}\right]+(B+\Delta B)\left[\begin{array}{ll}
\hat{P} & \hat{Q}
\end{array}\right]+\left[\begin{array}{ll}
C+\Delta C & D+\Delta D
\end{array}\right]=0\right. \\
\left.\|\Delta A\|_{F} \leq \epsilon \alpha, \quad\|\Delta B\|_{F} \leq \epsilon \beta, \quad\|\Delta C\|_{F} \leq \epsilon \gamma, \quad\|\Delta D\|_{F} \leq \epsilon \delta\right\}
\end{gathered}
$$

$$
\begin{array}{r}
\Delta A \hat{P}\left[\begin{array}{ll}
\hat{P} & \hat{Q}
\end{array}\right]+\Delta B\left[\begin{array}{ll}
\hat{P} & \hat{Q}
\end{array}\right]+\left[\begin{array}{ll}
\Delta C & \Delta D
\end{array}\right]=-\left[\begin{array}{ll}
R_{1} & R_{2}
\end{array}\right] \\
R_{1}=A \hat{P}^{2}+B \hat{P}+C \quad R_{2}=A \hat{P} \hat{Q}+\hat{B} Q+D
\end{array}
$$

$$
\left\|\left[\begin{array}{ll}
X & Y
\end{array}\right]\right\|_{F}=\left(\|X\|_{F}^{2}+\|Y\|_{F}^{2}\right)^{1 / 2}, \quad \text { if }\|X\|_{F} \leq l \epsilon \text { and }\|X\|_{F} \leq m \epsilon: \quad\left\|\left[\begin{array}{ll}
X & Y
\end{array}\right]\right\|_{F} \leq\left(l^{2}+m^{2}\right)^{1 / 2} \epsilon
$$

$$
\begin{aligned}
\left\|\left[\begin{array}{ll}
R_{P} & R_{Q}
\end{array}\right]\right\|_{F} & \leq\|\Delta A\|_{F}\left\|\hat{P}\left[\begin{array}{ll}
\hat{P} & \hat{Q}
\end{array}\right]\right\|_{F}+\|\Delta B\|_{F}\left\|\left[\begin{array}{ll}
\hat{P} & \hat{Q}
\end{array}\right]\right\|_{F}+\left\|\left[\begin{array}{ll}
\Delta C & \Delta D
\end{array}\right]\right\|_{F} \\
& \leq\left(\alpha\left\|\hat{P}\left[\begin{array}{ll}
\hat{P} & \hat{Q}
\end{array}\right]\right\|_{F}+\beta\left\|\left[\begin{array}{ll}
\hat{P} & \hat{Q}
\end{array}\right]\right\|_{F}+\left(\gamma^{2}+\delta^{2}\right)^{1 / 2}\right) \eta_{P Q}(\hat{P}, \hat{Q}) \\
& =\left(\alpha\left\|\hat{P}\left[\begin{array}{ll}
\hat{P} & \hat{Q}
\end{array}\right]\right\|_{F}+\beta\left\|\left[\begin{array}{ll}
\hat{P} & \hat{Q}
\end{array}\right]\right\|_{F}+\left\|\left[\begin{array}{ll}
\gamma & \delta
\end{array}\right]\right\|_{F}\right) \eta_{P Q}(\hat{P}, \hat{Q})
\end{aligned}
$$

As $\left\|\left[\begin{array}{ll}R_{P} & R_{Q}\end{array}\right]\right\|_{F}=\left(\left\|R_{P}\right\|_{F}^{2}+\left\|R_{Q}\right\|_{F}^{2}\right)^{1 / 2}$

$$
\begin{aligned}
\left\|R_{i}\right\|_{F} & =\left(\left\|\left[\begin{array}{ll}
R_{P} & R_{Q}
\end{array}\right]\right\|_{F}^{2}-\left\|R_{-i}\right\|_{F}^{2}\right)^{1 / 2} \leq\left\|\left[\begin{array}{ll}
R_{1} & R_{2}
\end{array}\right]\right\|_{F}, i \in\{P, Q\} \\
\left\|R_{i}\right\|_{F} & \leq\left(\alpha\left\|\hat{P}\left[\begin{array}{ll}
\hat{P} & \hat{Q}
\end{array}\right]\right\|_{F}+\beta\left\|\left[\begin{array}{ll}
\hat{P} & \hat{Q}
\end{array}\right]\right\|_{F}+\left\|\left[\begin{array}{ll}
\gamma & \delta
\end{array}\right]\right\|_{F}\right) \eta_{P Q}(\hat{P}, \hat{Q}), i \in\{P, Q\} \\
R R_{P Q}(\hat{P}) & \leq \frac{\alpha\left(\left\|\hat{P}^{2}\right\|_{F}^{2}+\|\hat{P} \hat{Q}\|_{F}^{2}\right)^{1 / 2}+\beta\left(\|\hat{P}\|_{F}^{2}+\|\hat{Q}\|_{F}^{2}\right)^{1 / 2}+\left(\gamma^{2}+\delta^{2}\right)^{1 / 2}}{\alpha\left\|\hat{P}^{2}\right\|_{F}+\beta\|\hat{P}\|_{F}+\gamma} \eta_{P Q}(\hat{P}, \hat{Q})
\end{aligned}
$$

as $\left(a^{2}+b^{2}\right)^{1 / 2} \leq \sqrt{2} \max \{a, b\}$

$$
\begin{aligned}
& \quad \alpha\left(\left\|\hat{P}^{2}\right\|_{F}^{2}+\|\hat{P} \hat{Q}\|_{F}^{2}\right)^{1 / 2}+\beta\left(\|\hat{P}\|_{F}^{2}+\|\hat{Q}\|_{F}^{2}\right)^{1 / 2}+\left(\gamma^{2}+\delta^{2}\right)^{1 / 2} \\
& \leq \sqrt{2}\left(\alpha \max \left\{\left\|\hat{P}^{2}\right\|_{F},\|\hat{P} \hat{Q}\|_{F}\right\}+\beta \max \left\{\|\hat{P}\|_{F},\|\hat{Q}\|_{F}\right\}+\max \{\gamma, \delta\}\right) \\
& R R_{P Q}(\hat{P}) \leq \sqrt{2} \eta_{P Q}(\hat{P}, \hat{Q}) \\
& R R_{P Q}(\hat{Q}) \leq \sqrt{2} \eta_{P Q}(\hat{P}, \hat{Q})
\end{aligned}
$$

Define $z=\left[\begin{array}{l}\alpha^{-1} \operatorname{vec}(\Delta A) \\ \beta^{-1} \operatorname{vec}(\Delta B) \\ \gamma^{-1} \operatorname{vec}(\Delta C) \\ \delta^{-1} \operatorname{vec}(\Delta D)\end{array}\right]$ which has dimensions $3 n_{y^{2}}+n_{y} n_{e} \times 1$ using the Kronecker / vectorized repre-
sentation

$$
\underbrace{\left[\alpha\left[\begin{array}{c}
\left(\hat{P}^{2}\right)^{\prime} \\
(\hat{P} \hat{Q})^{\prime}
\end{array}\right] \otimes I_{n} \quad \beta\left[\begin{array}{l}
\hat{P}^{\prime} \\
\hat{Q}^{\prime}
\end{array}\right] \otimes I_{n} \quad \gamma\left[\begin{array}{c}
I_{n_{y}} \\
0 \\
n_{e} \times n_{y}
\end{array}\right] \otimes I_{n_{y}}\right.}_{\equiv H} \begin{array}{l} 
\\
\delta\left[\begin{array}{c}
0 \\
n_{y} \times n_{e} \\
I_{n_{e}}
\end{array}\right] \otimes I_{n_{y}}
\end{array}] \cdot z=-\underbrace{\left[\begin{array}{c}
\operatorname{vec}\left(R_{P}\right) \\
\operatorname{vec}\left(R_{Q}\right)
\end{array}\right]}_{\equiv r}
$$

where each of the 4 blocks of $H$ has dimensions $\left(n y_{+} n_{e}\right) n_{y} \times n_{y^{2}}, r$ has dimensions $n_{y^{2}}+n_{y} n_{e} \times 1$ and $H \cdot z=r$ is an underdetermined system in $z$ with the minimum 2-norm solution

$$
z=H^{+} r
$$

So $\|z\|_{2}=\left\|H^{+} \cdot r\right\|_{2}$ and $\eta_{P Q}(\hat{P}, \hat{Q}) \leq\left\|H^{+} \cdot r\right\|_{2} \leq\left\|H^{+}\right\|_{2} \cdot\|r\|_{2}=\left\|H^{+}\right\|_{2} \cdot\left\|\left[\begin{array}{ll}R_{P} & R_{Q}\end{array}\right]\right\|_{F}$

$$
\begin{aligned}
& \left\|H^{+}\right\|_{2}^{-2}=\sigma_{\text {min }}^{2}(H)=\lambda_{\text {min }}\left(H H^{*}\right)=\lambda_{\text {min }}\left(\alpha^{2}\left(\hat{P}^{2 \prime} \overline{\hat{P}^{2}}\right) \otimes I_{n}+\alpha^{2}\left((\hat{P} \hat{Q})^{\prime}(\hat{\hat{P} \hat{Q}})\right) \otimes I_{n}\right. \\
& +\beta^{2}\left(\hat{P}^{\prime} \overline{\hat{P}}\right) \otimes I_{n}+\beta^{2}\left(\left(\hat{Q}^{\prime} \overline{\hat{Q}}\right)\right) \otimes I_{n} \\
& +\gamma^{2}\left[\begin{array}{c}
I_{n_{y}} \\
0 \\
n_{e} \times n_{y}
\end{array}\right]\left[\begin{array}{ll}
I_{n_{y}} & 0 \\
n_{y} \times n_{e}
\end{array}\right] \otimes I_{n_{y}} \\
& \left.+\delta^{2}\left[\begin{array}{c}
0 \\
n_{y} \times n_{e} \\
I_{n_{e}}
\end{array}\right]\left[\begin{array}{cc}
0 & I_{n_{e}}
\end{array}\right] \otimes I_{n_{y}}\right) \\
& \geq \alpha^{2}\left(\sigma_{\text {min }}^{2}(\hat{P})+\sigma_{\text {min }}^{2}(\hat{P} \hat{Q})\right)+\beta^{2}\left(\sigma_{\text {min }}^{2}(\hat{P})+\sigma_{\text {min }}^{2}(\hat{Q})\right)+\gamma^{2}+\delta^{2} \\
& \geq \max \left\{\alpha^{2} \sigma_{\text {min }}^{2}\left(\hat{P}^{2}\right)+\beta^{2} \sigma_{\text {min }}^{2}(\hat{P})+\gamma,\right. \\
& \left.\alpha^{2} \sigma_{\text {min }}^{2}(\hat{P} \hat{Q})+\beta^{2} \sigma_{\text {min }}^{2}(\hat{Q})+\delta^{2}\right\} \\
& \geq \min \left\{\alpha^{2} \sigma_{\text {min }}^{2}\left(\hat{P}^{2}\right)+\beta^{2} \sigma_{\text {min }}^{2}(\hat{P})+\gamma,\right. \\
& \left.\alpha^{2} \sigma_{\text {min }}^{2}(\hat{P} \hat{Q})+\beta^{2} \sigma_{\text {min }}^{2}(\hat{Q})+\delta^{2}\right\}
\end{aligned}
$$

Defining $R R_{P Q}(\hat{P}, \hat{Q})=\frac{\left\|\left[\begin{array}{ll}R_{P} & R_{Q}\end{array}\right]\right\|_{F}}{\alpha\left(\left\|\hat{P}^{2}\right\|_{F}+\|\hat{P} \hat{Q}\|_{F}\right)+\beta\left(\|\hat{P}\|_{F}+\|\hat{Q}\|_{F}\right)+\left(\gamma^{2}+\delta^{2}\right)^{1 / 2}}$

$$
R R_{P Q}(\hat{P}, \hat{Q}) \leq \eta_{P Q}(\hat{P}, \hat{Q}) \leq \mu_{P Q}(\hat{P}, \hat{Q}) R R_{P Q}(\hat{P}, \hat{Q})
$$

where $\mu_{P Q}(\hat{P}, \hat{Q})=\frac{\alpha\left(\left\|\hat{P}^{2}\right\|_{F}+\|\hat{P} \hat{Q}\|_{F}\right)+\beta\left(\|\hat{P}\|_{F}+\|\hat{Q}\|_{F}\right)+\left(\gamma^{2}+\delta^{2}\right)^{1 / 2}}{\left(\alpha^{2}\left[\sigma_{\text {min }}^{2}\left(\hat{P}^{2}\right)+\sigma_{\text {min }}^{2}(\hat{P} \hat{Q})\right]+\beta^{2}\left[\sigma_{\text {min }}^{2}(\hat{P})+\sigma_{\text {min }}^{2}(\hat{Q})\right]+\gamma^{2}+\delta^{2}\right)^{1 / 2}}$
using $c=\left(a^{2}+b^{2}\right)^{1 / 2} \rightarrow a=\left(c^{2}-b^{2}\right)^{1 / 2} \leq c \Rightarrow a^{2}=c^{2}-b^{2} \leq c^{2}$

$$
\left\|R_{P}\right\|_{F} \leq\left\|\left[\begin{array}{ll}
R_{P} & R_{Q}
\end{array}\right]\right\|_{F} \leq\left(\alpha\left\|\hat{P}^{2}\right\|_{F}+\beta\|\hat{P}\|_{F}+\gamma\right) \eta_{P Q}(\hat{P}, \hat{Q})
$$

So $R R_{P Q}(\hat{P}) \leq \eta_{P Q}(\hat{P}, \hat{Q})$

$$
\left\|R_{Q}\right\|_{F} \leq\left\|\left[\begin{array}{ll}
R_{P} & R_{Q}
\end{array}\right]\right\|_{F} \leq\left(\alpha\|\hat{P} \hat{Q}\|_{F}+\beta\|\hat{Q}\|_{F}+\delta\right) \eta_{P Q}(\hat{P}, \hat{Q})
$$

So $R R_{P Q}(\hat{Q}) \leq \eta_{P Q}(\hat{P}, \hat{Q})$

$$
\begin{aligned}
\eta_{P Q}(\hat{P}, \hat{Q}) \leq & \left\|H^{+}\right\|_{2}\left\|\left[\begin{array}{ll}
R_{P} & R_{Q}
\end{array}\right]\right\|_{F} \\
\leq & \left\|H^{+}\right\|_{2} \sqrt{2} \max \left\{\left\|R_{P}\right\|_{F},\left\|R_{Q}\right\|_{F}\right\} \\
\leq & \left\|H^{+}\right\|_{2} \sqrt{2} \min \left\{\alpha\left\|\hat{P}^{2}\right\|_{F}+\beta\|\hat{P}\|_{F}+\gamma, \alpha\|\hat{P} \hat{Q}\|_{F}+\beta\|\hat{Q}\|_{F}+\delta\right\} \\
& \cdot \frac{\max \left\{\left\|R_{P}\right\|_{F},\left\|R_{Q}\right\|_{F}\right\}}{\min \left\{\alpha\left\|\hat{P}^{2}\right\|_{F}+\beta\|\hat{P}\|_{F}+\gamma, \alpha\|\hat{P} \hat{Q}\|_{F}+\beta\|\hat{Q}\|_{F}+\delta\right\}} \\
\leq & \left\|H^{+}\right\|_{2} \sqrt{2} \min \left\{\alpha\left\|\hat{P}^{2}\right\|_{F}+\beta\|\hat{P}\|_{F}+\gamma, \alpha\|\hat{P} \hat{Q}\|_{F}+\beta\|\hat{Q}\|_{F}+\delta\right\}
\end{aligned}
$$

$$
\begin{aligned}
& \cdot \frac{\max \left\{R R_{P Q}(\hat{P}), R R_{P Q}(\hat{Q})\right\}}{\min \left\{\alpha\left\|\hat{P}^{2}\right\|_{F}+\beta\|\hat{P}\|_{F}+\gamma, \alpha\|\hat{P} \hat{Q}\|_{F}+\beta\|\hat{Q}\|_{F}+\delta\right\}} \\
\leq & \sqrt{2} \frac{\min \left\{\alpha\left\|\hat{P}^{2}\right\|_{F}+\beta\|\hat{P}\|_{F}+\gamma, \alpha\|\hat{P} \hat{Q}\|_{F}+\beta\|\hat{Q}\|_{F}+\delta\right\}}{\max \left\{\left(\alpha^{2} \sigma_{\min }^{2}\left(\hat{P}^{2}\right)+\beta^{2} \sigma_{\min }^{2}(\hat{P})+\gamma^{2}\right)^{1 / 2}\left(\alpha^{2} \sigma_{\min }^{2}(\hat{P} \hat{Q})+\beta^{2} \sigma_{\min }^{2}(\hat{Q})+\delta^{2}\right)^{1 / 2}\right\}} \\
& \cdot \max \left\{R R_{P Q}(\hat{P}), R R_{P Q}(\hat{Q})\right\} \\
\leq & \sqrt{2} \max \left\{\mu_{P}(\hat{P}) R R_{P}(\hat{P}), \mu_{Q_{2}}(\hat{P}, \hat{Q}) R R_{Q_{2}}(\hat{Q})\right\}
\end{aligned}
$$

5.7. Proof of Theorem 5-Condition number: Matrix Quadratic. Consider the perturbed equation where $A P^{2}+B P+C=0$

$$
(A+\Delta A)(P+\Delta P)^{2}+(B+\Delta B)(P+\Delta P)+C+\Delta C=0
$$

measuring perturbations normwise as

$$
\epsilon_{P}=\max \left\{\frac{\|\Delta A\|_{F}}{\alpha}, \frac{\|\Delta B\|_{F}}{\beta}, \frac{\|\Delta C\|_{F}}{\gamma}\right\}
$$

can be written to first order as

$$
\begin{aligned}
& A P \Delta P+A \Delta P P+\Delta A P^{2}+B \Delta P+\Delta B P+\Delta C+\mathscr{O}\left(\epsilon^{2}\right)=0 \\
& (A P+B) \Delta P+A \Delta P P=-\Delta A P^{2}-\Delta B P-\Delta C+\mathscr{O}\left(\epsilon^{2}\right)
\end{aligned}
$$

a generalized Sylvester equation in $\Delta P$. Using the Kronecker / vectorized notation

$$
\begin{aligned}
& \underbrace{\left(I_{n_{y}} \otimes(A P+B)+P^{\prime} \otimes A\right)}_{V} \operatorname{vec}(\Delta P)=-\left[\alpha\left(P^{2}\right)^{\prime} \otimes I_{n_{y}} \quad \beta P^{\prime} \otimes I_{n_{y}} \quad \gamma I_{n_{y^{2}}}\right]\left[\begin{array}{l}
\alpha^{-1} \operatorname{vec}(\Delta A) \\
\beta^{-1} \operatorname{vec}(\Delta B) \\
\gamma^{-1} \operatorname{vec}(\Delta C)
\end{array}\right]+\mathscr{O}\left(\epsilon^{2}\right) \\
& \frac{\|\Delta P\|_{F}}{\|P\|_{F}}=\left\|V^{-1}\left[\alpha\left(P^{2}\right)^{\prime} \otimes I_{n_{y}} \quad \beta P^{\prime} \otimes I_{n_{y}} \quad \gamma I_{n_{y^{2}}}\right]\left[\begin{array}{l}
\alpha^{-1} \operatorname{vec}(\Delta A) \\
\beta^{-1} \operatorname{vec}(\Delta B) \\
\gamma^{-1} \operatorname{vec}(\Delta C)
\end{array}\right]\right\|_{2} /\|P\|_{F}+\mathscr{O}\left(\epsilon^{2}\right) \\
& \leq \sqrt{3} \Psi(P) \epsilon \leq \sqrt{3} \Phi(P) \epsilon \leq \sqrt{3} \Theta(P) \epsilon \\
& \Psi(P)=\left\|V^{-1}\left[\alpha\left(P^{2}\right)^{\prime} \otimes I_{n_{y}} \quad \beta P^{\prime} \otimes I_{n_{y}} \quad \gamma I_{n_{y^{2}}}\right]\right\|_{2} /\|P\|_{F}
\end{aligned}
$$

### 5.8. Proof of Corollary 2-Condition number bound $P$.

$$
\begin{aligned}
\Psi(P) & =\left\|V^{-1}\left[\begin{array}{lll}
\alpha\left(P^{2}\right)^{\prime} \otimes I_{n_{y}} & \beta P^{\prime} \otimes I_{n_{y}} & \gamma I_{n_{y^{2}}}
\end{array}\right]\right\|_{2} /\|P\|_{F} \\
& \leq\left\|V^{-1}\right\|_{2}\left\|\left[\begin{array}{lll}
\alpha\left(P^{2}\right)^{\prime} \otimes I_{n_{y}} & \beta P^{\prime} \otimes I_{n_{y}} & \gamma
\end{array}\right]\right\|_{2} /\|P\|_{F}
\end{aligned}
$$

From Weyl-Courant-Fischer Theorem

$$
\begin{aligned}
\left\|\left[\begin{array}{ll}
X & Y
\end{array}\right]\right\|_{2}^{2}=\lambda_{\max }\left(X X^{*}+Y Y^{*}\right) & \leq \lambda_{\max }\left(X X^{*}\right)+\lambda_{\max }\left(Y Y^{*}\right) \\
& =\|X\|_{2}^{2}+\|Y\|_{2}^{2}
\end{aligned}
$$

And from the triangle inequality $\left\|\left[\begin{array}{ll}X & Y\end{array}\right]\right\|_{2} \leq\|X\|_{2}+\|Y\|_{2}$ so

$$
\Psi(P) \leq\left\|V^{-1}\right\|_{2} \frac{\alpha\left\|P^{2}\right\|_{F}+\beta\|P\|_{F}+\gamma}{\|P\|_{F}}=\Phi(P) \quad \text { cite Highan+Kim Davis }
$$

Note that this is equivaalent to Higham and Kim (2001) and Davis (1981) up to the norm inequality: $\|X\|_{2} \leq\|X\|_{F}$.
5.9. Proof of Theorem 6 - Condition number: Linear equation 1. Consider the perturbed equation where $F Q+D=0$.

$$
(F+\Delta F)(Q+\Delta Q)+D+\Delta D=0
$$

measuring perturbations normwise as

$$
\epsilon=\max \left\{\frac{\|\Delta F\|_{F}}{\phi}, \frac{\|\Delta D\|_{F}}{\delta}\right\}
$$

can be written to first order as

$$
\left.\begin{array}{rl}
F \Delta Q+\Delta F Q & =-\Delta G+\mathscr{O}\left(\epsilon^{2}\right) \\
F \Delta Q & =-\Delta F Q-\Delta G+\mathscr{O}\left(\epsilon^{2}\right) \\
& =-\left[\begin{array}{ll}
\Delta F & \Delta G
\end{array}\right]\left[\begin{array}{c}
Q \\
I_{n_{e}}
\end{array}\right]+\mathscr{O}\left(\epsilon^{2}\right) \\
\Delta Q & =-F^{-1}\left[\frac{\Delta F}{\phi}\right. \\
\frac{\Delta G}{\delta}
\end{array}\right]\left[\begin{array}{c}
\phi Q \\
\delta I_{n_{e}}
\end{array}\right]+\mathscr{O}\left(\epsilon^{2}\right),
$$

as $\|F\|_{F}\|Q\|_{F} \geq\|D\|_{F}$

$$
\begin{aligned}
\frac{\|\Delta Q\|_{F}}{\|Q\|_{F}} & \leq\left\|F^{-1}\right\|_{F}\|F\|_{F}\left(\frac{\phi}{\|F\|_{F}}+\frac{\delta}{\|F\|_{F}\|Q\|_{F}}\right) \sqrt{2} \epsilon+\mathscr{O}\left(\epsilon^{2}\right) \\
& \leq\left\|F^{-1}\right\|_{F}\|F\|_{F}\left(\frac{\phi}{\|F\|_{F}}+\frac{\delta}{\|D\|_{F}}\right) \sqrt{2} \epsilon \\
\Theta(Q) & =\left\|F^{-1}\right\|_{F}\|F\|_{F}\left(\frac{\phi}{\|F\|_{F}}+\frac{\delta}{\|D\|_{F}}\right) \sqrt{2} \epsilon
\end{aligned}
$$

Using the Kronecker / vectorized notation

$$
\begin{gathered}
\left(I_{n_{e}} \otimes F\right) \operatorname{vec}(\Delta Q)=-\left[\begin{array}{ll}
\phi Q^{\prime} \otimes I_{n_{y}} & \delta I_{n_{e} n_{y}}
\end{array}\right]\left[\begin{array}{l}
\phi^{-1} \operatorname{vec}(\Delta F) \\
\delta^{-1} \operatorname{vec}(\Delta D)
\end{array}\right]+O\left(\epsilon^{2}\right) \\
\operatorname{vec}(\Delta Q)=-\left[\begin{array}{ll}
\phi Q^{\prime} \otimes F^{-1} & \delta I_{n_{e}} \otimes F^{-1}
\end{array}\right]\left[\begin{array}{l}
\phi^{-1} \operatorname{vec}(\Delta F) \\
\delta^{-1} \operatorname{vec}(\Delta D)
\end{array}\right]+O\left(\epsilon^{2}\right) \\
\left.\frac{\|\Delta Q\|_{F}}{\|Q\|_{F}} \leq \frac{\|\left[\phi Q^{\prime} \otimes F^{-1}\right.}{} \delta I_{n_{e}} \otimes F^{-1}\right] \|_{2} \sqrt{2} \epsilon+\mathscr{O}\left(\epsilon^{2}\right) \\
\|Q\|_{F} \\
\Psi(Q)=\frac{\|\left(I_{n_{e}} \otimes F\right)^{-1}\left[\phi Q^{\prime} \otimes I_{n_{y}}\right.}{\left.\| Q I_{n_{e} n_{y}}\right] \|_{2}} \\
\leq Q \|_{F} \\
\left.\leq \frac{\left\|I_{n_{e}} \otimes F^{-1}\right\|_{2} \|\left[\phi Q^{\prime} \otimes I_{n_{y}}\right.}{} \delta I_{n_{e} n_{y}}\right] \|_{2} \\
\|Q\|_{F} \\
\end{gathered}
$$

### 5.10. Proof of Corollary 3 - Condition number bound Linear equation 1.

$$
\begin{aligned}
& \Psi(Q)=\frac{\|\left(I_{n_{e}} \otimes F\right)^{-1}\left[\phi Q^{\prime} \otimes I_{n_{y}}\right.}{} \delta \frac{\left.\delta I_{n_{e} n_{y}}\right] \|_{2}}{\|Q\|_{F}} \\
&\left.\leq \frac{\left\|I_{n_{e}} \otimes F^{-1}\right\|_{2} \|\left[\phi Q^{\prime} \otimes I_{n_{y}}\right.}{} \delta \delta I_{n_{e} n_{y}}\right] \|_{2} \\
&\|Q\|_{F} \\
&\left.=\frac{\left\|I_{n_{e}}\right\|_{2}\left\|F^{-1}\right\|_{2} \|\left[\phi Q^{\prime} \otimes I_{n_{y}}\right.}{} \delta I_{n_{e} n_{y}}\right] \|_{2} \\
&\|Q\|_{F} \\
& \leq\left\|F^{-1}\right\|_{2} \frac{\phi\|Q\|_{F}+\delta}{\|Q\|_{F}}=\Phi(Q)
\end{aligned}
$$

5.11. Proof of Theorem 7-Condition number: Linear equation 2. Consider the perturbed equation where $(A P+B) Q+D=0$

$$
[(A+\Delta A)(P+\Delta P)+B+\Delta B](Q+\Delta Q)+D+\Delta D=0
$$

Side calculations:

$$
\begin{aligned}
\|A P+B\|_{F}\|Q\|_{F} & \geq\|D\|_{F} \\
\|A\|_{F}\|P Q\|_{F}+\|B Q\|_{F} & \geq\|D\|_{F} \\
A P Q+B Q+D & =0 \\
\|A P+B\|_{F} & \leq\|A\|_{F}\|P\|_{F}+\|B\|_{F}
\end{aligned}
$$

measuring the perturbations normwise as

$$
\epsilon=\max \left\{\frac{\|\Delta P\|_{F}}{\xi}, \frac{\|\Delta A\|_{F}}{\alpha}, \frac{\|\Delta B\|_{F}}{\beta}, \frac{\|\Delta D\|_{F}}{\delta},\right\}
$$

can be written to first order as

$$
\begin{aligned}
&(A P+B) \Delta Q=-A \Delta P Q-\Delta A P Q-\Delta B Q-\Delta D+\mathscr{O}\left(\epsilon^{2}\right) \\
& \Delta Q=-(A P+B)^{-1}(A \Delta P Q+\Delta A P Q+\Delta B Q+\Delta D)+\mathscr{O}\left(\epsilon^{2}\right) \\
&\|\Delta Q\|_{F} \leq\left\|(A P+B)^{-1}\right\|_{F}\left(\|A\|_{F}\|Q\|_{F}\|\Delta P\|_{F}+\|P Q\|_{F}\|\Delta A\|_{F}\right. \\
&\left.+\|Q\|_{F}\|\Delta B\|_{F}+\|\Delta D\|_{F}\right)+\mathscr{O}\left(\epsilon^{2}\right) \\
& \leq\left\|(A P+B)^{-1}\right\|_{F}\left(\xi\|A\|_{F}\|Q\|_{F}+\alpha\|P Q\|_{F}+\beta\|Q\|_{F}+\delta\right) \sqrt{4} \epsilon+\mathscr{O}\left(\epsilon^{2}\right) \\
& \frac{\|\Delta Q\|_{F}}{\|Q\|_{F}} \leq\left\|(A P+B)^{-1}\right\|_{F}\|A P+B\|_{F}\left(\frac{\xi\|A\|_{F}+\beta}{\|A P+B\|_{F}}+\frac{\alpha\|P Q\|_{F}}{\|Q\|_{F}\|A P+B\|_{F}}+\frac{\delta}{\|D\|_{F}}\right) \sqrt{4} \epsilon+\mathscr{O}\left(\epsilon^{2}\right) \\
& \leq\left\|(A P+B)^{-1}\right\|_{F}\|A P+B\|_{F}\left(\frac{\xi\|A\|_{F}+\alpha\|P\|_{F}+\beta}{\|A P+B\|_{F}}+\frac{\delta}{\|D\|_{F}}\right) \sqrt{4} \epsilon+\mathscr{O}\left(\epsilon^{2}\right)
\end{aligned}
$$

This is wrong! From $\|A P+B\|_{F} \leq\|A\|_{F}\|P\|_{F}+\|B\|_{F}$ it follows

$$
\begin{aligned}
\|B\|_{F} & \geq\|A P+B\|_{F} \\
\|A\|_{F} & \geq \frac{\|A P+B\|_{F}}{\|P\|_{F}} \\
\|P\|_{F} & \geq \frac{\|A P+B\|_{F}}{\|A\|_{F}}
\end{aligned}
$$

$$
\frac{\|\Delta Q\|_{F}}{\|Q\|_{F}} \leq\left\|(A P+B)^{-1}\right\|_{F}\|A P+B\|_{F}\left(\frac{\xi}{\|P\|_{F}}+\frac{\alpha}{\|A\|_{F}}+\frac{\beta}{\|B\|_{F}}+\frac{\delta}{\|D\|_{F}}\right) \cdot 2 \cdot \epsilon+\mathscr{O}\left(\epsilon^{2}\right)
$$

using the Kronecker / vectorized notation

$$
\begin{aligned}
& \left(I_{n_{e}} \otimes(A P+B)\right) \operatorname{vec}(\Delta Q)=-\left[\begin{array}{llll}
\xi Q^{\prime} \otimes A & \alpha(P Q)^{\prime} \otimes I_{n_{y}} & \beta Q^{\prime} \otimes I_{n_{y}} & \delta I_{n_{e} n_{y}}
\end{array}\right]\left[\begin{array}{l}
\xi^{-1} \operatorname{vec}(\Delta P) \\
\alpha^{-1} \operatorname{vec}(\Delta A) \\
\beta^{-1} \operatorname{vec}(\Delta B) \\
\delta^{-1} \operatorname{vec}(\Delta D)
\end{array}\right]+\mathscr{O}\left(\epsilon^{2}\right) \\
& \operatorname{vec}(\Delta Q)=\left[\begin{array}{llll}
\xi Q^{\prime} \otimes(A P+B)^{-1} A & \alpha(P Q)^{\prime} \otimes(A P+B)^{-1} & \beta Q^{\prime} \otimes(A P+B)^{-1} & \delta I_{n_{e}} \otimes(A P+B)^{-1}
\end{array}\right] \\
& {\left[\begin{array}{l}
\xi^{-1} \operatorname{vec}(\Delta P) \\
\alpha^{-1} \operatorname{vec}(\Delta A) \\
\beta^{-1} \operatorname{vec}(\Delta B) \\
\delta^{-1} \operatorname{vec}(\Delta D)
\end{array}\right]+\mathscr{O}\left(\epsilon^{2}\right)} \\
& \frac{\|\Delta Q\|_{F}}{\|Q\|_{F}} \leq \sqrt{4} \Psi(Q) \epsilon \leq \sqrt{4} \Phi(Q) \epsilon \leq \sqrt{4} \Theta(Q) \epsilon \\
& \left.\Psi(Q)=\frac{\|\left(I_{n_{e}} \otimes(A P+B)\right)^{-1}\left[\xi Q^{\prime} \otimes A\right.}{} \quad \alpha(P Q)^{\prime} \otimes I_{n_{y}} \quad \beta Q^{\prime} \otimes I_{n_{y}} \quad \delta I_{n_{e} n_{y}}\right] \|_{2}
\end{aligned}
$$

5.12. Proof of Corollary 4-Condition number bound Linear equation 2.

$$
\left.\left.\begin{array}{rl}
\Psi(Q) & =\frac{\|\left(I_{n_{e}} \otimes(A P+B)\right)^{-1}\left[\xi Q^{\prime} \otimes A\right.}{} \quad \alpha(P Q)^{\prime} \otimes I_{n_{y}}
\end{array} \quad \beta Q^{\prime} \otimes I_{n_{y}} \quad \delta I_{n_{e} n_{y}}\right] \|_{2}\right)\|Q\|_{F} \quad\left[\begin{array}{l}
\|Q\|_{F} \\
\end{array}\right.
$$

5.13. Proof of Theorem $\mathbf{8}$ - Condition number: Linear equation 3. Consider the perturbed equation where $(A P+B) Q+D=0$

$$
[(A+\Delta A)(P+\Delta P)+B+\Delta B](Q+\Delta Q)+D+\Delta D=0
$$

and where $A P^{2}+B P+C=0$ and $\Delta P$ satisfies

$$
(A+\Delta A)(P+\Delta P)^{2}+(B+\Delta B)(P+\Delta P)+C+\Delta C=0
$$

measuring perturbations normwise as

$$
\epsilon=\max \left\{\frac{\|\Delta A\|_{F}}{\alpha}, \frac{\|\Delta B\|_{F}}{\beta}, \frac{\|\Delta C\|_{F}}{\gamma}, \frac{\|\Delta D\|_{F}}{\delta}\right\}
$$

can be written to first order as

$$
(A P+B) \Delta Q=-A \Delta P Q-\Delta A P Q-\Delta B Q-\Delta D+\mathscr{O}\left(\epsilon^{2}\right)
$$

and

$$
(A P+B) \Delta P+A \Delta P P=-\Delta A P^{2}-\Delta B P-\Delta C+\mathscr{O}\left(\epsilon^{2}\right)
$$

using the Kronecker / vectorized notation

$$
\left(I_{n_{e}} \otimes(A P+B)\right) \operatorname{vec}(\Delta Q)=-\left(Q^{\prime} \otimes A\right) \operatorname{vec}(\Delta P)
$$

$$
\left.\begin{array}{rl}
- & {\left[\begin{array}{lll}
\alpha(P Q)^{\prime} \otimes I_{n_{y}} & \beta Q^{\prime} \otimes I_{n_{y}} & 0_{n_{y^{2}}}
\end{array} \quad \delta I_{n_{e} n_{y}}\right.}
\end{array}\right]
$$

$$
\begin{aligned}
\left(I_{n_{e}} \otimes(A P+B)\right) \operatorname{vec}(\Delta Q)=- & {\left[\alpha\left((P Q)^{\prime} \otimes I_{n_{y}}-\left(Q^{\prime} \otimes A\right) V^{-1}\left(P^{2}\right)^{\prime} \otimes I_{n_{y}}\right)\right.} \\
& \beta\left(Q^{\prime} \otimes I_{n_{y}}-\left(Q^{\prime} \otimes A\right) V^{-1} P^{\prime} \otimes I_{n_{y}}\right) \ldots \\
& -\gamma\left(Q^{\prime} \otimes A\right) V^{-1} \ldots \\
& \left.\delta I_{n_{e} n_{y}}\right] \quad\left[\begin{array}{c}
\alpha^{-1} \operatorname{vec}(\Delta A) \\
\beta^{-1} \operatorname{vec}(\Delta B) \\
\gamma^{-1} \operatorname{vec}(\Delta C) \\
\delta^{-1} \operatorname{vec}(\Delta D)
\end{array}\right]+\mathscr{O}\left(\epsilon^{2}\right)
\end{aligned}
$$

Define $T=I_{n_{y^{2}}}-\left(I_{n_{y}} \otimes A\right) V^{-1}\left(P^{\prime} \otimes I_{n_{y}}\right)$
note $\left(I_{n_{y}} \otimes A \cdot(A P+B)^{-1}\right) V=I_{n_{y}} \otimes A+P^{\prime} \otimes A(A P+B)^{-1} A=V\left(I_{n_{y}} \otimes(A P+B)^{-1} A\right)$
so $I_{n_{y}} \otimes(A P+B)^{-1} A=V^{-1}\left(I_{n_{y}} \otimes A \cdot(A P+B)^{-1}\right) V$
and $V=\left(I_{n_{y^{2}}}+P^{\prime} \otimes\left[A(A P+B)^{-1}\right]\right)\left(I_{n_{y}} \otimes(A P+B)\right)$
so $I_{n_{y}} \otimes(A P+B)^{-1}=V^{-1}+V^{-1}\left(P^{\prime} \otimes\left[A(A P+B)^{-1}\right]\right)$
Hence

$$
\begin{gathered}
\left(I_{n_{y}} \otimes(A P+B)^{-1}\right) T=I_{n_{y}} \otimes(A P+B)^{-1}-\left(I_{n_{y}} \otimes(A P+B)^{-1} A\right) V^{-1}\left(P^{\prime} \otimes I_{n_{y}}\right) \\
=I_{n_{y}} \otimes(A P+B)^{-1}-V^{-1}\left(I_{n_{y}} \otimes A(A P+B)^{-1}\right) V V^{-1}\left(P^{\prime} \otimes I_{n_{y}}\right) \\
= \\
=V^{-1}+V^{-1}\left(P^{\prime} \otimes A(A P+B)^{-1}\right)-V^{-1}\left(P^{\prime} \otimes A(A P+B)^{-1}\right)=V^{-1} \\
\operatorname{vec}(\Delta Q)=-\left[\alpha\left(Q^{\prime} \otimes I_{n_{y}}\right) V^{-1}\left(P^{\prime} \otimes I_{n_{y}}\right) \quad \cdots\right. \\
\quad \beta\left(Q^{\prime} \otimes I_{n_{y}}\right) V^{-1} \ldots \\
\\
\quad-\gamma\left(Q^{\prime} \otimes(A P+B)^{-1} A\right) V^{-1} \quad \cdots
\end{gathered}
$$

$$
\left.\delta I_{n_{e}} \otimes(A P+B)^{-1}\right]\left[\begin{array}{c}
\alpha^{-1} \operatorname{vec}(\Delta A) \\
\beta^{-1} \operatorname{vec}(\Delta B) \\
\gamma^{-1} \operatorname{vec}(\Delta C) \\
\delta^{-1} \operatorname{vec}(\Delta D)
\end{array}\right]+\mathscr{O}\left(\epsilon^{2}\right)
$$

$$
\begin{aligned}
&\left.\frac{\|\Delta Q\|_{F}}{\|Q\|_{F}} \leq \sqrt{4} \Psi(Q) \varepsilon \leq \sqrt{4} \Phi(Q) \varepsilon \leq \sqrt{( } 4\right) \Theta(Q) \epsilon \\
& \Psi(Q)=\| \| \alpha\left(Q^{\prime} \otimes I_{n_{y}}\right) V^{-1}\left(P^{\prime} \otimes I_{n_{y}}\right) \quad \cdots \\
& \beta\left(Q^{\prime} \otimes I_{n_{y}}\right) V^{-1} \ldots \\
& \quad \gamma\left(Q^{\prime} \otimes(A P+B)^{-1} A\right) V^{-1} \ldots \\
&\left.\delta I_{n_{e}} \otimes(A P+B)^{-1}\right]\left\|_{2} /\right\| Q \|_{F}
\end{aligned}
$$

5.14. Proof of Corollary 5-Condition number bound Linear equation 3.

$$
\begin{aligned}
\Psi(Q)= & \| \\
& \beta\left(Q^{\prime} \otimes I_{n_{y}}\right) V^{-1}\left(P^{\prime} \otimes I_{n_{y}}\right) \cdots \\
& -\gamma\left(Q^{\prime} \otimes I_{n_{y}}\right) V^{-1} \ldots \\
& \left.\delta I_{n_{e}} \otimes(A P+B)^{-1} A\right) V^{-1} \ldots \\
\leq & \left\|V^{-1}\right\|_{2} \frac{\alpha \| Q)_{F}\|P\|_{F}+\beta\|Q\|_{F}+\gamma\|Q\|_{F}\left\|(A P+B)^{-1} A\right\|_{2}+\delta\left\|(A P+B)^{-1} V\right\|_{2}}{\|Q\|_{F}} \\
\leq & \left\|V^{-1}\right\|_{2} \frac{\alpha\|Q\|_{F}\|P\|_{F}+\beta\|Q\|_{F}}{\|Q\|_{F}}+\left\|V^{-1}\right\|_{2}\left\|(A P+B)^{-1}\right\|_{2} \frac{\gamma\|Q\|_{F}\|A\|_{F}}{\|Q\|_{F}} \\
& +\left\|(A P+B)^{-1}\right\|_{2} \frac{\delta}{\|Q\|_{F}} \\
= & \Phi(Q)
\end{aligned}
$$

5.15. Proof of Theorem 9-Condition number: Joint $P$ and $Q$. Consider the perturbed equation

$$
\begin{aligned}
(A+\Delta A)(P+\Delta P)\left[\begin{array}{ll}
P+\Delta P & Q+\Delta Q
\end{array}\right] \\
+(B+\Delta B)\left[\begin{array}{ll}
P+\Delta P & Q+\Delta Q
\end{array}\right] \\
+\left[\begin{array}{ll}
C+\Delta C & D+\Delta D
\end{array}\right]=\left[\begin{array}{ll}
0 & 0
\end{array}\right]
\end{aligned}
$$

where

$$
A P\left[\begin{array}{ll}
P & Q
\end{array}\right]+B\left[\begin{array}{ll}
P & Q
\end{array}\right]+\left[\begin{array}{ll}
C & D
\end{array}\right]=\left[\begin{array}{ll}
0 & 0
\end{array}\right]
$$

measuring perturbations normwise as

$$
\epsilon=\max \left\{\frac{\|\Delta A\|_{F}}{\alpha}, \frac{\|\Delta B\|_{F}}{\beta}, \frac{\|\Delta C\|_{F}}{\gamma}, \frac{\|\Delta D\|_{F}}{\delta}\right\}
$$

can be written to first order as

$$
\begin{aligned}
& (A P+B)\left[\begin{array}{ll}
\Delta P & \Delta Q
\end{array}\right]+A\left[\begin{array}{ll}
\Delta P & \Delta Q
\end{array}\right]\left[\begin{array}{cc}
P & Q \\
0 & 0 \\
n_{e} \times n_{y} & n_{e} \times n_{e}
\end{array}\right]+(\Delta A P+\Delta B)\left[\begin{array}{ll}
P & Q
\end{array}\right]+\left[\begin{array}{ll}
\Delta C & \Delta D
\end{array}\right]=\left[\begin{array}{ll}
0 & 0
\end{array}\right] \\
& (A P+B)\left[\begin{array}{ll}
\Delta P & \Delta Q
\end{array}\right] I_{n_{y}+n_{e}}+A\left[\begin{array}{ll}
\Delta P & \Delta Q
\end{array}\right]\left[\begin{array}{cc}
P & Q \\
0 & 0 \\
n_{e} \times n_{y} & n_{e} \times n_{e}
\end{array}\right] \\
& +I_{n_{y}} \Delta A\left[\begin{array}{ll}
P^{2} & P Q
\end{array}\right]+I_{n_{y}} \Delta B\left[\begin{array}{ll}
P & Q
\end{array}\right] \\
& +I_{n_{y}} \Delta C\left[\begin{array}{ll}
I_{n_{y}} & 0 \\
n_{y} \times n_{e}
\end{array}\right]+I_{n_{y}} \Delta D\left[\begin{array}{ll}
0 & I_{n_{e}}
\end{array}\right]=\left[\begin{array}{ll}
0 & 0
\end{array}\right]
\end{aligned}
$$

a generalized Sylvester equation in $\left[\begin{array}{ll}\Delta P & \Delta Q\end{array}\right]$.
Using the Kronecker / vectorized notation

$$
\underbrace{\left(I_{n_{y}+n_{e}} \otimes(A P+B)+\left[\begin{array}{cc}
P^{\prime} & 0 \\
n_{y} \times n_{e} \\
Q^{\prime} & 0 \\
n_{e} \times n_{e}
\end{array}\right] \otimes A\right)}_{=W}\left[\begin{array}{c}
\operatorname{vec}(\Delta P) \\
\operatorname{vec}(\Delta Q)
\end{array}\right]
$$

$$
\begin{aligned}
& =-\left[\left[\begin{array}{c}
P^{2 \prime} \\
Q^{\prime} P^{\prime}
\end{array}\right] \otimes I_{n_{y}}\left[\begin{array}{c}
P^{\prime} \\
Q^{\prime}
\end{array}\right] \otimes I_{n_{y}}\left[\begin{array}{c}
I_{n_{y}} \\
0 \\
n_{e} \times n_{y}
\end{array}\right] \otimes I_{n_{y}}\left[\begin{array}{c}
0 \\
n_{y} \times n_{e} \\
I_{n_{e}}
\end{array}\right] \otimes I_{n_{y}}\right]\left[\begin{array}{l}
\operatorname{vec}(\Delta A) \\
\operatorname{vec}(\Delta B) \\
\operatorname{vec}(\Delta C) \\
\operatorname{vec}(\Delta D)
\end{array}\right] \\
& =\underbrace{\left[\begin{array}{c}
\alpha \\
P^{2 \prime} \\
Q^{\prime} P^{\prime}
\end{array}\right] \otimes I_{n_{y}}}_{=X} \begin{array}{l}
\beta\left[\begin{array}{c}
P^{\prime} \\
Q^{\prime}
\end{array}\right] \otimes I_{n_{y}} \\
\gamma\left[\begin{array}{c}
I_{n_{y}} \\
0 \\
n_{e} \times n_{y}
\end{array}\right] \otimes I_{n_{y}} \\
\left.\delta\left[\begin{array}{c}
0 \\
n_{y} \times n_{e} \\
I_{n_{e}}
\end{array}\right] \otimes I_{n_{y}}\right]
\end{array}\left[\begin{array}{l}
\alpha^{-1} \operatorname{vec}(\Delta A) \\
\beta^{-1} \operatorname{vec}(\Delta B) \\
\gamma^{-1} \operatorname{vec}(\Delta C) \\
\delta^{-1} \operatorname{vec}(\Delta D)
\end{array}\right]
\end{aligned}
$$

$$
\begin{aligned}
& \frac{\left\|\left[\begin{array}{ll}
\Delta P & \Delta Q
\end{array}\right]\right\|_{F}}{\left\|\left[\begin{array}{ll}
P & Q
\end{array}\right]\right\|_{F}} \leq \sqrt{4} \Psi(P, Q) \epsilon \leq \sqrt{4} \Phi(P, Q) \epsilon \leq \sqrt{4} \Theta(P, Q) \epsilon \\
& \Psi(P, Q)=\frac{\left\|W^{-1} X\right\|_{2}}{\left\|\left[\begin{array}{ll}
P & Q
\end{array}\right]\right\|_{F}}
\end{aligned}
$$

5.16. Proof of Corollary 7 - Condition number bound joint.

$$
\begin{aligned}
\Psi(P, Q) & =\frac{\left\|W^{-1} X\right\|_{2}}{\left\|\left[\begin{array}{ll}
P & Q
\end{array}\right]\right\|_{F}} \\
& \leq\left\|W^{-1}\right\|_{2} \frac{\alpha\left(\left\|P^{2}\right\|_{2}+\|Q P\|_{2}\right)+\beta\left(\left\|P^{2}\right\|_{2}+\|Q\|_{2}\right)+\gamma+\delta}{\left\|\left[\begin{array}{ll}
P & Q
\end{array}\right]\right\|_{F}}=\Phi(P, Q)
\end{aligned}
$$

5.17. Proof of Corollary 12-A posterior forward error bound linear equation 3. Set $\Delta A=\Delta B=0$,
$\Delta C=R_{P}=A \hat{P}^{2}+B \hat{P}+C, \Delta D=R_{Q}=(A \hat{P}+B) \hat{Q}+D$

$$
\begin{aligned}
V \operatorname{vec}(\Delta P) & =-\operatorname{vec}\left(R_{P}\right) \\
\left(I_{n_{e}} \otimes(A \hat{P}+B)\right) \operatorname{vec}(\Delta Q) & =\left(\hat{Q}^{\prime} \otimes A\right) V^{-1} \operatorname{vec}\left(R_{P}\right)-\operatorname{vec}\left(R_{Q}\right)
\end{aligned}
$$

$$
\begin{aligned}
\operatorname{vec}(\Delta Q)= & \left(\hat{Q}^{\prime} \otimes\left[(A \hat{P}+B)^{-1} A\right]\right) V^{-1} \operatorname{vec}\left(R_{P}\right) \\
& -\left(I_{n_{e}} \otimes(A \hat{P}+B)^{-1}\right) \operatorname{vec}\left(R_{Q}\right) \\
\frac{\|\Delta Q\|_{F}}{\|\hat{Q}\|_{F}} \leq & \|\left(\hat{Q}^{\prime} \otimes\left[(A \hat{P}+B)^{-1} A\right]\right) V^{-1} \operatorname{vec}\left(R_{P}\right) \\
& -\left(I_{n_{e}} \otimes(A \hat{P}+B)^{-1}\right) \operatorname{vec}\left(R_{Q}\right)\left\|_{2} /\right\| \hat{Q} \|_{F} \\
\leq & \left\|(A \hat{P}+B)^{-1}\right\|_{2} \frac{\left\|\left(\hat{Q}^{\prime} \otimes A\right) V^{-1} \operatorname{vec}\left(R_{P}\right)\right\|_{2}+\left\|R_{Q}\right\|_{F}}{\|\hat{Q}\|_{F}} \\
\leq & \left\|(A \hat{P}+B)^{-1}\right\|_{2} \frac{\left\|R_{Q}\right\|_{F}}{\|\hat{Q}\|_{F}} \\
& +\frac{\left\|\left(\hat{Q}^{\prime} \otimes A\right) V^{-1} \operatorname{vec}\left(R_{P}\right)\right\|_{2}}{\|\hat{Q}\|_{F}}\left\|(A \hat{P}+B)^{-1}\right\|_{2} \\
\leq & \left\|(A \hat{P}+B)^{-1}\right\|_{2} \frac{\left\|R_{Q}\right\|_{F}}{\|\hat{Q}\|_{F}} \\
& +\left\|(A \hat{P}+B)^{-1}\right\|_{2}\left\|V^{-1}\right\|_{2}\|A\|_{F}\left\|R_{P}\right\|_{F} \\
\leq & \left.\left\|(A \hat{P}+B)^{-1}\right\|_{2} \frac{\left\|R_{Q}\right\|_{F}}{\|\hat{Q}\|_{F}}+\left\|V^{-1}\right\|_{2}\|A\|_{2}\left\|R_{P}\right\|_{F}\right)
\end{aligned}
$$
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[^9]:    ${ }^{11}$ The results for the linear system here hold for consistent norms, I choose this presentation to be consistent with the analysis of the quadratic problem. This combines Higham and Kim (2000), Higham (1993), Kågström (1994) and Higham (2002, Ch.7\&16).

[^10]:    ${ }^{12}$ See the appendix.
    ${ }^{13}$ See the appendix.

[^11]:    ${ }^{14}$ See Higham (2002, p. 310).
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[^12]:    ${ }^{16}$ See, e.g., Higham and Higham (1998).
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[^14]:    ${ }^{17}$ And analogously for $F, I_{n_{e}} \otimes(A \hat{P}+B)$, and $W$.
    ${ }^{18}$ Alternatively, Kågström (1994) and Kågström and Poromaa (1996) solve a related simultaneous system representation of generalized Sylvester equations, see also Chu (1987), which is implemented in LAPACK as ZTGSYL, but this requires inflating the dimensions by doubling the size of the system.

[^15]:    ${ }^{19}$ This is perhaps easier to see via the identity $M(\lambda)+\Delta M(\lambda)=(A+\Delta A) \lambda^{2}+(B+\Delta B) \lambda+(C+\Delta C)$.

[^16]:    ${ }^{20}$ As noted by Gantmacher (1959, Ch. 4) and repeated in ?, Davis (1981), Higham and Kim (2000), and Higham and Kim (2001), if this matrix in the binomial is a solvent of the matrix polynomial, the division is without remainder, yielding a factorization of the matrix polynomial.

[^17]:    ${ }^{21}$ The calculation of the expectation is nontrivial and generally performed with quadrature or the like with respect to $\varepsilon_{t 1}$ and the error is usually measured in relative terms to consumption, perhaps $y_{k, t}$ the $k$-th variable in the vector of endogenous variables - but neither of these points are relevant here.

[^18]:    ${ }^{22}$ See http://www.macromodelbase.com

[^19]:    Table 5. Results $P$ : Standard Calibration

[^20]:    ${ }^{23}$ The moments and difference $E[r p], \Delta E[r p]$, and $s t d\left(\Delta \log c_{t}\right)$ are identical up to the digits shown in the table for Klein (2000) and Uhlig (1999), out 8 significant digits, these are (first Klein (2000) and then Uhlig (1999)) 7.0455204 and 7.0455406 for $E[r p] ; 0.7538038$ and 0.75378359 for $\Delta E[r p]$; and 0.52910871 and 0.52910956 for $\operatorname{std}\left(\Delta \log c_{t}\right)$. Likewise the FE bound 1 is $6.9737898 \mathrm{e}-04$ and $6.9736054 \mathrm{e}-04$.

[^21]:    Table 7. Results [ $P Q$ ]: Standard Calibration

[^22]:    ${ }^{24}$ For FE Bound $2 Q_{2}$, Klein (2000) and then Uhlig (1999) give 0.0010757802 and 0.0010757517 respectively out 8 significant digits.

[^23]:    ${ }^{25}$ For FE Bound 2 PQ, Klein (2000) and Uhlig (1999) give $8.2765608 \mathrm{e}-04$ and $8.2763419 \mathrm{e}-04$ respectively out 8 significant digits.

[^24]:    ${ }^{26}$ Please see the code for the specific parameterization of the over 40 parameters.

[^25]:    ${ }^{27}$ See http://www.macromodelbase.com.
    ${ }^{28}$ Currently, this is 99 models, ranging from small scale DSGE models to models from policy institutions containing hundreds of variables. Some of the models in the database are deterministic and/or use nonlinear or non-rational (e.g., adaptive) expectations and, hence, are not appropriate for our comparison here.

[^26]:    ${ }^{29}$ Binder and Pesaran's (1997) method requires specifying a maximum iteration $N$ before solving. Either a computationally prohibitively large $N$ could have been chosen for all parameter draws or a smaller $N$ could have been chosen that might have proven potentially insufficient for some parameter draws, biasing the accuracy measures. I chose at this stage to forgo including the method in the comparison.

