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Preface to ”Current Issues in Natural Resource and

Environmental Economics”

This Special Issue collects twelve studies that explore current issues concerning the environment

and sustainability. The selected papers review and investigate various issues such as the nexus

between trade and climate, the spatial interaction between economy and territory, climate justice in

an intergenerational sustainability framework, resource rents, human development and economic

growth in the case of Sudan as well as the mobility restrictions and e-commerce in the case of

Madrid Centre during the COVID-19 lockdown. At the level of firms, there is a study about the

development of corporate sustainability assessment methods for oil and gas companies followed by

the environmental exigencies and the efficient voter rule.

In a game theory setup, one study presents some results on the control of polluting firms in

dynamic Nash and Stackelberg patterns. Two other works refer to spatial patterns and the fiscal

impacts of environmental taxation in the EU and the provision of new evidence on cereal supply

response in smallholder agriculture in the case of Ethiopia. Finally, we have present two more

studies on the economics of waste prevention concerning second-hand products in the case of

Germany and economic sustainability among women in South African rural communities in the case

of herbal-based cosmeceuticals.

Let us then consider each study in particular. The research of Cisco and Gatto focuses on the

interrelations of sustainability and climate justice based on the use of the overlapping generations

(OLG) model under an intertemporal framework. The central aim of the study was to identify

the necessary conditions for sustainable development under climate justice imperatives between

generations. The researchers called for reduced leisure and consumption patterns as a move away

from the business-as-usual scenario for reducing emissions and their impact on the environment.

Ultimately, enhanced intergenerational sustainability and climate change will flourish.

The research of Balogh and Mizik on the trade-climate nexus elucidates the potential of trade

agreements to help countries to achieve their climate goals. The review focused on papers of the

period of 2010 to 2020 and specifically on issues of the effectiveness of trade agreements, different

national interests, emission leakage, and protectionism. The main conclusion of the paper was that

the largest GHG-emitting countries (China, US, EU) are gaining more from trade negotiations than

developing countries. In conclusion, the literature review provided a series of policy practices that

might reduce emissions and provide incentives for climate mitigation policies.

The study conducted by Mosconi et al. focused on the revision of the Environmental Kuznets

Curve (EKC) based on the spatial interaction between economy and territory in order to broaden the

choice of efficient management solutions. The EKC identifies the relations between the degradation

of nature and the level of income of an economic system, especially in terms of the governmental

policies in high-income countries. However, the authors emphasized the potential for improving the

role of space in EKC, specifically in terms of the impact of spatial variability on the nexus between

income and environment. Briefly, the proposed multi-scale investigation of degradation processes at

the local level might incorporate more traditional, cross-country, and cross-region practices. In short,

spatial scales are important parameters in ecological economics.

The study of Mohamed shed light on the relationship between natural resource rents, human

development, and economic growth in Sudan during 1970–2015. The conducted analysis was

achieved by using co-integration and vector error correction modelling (VECM). The first tests

confirmed a long-run equilibrium between the studied parameters. Moreover, the second tests

ix



showed positive relationships (except one parameter); nevertheless, this pattern changed in the long

run. Furthermore, a long-run Granger causality test demonstrated a causal relationship between

the study’s parameters. In conclusion, the study proposed more governmental support on natural

resource rents for a sustainable future in Sudan, via the creation of virtuous economic circles between

human development and economic growth.

The study of Villa and Monzón focused on the importance of urban logistics on sustainability

imperatives during the era of COVID-19, when phenomena emerged, such as a change in urban

mobility and an increase in e-commerce. The case study area was Madrid Central, where the

results showed a significant decrease in transportation in comparison to the pre-COVID-19 era. The

delivered parcels increased substantially because of Light Commercial Vehicles (LCV) which satisfied

package delivery needs. To recapitulate, the period of COVID-19 posed a challenge to urban logistics,

in response to which attempts were made to impose new mobility models in large cities with high

volumes of e-commerce deliveries. This study by Ponomarenko et al. concerns the decreasing

production at oil and gas facilities and necessitates the development of new operating fields. Briefly,

there are changes in states’ policies because of novel offshore projects of private companies, which

paved the way especially for corporate social responsibility (CSR) companies. This was achieved

via two sustainable development indicators. The proposed methodology showed that oil and gas

companies differ significantly in terms of corporate sustainability, making clear that such indicators

provide practical significance to a company’s CSR planning.

In the paper of Anderson, the environmental exigencies and the role of the ‘’efficient voter

rule” are displayed. Policymakers have sought mechanisms that coordinate private incentivization

and societally urgent conditions, concerning the internalization of individual’s behavior impacts.

Nevertheless, Anderson concluded that recent remedies to effectively manage such externalities

failed to provide satisfactory results. Finally, it is advisable that a simple voting mechanism to achieve

socially optimal decisions under uncertainty be imposed.

In this paper, Halkos and Papageorgiou monitored the conflict between the group of polluting

firms, and any social planners who aimed to control the emissions generated during the production

process. Both require different processes in terms of the control policies’ standards (maximization

for firms; minimization for social planners). This paper belongs to the special class of differential

games, also known as, ‘state separatable differential games’. The cornerstone of these games is the

coincidence of the Nash equilibrium with the Markovian equilibrium; furthermore, in the case of

hierarchical moves, analytical solutions could be obtained easily. Moreover, a sensitivity analysis

was developed for the model’s crucial variables. Lastly, a comparison between the two types of

equilibrium for the game showed the conflict’s intensity for cases in which the polluting firms act as

the leader in the hierarchical move game.

The study by Pászto et al. observed the possible spatial patterns in environmental and fiscal

impacts on public budgets of EU countries for the years 2008 and 2017, via the grouping according to

their environmental taxation performance. Based on two cluster analysis (CA) methods, Ward linkage

and K-nearest neighbors (spatial) CA, potential geographical links were observed. Consequently,

in 2008 the countries were naively grouped into “the West and ‘’the East”, as the West had higher

environmental tax revenues in comparison to the east. However, in 2017 these borderlines were

blurred because of the high diversification between the countries, in terms of environmental taxation

on national budgets.

In the paper of Tenaye the importance of increasing agricultural production in developing

countries and specifically in Ethiopia is described. The examined period spanned the years 1994-2009

and the study investigated the dynamic supply responses of major cereal crops to price and nonprice
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factors. The results showed the influence of both the planted areas and produced yields of major

crops by the aforementioned factors, in parallel with farmers’ capability of analyzing market signals

and responding accurately to alterations in prices of staple crops. The author also concluded that the

growth of Ethiopian agriculture could be based partly on the the augmentation of agricultural prices.

Briefly, it is advisable that a fine-tuned balance be developed between government intervention

and market solutions, which might ultimately improve yield production via reformed agronomic

practices.

The specific study concluded that ‘reuse’ remains a “niche phenomenon” and that consumers

seem to waste economic opportunities associated with the buying and selling of second-hand

products in Germany. Hence, the research by Wilts et al. sheds light on the incentives and barriers of

second-hand product markets and applies a theoretical background of transaction costs to explain the

existing consumption patterns. Waste of valuable unused products in households occurs because of

barriers in the transition to sustainable consumption. Furthermore, the study exhibited the paradox

that consumers buy new products, although they are aware that second-hand products save money

and promote climate protection.

The economic potential(s) of the natural herbal-based cosmetic and cosmeceutical enterprise was

the focus of the study regarding the improvement of Vhavenda women’s welfare. Using a purposive

sampling technique with 79 Vhavenda women, a descriptive and an inferential (Tobit regression)

statistical analysis was performed, in addition to a budgeting analysis. As a result, the study by

Ndhlovu et al. can provide considerable outcomes regarding this marginalized herbal-based cosmetic

and cosmeceutical enterprise.

George Halkos

Editor
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Abstract: Climate justice is conceived as the intertemporal climate equity and equality exchange
amongst generations. Sustainability—intended as the interplay amongst the economy, the society,
the environment, and the governance—is essential to forge the climate justice theoretical framework.
On this base, the study attempts to model the intertemporal choice of the status quo amongst genera-
tions in these four domains, making use of an overlapping generations (OLG) model making use of
an intertemporal choice framework. The proxies detected are GDP growth (economy), environmental
quality (environment), and labor growth, and environmental investment (society) as assumptions.
The governance dimension is captured by the difference in wealth between young and old gener-
ations. The work aims at replying to the following research question: Which are the conditions for
sustainable development such that climate justice holds? The intra-intergenerational exchange is defined
in two periods, while the individual provides their preferred economic and environmental choice
mix as consumption-saving. This study shows that keeping the business-as-usual scenario, young
generations will have to bear the brunt of sustainable development. Additionally, reduced emissions
are only achievable with increased efforts by the youth by reducing their leisure and consumption.
These facts call for enhanced intergenerational sustainability and climate justice policies.

Keywords: overlapping generations; climate justice; technology shock; environmental quality; OLG
model; intergenerational sustainability; commons; resource governance

1. Introduction

Climate justice is nowadays an ecological and societal conundrum having major
implications on public health (Introcaso 2018). Climate justice calls for urgent governance
actions targeting climate change adaptation (Sovacool 2013). The issue became paramount
in the international forums with the COP21 and major climate change and environmental
protection summits (Gatto 2020; IPCC 2018; Rhodes 2016), and got popularity after a series
of climate strikes, climate activism, and civil society unrest—whereby Greta Thunberg
became the most renowned representative of a primarily youth-driven movement (Rutter
2019). Climate justice is closely connected with energy and resource justice, sustainable
development, and the common pools resources theory (Jenkins 2018; Bickerstaff et al. 2013).
Climate justice calls for vulnerability protection (Shue 2014), where resilience actions to
tackle resources sustainability are detected as priorities (Agovino et al. 2018).

In this sense, climate justice firstly calls for energy resilience strategies and policies
to face vulnerability and empower the vulnerable (Gatto and Busato 2020; Gatto and
Drago 2020a, 2020b). Climate justice is an interdisciplinary issue, to be tackled with a
multidimensional approach (Roser et al. 2015). Climate justice reckons on climate change—
and its mitigation and protection. Climate justice has been conceived in different ways by

Economies 2021, 9, 47. https://doi.org/10.3390/economies9020047 https://www.mdpi.com/journal/economies1
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previous scholarship. In terms of resource governance, it has been catalogued as either a
global public good or a commons due to its intergenerational attributes and the conflicts
affecting the different cohorts—being either rival or nonrival in its use (Ostrom 2015;
Shaffer 2012; Ostrom 2010; Nordhaus 2006; Grasso 2004; Kaul et al. 2003; Kelleher 2000;
Nordhaus 1994). However, it shall be noticed that the two goods categories are often
confused or even interpreted as synonyms (Brando et al. 2019). For this reason, climate
needs tailored governance and policy actions to achieve its most effective use and benefit.

Climate vulnerability and resilience are hot button topics in the international de-
velopment agenda. This is particularly relevant for issues related to natural resources
management, the energy–food–water nexus and overall climate change (Campbell et al.
2018; Agovino et al. 2018). In 2015, the Sustainable Development Goals (SDGs) have settled
17 goals and 169 targets to tackle poverty and achieve sustainable development in OECD
and least developed countries (United Nations (UN) 2015). In this framework, the need
for promoting climate resilience policies to face climate change vulnerability issues plays
a crucial role (Brenkert and Malone 2005). The world has become more vulnerable to a
series of shocks and adverse events, especially regarding natural hazards. These stylized
facts concerning climate change vulnerability affect often the most vulnerable categories,
countries and minorities e.g., people with disabilities, refugees and migrants, poor, women,
youth, and rural people (Agovino et al. 2018; Gatto et al. 2016; Picot and Moss 2014).

To the best knowledge of this research’s authors, no scholarship modeling climate
justice has been published so far yielding a clear potential for research novelty. Neverthe-
less, the literature on climate change modeling is broad. Weitzman (2009) analyzed the
economic implications of climate change calamities. Sen (2008) stressed the importance
of renewable energy and the atmosphere for climate change. The concept of climate as a
commons was modeled by Nordhaus (1994). Brenkert and Malone (2005) emphasized the
role of vulnerability and resilience to climate change. Martens (2013) connected climate
change with health studies, examining the effects of ozone depletion and global warming.
Xu (2000) studied the effects of climate change on water governance. Koca et al. (2006),
examined natural ecosystems impact, focusing on Sweden.

At the same time, the authors are not aware of further applications of OLG models
to climate justice. OLG models have been utilized for disentangling climate–economy
interactions by Howarth (1998). Stephan et al. (1997) modeled infinitely lived agents as for
the economics of global warming. Sachs (2014) oriented a climate change OLG model on
global warming and intergenerational wellbeing. Schneider et al. (2012) focused on the
trade-offs amongst generations in a continuous-time. John and Pecchenino (1994) were
most concerned about the existing connections between growth and the environment. Bayer
and Cansier (1996) scrutinized the issue through the lens of systematic intergenerational
discounting. Gerlagh and Keyzer (2001) developed an OLG model to draw a scenario
analysis based on possible resource management and intertemporal environmental choices
rendering diverse policy outcomes.

This work assumes climate justice coming from the intergenerational climate equity
and equality, being deliverable solely through an ethical, sustainable approach (Stern and
Taylor 2007; Francis 2015; McKinnon 2015; UNESCO 2014). In this regard, sustainability
requires the simultaneous combination of a balanced economic, social, environmental,
and governance mix. Holding these conceptual premises, the study attempts to contribute
to the existing theoretical literature on climate justice, offering a model to theorize the
intertemporal choice amongst generations in these four domains. For such scope, it is
exploited an overlapping generations (OLG) model. Thus, it is proposed as a research
question: Which are the conditions for sustainable development such that climate justice holds?
The study has previously explored the phenomenon of climate justice and interconnected
vulnerability and resilience issues, drafting a review on climate change modeling. The pa-
per’s remainder is as follows: Section 2 presents the OLG model developed in this study,
focusing on the welfare measure and competitive equilibrium. Thus, Section 3 provides
the calibration and steady-state conditions, whereas Section 4, investigates the impulse re-
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sponse analysis. Therefore, Section 5 drafts the works conclusions and policy implications,
sketching the paper’s limitations and future research.

2. The Model

This section shows the main features of the OLG modeling. This work is based
on intertemporal choice theory—hence, it relies on rational expectations. The aim is to
sketch the status quo of climate justice and intertemporal sustainability to better depict the
two phenomena and their interplay. In terms of modeling, the paper paves the way for
comparisons between classic OLGs and OLGs complemented with the environment—that
is already quite an innovative item. As in the standard Diamond (1965) OLG model, this
study considers an overlapping generations model in which each consumer lives two
periods: young and old.

2.1. Consumers

In each period t > 0, a new generation of identical consumers is born. The size of
generation t is given by Nt = (1 + n)t, with n > 0. All consumers have one unit of time
endowment, which can be allocated between work and leisure. Retirement is obligatory in
the second period of life, so the labor supply of old consumers is zero. Consumers—both
young and old—benefit from environmental quality. The latter is not considered a control
variable—it is indirectly improved through investments that produce beneficial effects
only after a period of time. Consider a consumer who is born at time t ≥ 0. Let cy,t and
co,t+1 denote his consumption when young and old, respectively, lt denote his labor supply
when young, and Qt is the environmental quality index. The consumers’ preferences are
represented by:

Ut
(
cy,t, lt, Qt, co,t+1, Qt+1

)
=

cy,t
1−σ

1 − σ
+ A

Q1−σe
t

1 − σe
− B

l1+ψ
t

1 + ψ
+ β

(
co,t+1

1−σ

1 − σ
+ A

Q1−σe
t+1

1 − σe

)
, σi �= 1 (1)

Ut
(
cy,t, lt, Qt, co,t+1, Qt+1

)
= ln

(
cy,t

)
+ A ln(Qt)− B

l1+ψ
t

1 + ψ
+ β[ln(co,t+1) + A ln(Qt+1)], σi = 1 (2)

where σ > 0 and σe > 0 are measures of risk aversion, ψ > 0 is the inverse of the
Frisch elasticity of labor supply, β ∈ (0, 1) is the subjective discount factor, A and B
are positive constant parameters representing the weight given to environmental quality
relative to private consumption and the weight given to work’s disutility, respectively.
The environmental quality at time t + 1 (measured by the environmental index Q) is
degraded by consumption of the old at time t and improved by environmental investments,
mt. As in John and Pecchenino (1994) and Angelopoulos et al. (2010, 2013), we assume the
following functional form:

Qt+1 =
(
1 − δq

)
Q + δqQt − Pt + φmt (3)

where Q represents environmental quality without pollution, Pt is the current pollution
flow, mt is private spending on abatement activities, φ is the environmental spending
converter, and δq ∈ (0, 1) is parameters measuring the degree of environmental persistence
and defines how private investments convert into an improvement of the environmental
quality index. In detail, pollution is proportional to output:

Pt = γyt (4)

where γ > 0 denote the emissions intensity.
Therefore, the consumer can save on two types of assets: physical capital and an

environmental worthless asset. Taking {wt, Rt+1} as given, the consumers’ problem is to
choose an allocation

{
cy,t, lt, co,t+1, st, mt

}
so as to maximize his lifetime utility in (1) or (2),

subject to the following budget constraints:

cy,t + mt + st = wtlt (5)

3
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co,t+1 = stRt+1 (6)

The Lagrangian function associated with this problem is the following:

max
{cy,t ,lt ,co,t+1,st ,mt}

Lt = Ut
(
cy,t, lt, Qt, co,t+1, Qt+1

)
+ λt

(
wtlt − cy,t − mt − st

)

The first-order conditions for this maximization problem are the following:

∂Lt

∂cy,t
= cy,t

−σ − λt = 0 (7)

∂Lt

∂co,t+1
= βco,t+1

−σ − λt

Rt+1
= 0 (8)

∂Lt

∂lt
= wtλt − Blψ

t = 0 (9)

∂Lt

∂mt
= βAQσe

t+1φ − λt = 0 (10)

Using these equations, we obtain:

cy,t =
co,t+1

(βRt+1)
1
σ

=

(
Blψ

t
wt

)− 1
σ

=
(

βAQσe
t+1φ

)− 1
σ (11)

Manipulating Equations (11) and (5) we also obtain the following relationships:

cy,t =
wtlt

1 + β
1
σ R

1
σ −1
t+1

(12)

st + mt = Γ(Rt+1)wtlt, Γ(Rt+1) =
β

1
σ R

1
σ −1
t+1

1 + β
1
σ R

1
σ −1
t+1

(13)

An increase in Rt+1 has two opposing effects on saving which are captured by the func-
tion Γ(Rt+1). First, the consumer will receive more interest income when he is old—this
determining an income effect that encourages consumption when young and discouraging
saving. Second, an increase in interest rate also lowers the relative price of future consump-
tion. This creates an intertemporal substitution effect that discourages consumption when
young and promotes saving. The strength of the two effects depends on the value of σ.
In particular, the intertemporal substitution effect dominates when σ < 1, and σ > 1, the
income effect dominates. The two effects exactly cancel out when σ = 1. Moreover, from
Equation (11) we notice the importance of risk aversion parameters. In the case of σ < σe,
agents are more sensitive to environmental risk than the risk regarding investments.

2.2. Firms

On the supply side of the economy, there is a large number of identical firms. In each
period, each firm hires labor (lt) and physical capital (kt) from the competitive factor
markets, and produces output according to:

yt = Atkα
t l1−α

t (14)

From the profit maximization, we obtain the following first-order conditions (see
Appendix A for further details.):

Rt = αAtkα−1
t l1−α

t (15)

wt = (1 − α)Atkα
t l−α

t (16)
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where At represents the total factor productivity (TFP). As in most dynamic stochastic
general equilibrium (DSGE) models (e.g., Kydland and Prescott 1982; Smets and Wouters
2007; Chang and Kim 2007), TFP follows a first-order autoregressive process with an
i.i.d.-normal error term (AR(1)):

ln(At) = ρ ln(At−1) + εt (17)

where 0 < ρ < 1 is the shock persistence and εt is the error term with mean zero and
standard deviation σa > 0.

2.3. Welfare Measures

To assess the implications on welfare, as in Mendicino and Pescatori (2007), the current
welfare is measured by the discounted utility function of the young and old agents:

Wy,t = Et

∞

∑
t=0

βtUy,t (18)

Wo,t = Et

∞

∑
t=0

βtUo,t (19)

2.4. Competitive Equilibrium

The decentralized competitive equilibrium for a given process followed by technology
the initial values for the capital stock, the environmental quality and pollution is a list
of sequences

{
cy,t,co,t+1lt, Qt, mt

}∞
t=0, and prices {wt , Rt}∞

t=0 such that the markets are
clear, consumers maximize their utility function subject to their budget constraints, firms
maximize the profit and the environmental quality follow their law of motion. From the
competitive equilibrium, it is obtained the following law of motion:

(1 − n)kt + 1 = st = (1 − α)

⎡
⎣ β

1
σ R

1
σ −1
t+1

1 + β
1
σ R

1
σ −1
t+1

⎤
⎦(

kt

lt

)−α

lt − mt (20)

If the investment in pollution reduction is positive, all other things being equal, the cap-
ital (savings) decrease. Adjusting the hours worked can enable sustainable development.

3. Calibration

This section presents model calibration between parameters drawn from typical
macroeconomic literature and environmental parameters extracted from selected studies
on emission and global temperature dynamics.

The economic parameters’ values are calibrated for the US economy as in most over-
lapping generation models studies, and time is measured in quarters. Thus, the baseline
values used for the rate of time preference—the depreciation rate of capital, the capital share
in output, the inverse of Frisch elasticity, and the persistence parameter of the technology
process—are the standards used in this literature (e.g., Shi and Suen 2014). Parameters A
and B are calibrated endogenously, whereas parameters characterizing the environmental
sector are in line with John and Pecchenino (1994), Angelopoulos et al. (2010; 2013), and
Annicchiarico and Di Dio (2015). Table 1 lists the parameters used in the baseline model.

Following Schechter (2007), two calibrations for the risk aversion parameter are
provided. First, this manuscript considers the case of σ equal to one. Second, to evaluate
some effects related to the income effects, this study adopts σ = 2. Although these latter
represent standard parametrization in OLG literature, this work provides an additional
simulation to examine the implication for climate justice robustly. In this simulation,
the risk aversion parameter is lower than one and is lower than the environmental risk
aversion parameter.
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Table 1. Model Calibration.

Parameter Description Value

β Discount factor 0.99
δ Depreciation rate capital 0.025
σ Risk aversion parameter 1–2–0.75
σe Risk aversion parameter environment 1–2
ψ Inverse of Frisch elasticity 1
α Share of capital 0.30
γ Pollution intensity 0.38
δq Degree of environmental persistence 0.90
φ Environmental investment converter 1
Q Environmental quality without pollution 1
ρ Persistence of the technology shock 0.90
A Long-run total factor productivity 1

4. Steady-State

This section shows the stationary equilibrium of the economy with and without private
investment in pollution abatement. First, it is characterized by the stationary equilibrium
of an economy with zero environmental investment, i.e., m = 0 for all t ≥ 0. A stationary
equilibrium is a competitive equilibrium in which kt = k∗, lt = l∗ and Rt = R∗ for all
t ≥ 0. Substituting these conditions into Equation (20) gives:⎡

⎣ β
1
σ R∗ 1

σ −1

1 + β
1
σ R∗ 1

σ −1

⎤
⎦(

k∗

l∗

)−α

=
1 + n
1 − α

(21)

Manipulating Equation (21) we obtain:

Θ(R∗) =

⎡
⎣ β

1
σ R∗ 1

σ

1 + β
1
σ R∗ 1

σ −1

⎤
⎦ =

α(1 + n)
1 − α

(22)

Equation (20) follows from the fact that Rt = α
(

k∗
l∗
)α−1

. For σ > 0, Θ(R∗) is strictly
increasing with: limR∗→0(R∗) = 0 and limR∗→∞Θ(R∗) = ∞. Hence exists a unique R∗ > 0
that solves Equation (21). The steady-state value of all other variables can be uniquely
determined by:

w∗ = (1 − α)
( α

R∗
) α

1−α (23)

l∗ = B− 1
α+ψ

[(
1 + β

1
σ (R∗)

1
σ −1

) ] σ
σ+ψ

(w∗)
1−σ
σ+ψ (24)

k∗ = l∗
( α

R∗
) 1

1−α (25)

y∗ = (k∗)α(l∗)1−α (26)

c∗y =
c∗o

(βR∗)
1
σ

(27)

P∗ = γy∗ (28)

Q∗ = Q − P∗(
1 − δq

) (29)

Conversely, in the case of environmental investment, the stationary equilibrium starts
from the following steady-state condition:
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m∗ + (1 − n)k∗ + 1 = m∗ + s∗ = (1 − α)

⎡
⎣ β

1
σ R∗ 1

σ

1 + β
1
σ R∗ 1

σ −1

⎤
⎦(

k∗

l∗

)−α

(30)

Then substituting R∗ into Equations (23)–(27) yields a unique set of steady-state values
for the scenario in which consumers use part of their pollution abatement resources.

In order to determine the steady-state values, the necessity of a specific numerical
example arose. The software Dynare was employed to obtain a solution for the equilibrium
employing a nonlinear Newton-type solver.1 Table 2 reports the deterministic steady-state
for variables chosen to understand the climate justice behavior in accord with the discussed
calibration and considering different value for the risk aversion parameter σ. In detail,
the proxies detected are (i) output for the economic growth; (ii) environmental quality to
define the status of the environment; (iii) labor and environmental investment to determine
the level of society; (iv) welfare from young and old to detect the intergenerational inequal-
ities. The other variables are useful to understand the mechanisms inside the depicted
model economy.

Table 2. Numerical example—steady-state.

Variables OLG OLG-Q OLG-Q OLG-Q

σ = 1 σ = 1 σ = 2 σ = 0.7

Interest Rate 1.492 1.915 2.352 1.661
Output 0.166 0.191 0.170 0.192

Capital-Saves 0.034 0.030 0.022 0.034
Labor 0.331 0.424 0.422 0.401

Abatement Spending 0.000 0.029 0.027 0.023
Environmental Quality 0.000 0.033 0.033 0.027

Pollution 0.017 0.019 0.017 0.019
Welfare-Young −4.631 −7.633 −64.524 1.164

Welfare-Old −2.521 −4.743 −21.613 2.083

The first column shows the value in the standard Diamond OLG model. In this case,
m = 0, and the environmental quality index is equal to zero. In this context, climate
justice does not hold, seeing as how the agents maximize their welfare, ignoring the impact
on the environment of their actions. In contrast, in the case of m > 0, young generations
employ parts of their resources to invest in improving environmental quality. In the model
described in this work, a sustainable development hypothesis holds if R and labor are
higher than the case without environmental investment. When σ is equal to 1, both the
environmental quality index and pollution increase, but this is obtained through increased
labor from the young. Hence, improving environmental quality has a more significant
impact on young people. The impact becomes even more important if σ = 2. Thus, there
is a reduction in intragenerational justice. By contrast, in a low-risk aversion scenario,
an environmental and socially sustainable development profile can be reached. A high
level of output can be achieved by improving the environmental quality and reducing
the generation inequalities. In this context, the environmental risk aversion prevails over
economic risk aversion (σ < σe). These characteristics allow agents to make beneficial
choices for the environment with less effort from the younger generations.

5. Impulse Response Analysis

This section provides the impulse response analysis of a technology shock. In detail,
in order to verify the impact of the shock on the climate justice variables, we provide
a comparison of our model with the classical Diamond model in the case of σ = 1.
Figure 1 shows the impulse response functions after a positive productivity shock of

1 We use Dynare software (available on https://www.dynare.org/, accessed on 1 August 2019) and function Fsolve under MATLAB to determine the
steady-state values (for further details see Adjemian et al. 2011).
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1%. This simulation allows understanding climate justice related to the business cycle
fluctuations in two scenarios: environmentally “indifferent” and “aware” consumers.
The simulations were obtained using numerical analysis and perturbation methods to
simulate the economy and compute the equilibrium conditions outside the steady-state.
We solved the model using a second-order Taylor approximation around its steady-state
(see (Judd 1998) and (Schmitt-Grohe and Uribe 2004)).

 

Figure 1. Impulse response to a technology shock (1%).

All results are reported as percentage deviations from the steady-state. As shown
in Figure 1, the productivity shock determines the growth of the output in both cases.
The model with environmental investments allows reaching a greater output peak, trig-
gered by a rise in labor from the young generation. Instead, the hours worked do not
undergo a significant change in the classical model, and the environmental investments
are equal to zero. Both young and old consumption increase after a technology shock.
The young generations perform less increase in the Diamond model augment with en-
vironmental investment since they use a part of their income to improve environmental
quality. By contrast, the old generation can consume a greater quantity if the younger
generations invest in improving environmental quality. The standard OLG model does
not allow sustainable development. However, the OLG model with environmental invest-
ments allows for sustainable development and improvement of environmental quality. The
commitment of young people to reduce pollution allows the growth of the well-being of
both generations.

6. Conclusions and Policy Implications

The stylized facts synthesized draw a world where economic growth needs and
prosperity for all have to be coupled with sustainability for the main international com-
munity goals. The limits to growth were already flagged in 1972 from the Club of Rome
(Meadows et al. 1972), where it was expressed the necessity to foster a long-term, inter-
generational, and inclusive development. In this regard, the complex phenomena tackled
by sustainable development started requiring a multidimensional approach, that was
faced through a number of methodologies, solvable thanks to diverse composite indicator

8
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techniques inter alia (Nardo et al. 2005; Drago and Gatto 2018). Climate justice relies on
practical bottom-up and pushed-down actions fostering the vulnerable empowerment.
Major support is being reached by expanding sectors and development programs such
as microfinance. Through a set of instruments, as microloans to jumpstart or consolidate
micro-entrepreneurship, remittances from workers abroad, microinsurance against shocks,
and saving schemes, these programs aim to work for women, youth, rural people, and
vulnerable categories empowerment, ensuring climate resilience policies above all connect-
ing them with energy, food and water security, resilience, and justice (Gatto and Busato
2020). These features are recently becoming of great effectiveness whether connected with
energy, agriculture, water and resources, passing by entrepreneurship boosting (Gatto
and Drago 2021). An example is the implementation of microfinance programs for energy
entrepreneurship in sub-Saharan Africa. The understanding of the possible generation
interplays will have foremost importance in preserving good environmental quality. At-
tributing a sound role to policy and politics in nudging the socioeconomic and ecological
concerns will be decisive for addressing upcoming directions of climate justice and is
multilayered and polycentric. Foreseeable actions rely on international, domestic and local
governance that will be able to shape the future of human, ecosystems and planetary health
(Panarello 2021; Punzo et al. 2019; Held and Roger 2018; Ostrom 2012). Crucial measures
will have to be detected from environmental responsibility and behaviors, international
environmental agreements and protocols, and energy and resource transition (Sadik-Zada
and Gatto 2020; 2021).

In this paper, it was shown that when R (m) > R, labor supply is elastic and con-
sumers are less risk-averse, and possibly reaches a stationary state in which climate justice
holds. Besides, this study shows that the business-as-usual climate justice is currently
achievable only with an increase in young effort and with a reduction in their leisure and
consumption—that is a sustainability paradox. Achieving an improved balance is linked
to consumer culture: they want a smoothed consumption prole over time, reducing its
variability. The households’ risk aversion makes it harder to achieve the desirable station-
ary equilibrium. The model displays potential for further implementations. One direction
for future research is to extend these results to a Ramsey Model in order to analyze the
optimal taxation. Another possibility is to extend the model to allow an intergenerational
analysis considering several cohorts. Further developments to this exercise would include
making use of alternative baseline economies—other than the US yardstick calibration.
Other papers could consider policy effects as carbon taxes or caps on trade as sensitivity
analysis or alternative models and scenarios.
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Appendix A

In a decentralized economy, the households’ objective is to maximize the lifetime welfare
by choosing the levels of consumptions

(
cy,t, co,t+1

)
, environmental expenditure (mt), labor

(lt), and save (st), under constraints of resources, pollution and the environmental quality:

max
{cy,t ,lt ,co,t+1,st ,mt}

Ut
(
cy,t, lt, Qt, co,t+1, Qt+1

)

s.t :

⎧⎨
⎩

Qt+1 =
(
1 − δq

)
Q + δqQt − Pt + φmt

cy,t + mt + st = wtlt
co,t+1 = stRt+1

The Lagrangian associated with this problem is the following:

max
{cy,t ,lt ,co,t+1,st ,mt}

Lt = Ut
(
cy,t, lt, Qt, co,t+1, Qt+1

)
+ λt

(
wtlt − cy,t − mt − st

)

where:
st =

co,t+1

Rt+1

and:
Qt+1 =

(
1 − δq

)
Q + δqQt − Pt + φmt

The first-order conditions for this maximization problem are the following:

∂Lt

∂cy,t
= cy,t

−σ − λt = 0

∂Lt

∂co,t+1
= βco,t+1

−σ − λt

Rt+1
= 0

∂Lt

∂lt
= wtλt − Blψ

t = 0

∂Lt

∂mt
= βAQσe

t+1φ − λt = 0

The representative firm goal is to maximize its profits under the technology constraint:

max
lt ,kt

Πt = yt − wtlt − Rtkt

s.t
yt = Atkα

t l(1−α)
t

The first-order conditions for this maximization problem are the following:

∂Πt

∂kt
= αAtkα−1

t l(1−α)
t − Rt = 0

∂Πt

∂lt
= (1 − α)Atkα

t l−α
t − wt = 0
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Abstract: In the climate–trade debate, moderate attention is dedicated to the role of trade agreements
on climate. In turn, trade agreements could help countries meet climate goals by removing tariffs,
harmonizing standards on environmental goods, and eliminating distorting subsidies on fossil fuels.
This paper aims to provide an overview of the role of trade agreements on climate-change mitigation.
This systematic literature review is based on the international economic literature published between
2010 and 2020. This literature review underlines that the effectiveness of the trade agreements and
WTO negotiations on emission reduction is weak. This is due to different national interests and
protectionism. The elimination of trade barriers stimulates trade, but this may also raise greenhouse
gas emissions and cause other environmental problems (e.g., deforestation). Furthermore, this
article points out that emission leakage is also a crucial issue hindering the success of global climate
agreements on greenhouse gas reduction. The greatest beneficiaries of the trade agreements are
usually the largest GHG emitters, such as China, the US, and the EU. By contrast, developing
countries are in a weaker position regarding climate–trade negotiation. The literature review offers
policy solutions which can contribute to emission reduction and tools for stimulating a trade-related
climate-change abatement policy.

Keywords: trade agreements; WTO; climate change; carbon dioxide emission; literature review

1. Introduction

Global warming and climate change will undoubtedly determine the present century,
and they are frequently on the agenda of different international negotiations. The Intergov-
ernmental Panel on Climate Change (IPCC) stressed the consequences of climate change
caused by anthropogenic factors. According to the possible scenarios, the growth of the
greenhouse gas (GHG) concentration in the atmosphere is expected to double by 2030,
indicating an average temperature increase of 1.5–4.5 degrees (IPCC 2019). This changes
the Earth’s climate radically.

In line with the expansion of the world economy and the increasing environmental
pollution, several international environmental agreements have been signed (Stockholm
Declaration, Montréal Protocol, Kyoto Protocol, Paris Agreement, etc.). After the ratification
of the Paris Agreement in 2015, certain small countries managed to cut back their carbon
dioxide (CO2) emissions successfully; however, most of the countries’ climate policies
show a lack of ambition (e.g., Russia, China, the USA, South Africa, Indonesia, and
Japan). Consequently, the world probably remains on the track of temperature increases
of more than 3 ◦C (Climate Action Tracker 2020). This path does not seem to be changing
significantly, despite a slight decline in CO2 emission induced by the COVID-19 pandemic
(United Nations Environment Programme 2020).

Rising global average incomes have increased consumer demand for traded goods.
Most countries are net importers of carbon emissions; therefore, their consumption-based
emissions are higher than their territory-based emissions. In the past decades, the gap
between consumption and production-based emissions1 has been growing in high-income
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countries, such as the US, the EU-27, the UK, Japan, and China (United Nations Envi-
ronment Programme 2020). Moreover, China is responsible for half of the global carbon
outflows through trade (Liddle 2017).

In the climate–trade debate, relatively limited attention is paid to trade agreements and
climate change nexus. However, trade agreements can help to achieve climate mitigation
goals by removing tariffs, harmonizing standards on environmental goods, and eliminating
distorting subsidies on fossil fuels, as well as on the agricultural sector (Griffin et al. 2019).
Despite the trade–climate synergies, reductions of the average tariff levels have increased
trade in carbon-intensive and environmentally damaging products, such as fossil fuels and
timber, more than it has for environmentally friendly products (Griffin et al. 2019).

Moreover, trade acceleration and liberalization may facilitate pollution-intensive
activities, carbon emissions from fossil fuel combustion embodied in trade, degradation
of natural resources and production growth (Balogh and Jámbor 2020). Deforestation
can also be a result of trade (Heyl et al. 2021). Association of Southeast Asian Nations
(ASEAN) countries are growing at the expense of their environment and giving way to
emission-intensive trade (Solomon and Khan 2020).

In the 1970s, the connection between trade and environmental protection was recog-
nized. During the Uruguay Round’s trade negotiation (1986–1994), significant attention
was paid to trade-related environmental issues. From 1948 to 1994, the General Agreement
on Tariffs and Trade (GATT) facilitated world trade. In 1994, due to the Uruguay Round
and the Marrakesh Declaration, the World Trade Organization (WTO) was established.
The WTO incorporates GATT principles and provides an enduring institutional system
for implementing and extending them. GATT Article XX on General Exceptions covers
specific instances in which WTO members may be exempt from GATT rules. Paragraphs
(b) and (g) of GATT Article XX are connected with the protection of the environment.
According to these paragraphs, WTO members cannot adopt policy measures inconsistent
with GATT regulations, except to protect human, animal or plant life/health or linking
them to the conservation of exhaustible natural resources. Under WTO rules, members
can adopt trade-related measures aiming to protect the environment, ensure sustainable
development, and avoid protectionism (WTO 2020).

Climate policies often indicate conflicts that trade agreements try to reconcile. Never-
theless, trade agreements signed over the last decades have included more clauses relating
to climate goals, initiating a more supportive relationship between trade and climate change
(Griffin et al. 2019). These facts emphasize the importance of trade–environment-related
issues in environment protection and GHG reduction.

Most review papers have analyzed the effects of the free trade agreements on climate
change (Low and Murina 2010; Ackrill and Kay 2011; Meyer 2017; Morin and Jinnah 2018;
Heyl et al. 2021). On the contrary, a limited number of review articles have addressed the
influences of international trade on climate change (Friel et al. 2020; Balogh and Jámbor
2020), focusing on trade agreements, compared to empirical papers. This study aims to
complement the existing literature by exploring these effects.

This paper addresses the research question of how international trade agreements
affect climate change and whether they conflict with climate policy and contribute to
decreasing or increasing GHG emissions. More specifically, this article applies a systematic
literature review to explore the recent empirical findings on the role of international trade
agreements, negotiations, and relations in climate policy and mitigation.

The contribution of the research to the existing literature is manifold. First, this
overviews the recent empirical research investigating the impacts of the different trade
agreements and WTO rules in climate change mitigation policies. This reflects the main
climate-related concern linked to various trade agreements at the regional, multilateral,
and bilateral level. It provides policy recommendations on how to tackle trade agreements’
weaknesses in international climate and trade policy. The interrelation of climate and
trade policy (under WTO), various trade agreements (RTA, NAFTA, and PTA), and their
mitigation effects are also discussed.
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The paper is structured as follows. The following section presents the Materials and
Methods applied. Section 3 discusses the results by addressing problems and solutions
offered by the literature review, while the final section provides conclusions.

2. Materials and Methods

The online databases of Web of Science (WoS), Scopus, and Google Scholar searched
to answer the research question on the impact of trade agreements on climate change.
The process of the systematic literature review was realized on 21 September 2020. The
selection of relevant studies is based on the method of Moher et al. (2009).

The combination of keywords “trade agreement” and “climate change” (Scopus 2020;
Web of Science 2020; Google Scholar 2020) were used, and they had to appear in the title,
abstract or keywords of the studies. The search was limited to Web of Science categories
such as environmental studies or agriculture multidisciplinary or economics or agricultural
economics policy. In the Scopus search engine, the command TITLE-ABS-KEY (“trade
agreement” AND “climate change”) AND LIMIT-TO (SUBJAREA, “ECON”) were used,
limited the search to economics discipline.

Only English materials were selected (LIMIT-TO (LANGUAGE, “English”) and the
search was limited to scientific journal articles (article or review), while book chapters
or books were excluded from the dataset. The analyses restricted to the international
economic literature published between 2000 and 2020.

The initial search (Scopus, WoS, and Google Scholar) resulted in 290 entries, out of
which 12 were duplicates (appeared in WoS and Scopus as well), of 9 were books, book
chapters and reports (retrieved from Google Scholar). These 21 articles (9 + 12) were
excluded. Figure 1 provides an overview of the selection process.

 

Figure 1. The steps of the literature selection process. Note: the time period of the search was restricted to the period of
2010–2020, and only journal articles and reviews were selected. Source: Authors’ composition based on Moher et al. (2009).

After the first screening, WoS and Scopus search resulted in 255 and 22 records, respec-
tively. To ensure that only relevant articles are included in the final analysis, the abstracts
were read and evaluated based on the selected keywords. The abstract screening produced
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135 (of 269) non-relevant studies. In the case of non-relevant studies, keywords were not
included in their abstracts). The full texts of the remaining 134 articles were assessed
for eligibility and provided 43 relevant publications for the systematic literature review
(21 WoS, 14 Scopus, and 8 Google Scholar). Regarding the full-text screening, the excluded
articles covered climate change-related issues without linking them to trade agreement, or
the major focus of the studies was irrelevant (dealing only with decarbonization, energy
policy, emission trading system, climate agreements, etc.). The applied PRISMA selection
method (Moher et al. 2009) guaranteed that all the included articles are directly linked to
the research question; therefore, they provide the opportunity for a detailed analysis of the
trade–climate nexus.

Table 1 presents the impact of the articles analyzed measured by the citations in the
corresponding databases. Based on these data, Nordhaus (2015), Yunfeng and Laike (2010),
and Liddle (2017) were the most-cited authors in WoS.

Table 1. The impact of the articles measured by total citations in relevant databases.

WoS Scopus Google Scholar

Authors
Total

Citation
Authors

Total
Citation

Authors
Total

Citation

Nordhaus 2015 233 Barrett 2011 * 18 Yasmeen et al. 2018 33
Yunfeng and Laike 2010 182 Ackrill and Kay 2011 * 17 Shapiro 2020 16

Liddle 2017 75 Dong and Whalley 2010 * 15 Nemati et al. 2019 15
Beccherle and Tirole 2011 34 Dong and Whalley 2011 * 14 Balogh and Jámbor 2020 13

Böhringer et al. 2014 24 Himics et al. 2018 * 10 Friel et al. 2020 10
Morin et al. 2018 24 Guevara et al. 2018 * 6 Chen 2017 1

Larch and Wanner 2017 11 Khourdajie and Finus
2020 * 5 Leal-Arcas 2018 0

Morin and Jinnah 2018 10 Young 2017 4 Liao 2017 0
Cai et al. 2013 9 Kuhn et al. 2019 * 2

Hufbauer and Kym 2010 9 Dissou and Siddiqui 2013
* 2

Fouré et al. 2016 7 Fang 2019 1
Kirchner and Schmid 2013 7 Laurens et al. 2019 * 1

Meyer 2017 7 De Melo and Solleder
2020 * 0

Sauquet 2012 6 Monkelbaan 2017 * 0
Avetisyan 2018 4
Henschke 2012 4

Blandford et al. 2014 2
Low and Murina 2010 2

Mathews 2016 1
Montaga et al. 2020 0

Yu et al. 2011 0

Note: * articles are appeared in WoS as well. Source: Authors’ composition.

The following chapter analyses the selected publications.

3. Results

Based on the 43 relevant articles, the existing literature was classified into three main
categories: (i) trade negotiations and agreements, (ii) role of trade relations in CO2 emis-
sions reduction, and (iii) impacts of climate-related policy measures on trade. Furthermore,
the authors were classified and grouped according to three main categories and associated
concepts (Table 2).
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Table 2. The three category-related notions and authors.

Trade Negotiation and Agreements
Role of Trade

Relations in Emission
Reduction

Effects of Climate-
Related Policy Tools

on Trade

trade liberalization
elimination of trade

barriers
tariff reductions

trade cooperation

WTO rules
RTA, PTA
NAFTA

EGA

agricultural trade
liberalization

trade related CO2
reduction

ratification decision of
trading partners

emissions
embodied in trade

border carbon
adjustment

carbon tariffs
carbon pricing

Kuhn et al. (2019)
Low and Murina (2010)

Barrett (2011)
Dong and Whalley

(2010)
Dong and Whalley

(2011)
Leal-Arcas (2018)

Nemati et al. (2019)
Nordhaus (2015)

Ackrill and Kay (2011)
Chen (2017)

De Melo and Solleder (2020)
Dissou and Siddiqui (2013)

Fang (2019)
Guevara et al. (2018)

Henschke (2012)
Hufbauer and Kim (2010)

Laurens et al. (2019)
Liao (2017)

Meyer (2017)
Monkelbaan (2017)

Morin and Jinnah (2018)
Morin et al. (2018)

Young (2017)

Blandford et al.
(2014)

Himics et al.
(2018)

Kirchner and
Schmid (2013)

Balogh and
Jámbor (2020)

Laurens et al. (2019)
Cai et al. (2013)

Guevara et al. (2018)
Sauquet (2012)

Larch and Wanner
(2017)

Yunfeng and Laike
(2010)

Khourdajie and Finus
(2020)

Fouré et al. (2016)
Avetisyan (2018)

Böhringer et al. (2014)
Khourdajie and Finus

(2020)
Larch and Wanner

(2017)
Mathews (2016)

Montagna et al. (2020)
Shapiro (2020)

Source: Authors’ composition.

Trade negotiation-related concepts (i) were linked with trade liberalization, elimination
of trade barriers and tariff reduction, as well as changing the rules of WTO. Furthermore,
this analyses the role what the North American Free Trade Agreement (NAFTA), the
Regional Trade Agreements (RTAs) and the Preferential Trade Agreements (PTAs) played
in emission reduction. Moreover, agricultural trade-related issues are also discussed under
this category.

The category of trade relations (ii) was associated with influences of trade cooperation
in emissions reductions, the impacts of the trading partners’ ratification decision, trade-
related CO2 reduction and carbon emission embodied in trade.

Climate-related policy tools (iii) cover the subtopics of border carbon adjustments and
analyze the effects of carbon tax or tariffs on trade.

Most of the scholars (10) researched the environmental effects of trade liberalization
and the results of WTO negotiation (15) by assessing the possible impact of tariff reductions
and the elimination of trade barriers. They also discussed agricultural trade (4) and the
environmental issues of the North American Free Trade Agreement (2), MERCOSUR, Re-
gional Trade Agreements and Preferential Trade Agreements, and Trans-Pacific Partnership
as a subtopic. Articles dealing with trade relations (7) and climate–trade-related policy
tools (12) were also discussed in the selected literature.

Exploring the applied methodologies, general equilibrium models (e.g., GTAP and
MIRAGE), simulations (Monte Carlo, Stackelberg game, and climate policy game), panel
regression (comprising Environmental Kuznets Curve), and partial equilibrium (CAPRI)
models were the most widely used technics. This indicates that economic, econometric and
mathematical modelling are the most popular ways of analyzing the relationship between
trade agreements and climate change in economics (Figure 2).

19



Economies 2021, 9, 99

Figure 2. The applied methodologies by the reviewed literature. Source: Authors’ composition.

Most articles addressed various industries at the same time (17). Among the articles
covering specific industries, the energy industry (10) was the most frequently studied,
followed by the agricultural and fishery sector (9). Services (6) were the least investigated
among the analyzed industries (Table 3).

Table 3. Analyzed industries.

Energy Industry Agriculture and Fishery Services Various Industries

Ackrill and Kay (2011)
Böhringer et al. (2014)

Fang (2019)
Guevara et al. (2018)

Larch and Wanner (2017)
Leal-Arcas (2018)
Mathews (2016)

Meyer (2017)
Morin and Jinnah (2018)

Sauquet (2012)

Balogh and Jámbor (2020)
Blandford et al. (2014)

Dong and Whalley (2010)
Dong and Whalley (2011)

Fouré et al. (2016)
Himics et al. (2018)

Kirchner and Schmid (2013)
Larch and Wanner (2017)

Young (2017)

Avetisyan (2018)
Barrett (2011)

Böhringer et al. (2014)
Chen (2017)

Dong and Whalley
(2011)

Khourdajie and Finus
(2020)

Barrett (2011)
Böhringer et al. (2014)

Cai et al. (2013)
De Melo and Solleder (2020)
Dissou and Siddiqui (2013)
Dong and Whalley (2010)
Dong and Whalley (2011)

Henschke (2012)
Kuhn et al. (2019)

Larch and Wanner (2017)
Low and Murina (2010)

Monkelbaan (2017)
Morin et al. (2018)

Nemati et al. (2019)
Nordhaus (2015)

Shapiro (2020)
Yu et al. (2011)

Source: Authors’ composition.
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Discovering global-level issues or providing wide geographical coverage of trade–climate
nexus were a general aim of the analyzed literature. The American, Asian, and European
regions were overrepresented, while the trade-related climate issues of the African and the
Pacific regions were underrepresented in the selected literature (Table 4). This indicates that
the African and the Pacific regions can be identified as a potential research gap in this topic.

Table 4. Analyzed regions by the studies.

Analyzed Countries and Regions Authors

Europe

Austria, Marchfeld region Kirchner and Schmid (2013)
Norwegian agriculture Blandford et al. (2014)

European Union Fouré et al. (2016)
European Union agriculture Himics et al. (2018)

America

Canada and the United States Dissou and Siddiqui (2013)
NAFTA, United States–Mexico Yu et al. (2011), Guevara et al. (2018)

NAFTA, MERCOSUR, AUSFTA Nemati et al. (2019)
United States–Mexico–Canada Agreement (USMCA) Laurens et al. (2019)

Asia

China foreign trade Yunfeng and Laike (2010)
China, US–China trade Fang (2019)

Pacific

Trans-Pacific Partnership Young (2017)

Africa

East Africa (Kenya, Tanzania, and Uganda) Liao (2017)

Source: Authors’ composition.

3.1. The Role of Trade Relations in Emissions Reductions

Most of the authors highlighted the need for climate coalitions and incorporating
trade restrictions in multilateral climate agreements addressing emission reduction.

Reducing tariffs on low-carbon products and setting penalties on non-member coun-
tries of regional trade agreements can force harmonizing trade and climate change regimes.
However, the effects of carbon motivated regional trade agreements are often small even
with penalty mechanisms (Dong and Whalley 2010; Dong and Whalley 2011).

Investigating free trade, Nordhaus (2015) argues that climate coalitions in agreements
are not stable without sanctions against non-participant countries. In turn, country groups
acting together as a climate club can apply trade penalties on non-participants and create a
large, stable coalition with a high level of CO2 abatement.

In other scholar’s opinion, greenhouse gas emissions can be reduced by incorporating
trade restrictions without losing gains from multilateral trade cooperation (Barrett 2011).
Regarding climate coalitions, Kuhn et al. (2019) confirmed that emission reduction is higher,
consumption patterns are more environmentally friendly, and coalition welfare is much
more improved compared to the single-issued environmental agreements.

When free trade agreements are between only developed or developing countries,
there is no environmental damage, and these types of agreements can be beneficial for
the environmental quality in the long run. However, when developing and developed
countries are in a trade agreement, overall environmental quality decreases due to the
increased GHG emissions. The effect of free trade on the environment depends on the
relative income levels of the countries involved in the agreement. Least developed countries
need to be aware of the trade-off between increased economic growth and higher GHG
emissions caused by the free trade (Nemati et al. 2019). Leal-Arcas (2018) added that
greater cooperation is required between developed and developing countries to create
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stable agreements, boosting renewable energy trade. Higher engagement of the major
GHG emitters (the US, the EU, and China) is needed to support the transition to renewable
energy and the harmonization of carbon pricing.

Cai et al. (2013) found that larger countries are more likely to participate in climate
agreements because a given output reduction leads to a higher reduction in global average
temperature.

Investigating the impacts of trade relations on emission reduction, Sauquet (2012)
showed that countries often follow the decision of their trading partners. This is induced
by the reputation and competitiveness of their trading partners. Therefore, trade relations
in environmental treaties are crucial factors that should be accounted for.

Yunfeng and Laike (2010) estimated the CO2 emission embodied in the Chinese
foreign trade. They showed that more emissions were exported than products consumed
domestically due to carbon embodied in products. Consequently, a significant carbon
emission occurs at the Chinese trading partners that should be considered in any new
agreements.

To conclude, incorporating trade restrictions in agreements, setting penalties on non-
member countries, and creating a climate coalition can strengthen climate–trade cooper-
ation and enhance emissions reduction without losing the gains from trade cooperation.
In this context, the main purpose of the trade restrictions is to enforce the agreement and
encourage participation in emission reduction. In contrast, the emission reduction is often
limited even with a penalty mechanism. Thus, further research should address the optimal
characteristic of the trade–climate cooperation, adequate trade restrictions to stimulate
efficient GHG emissions reductions. From this aspect, developed countries should take
higher responsibility because these countries are the major emitters and they have more
opportunities to invest into green energies. Trade relations have a crucial role in environ-
mental treaties influencing the decision making of all trading partners. Furthermore, in
trade negotiations, trade embodied carbon emission should also be analyzed to avoid the
potentially harmful environmental impacts of a free trade agreement.

Agricultural Trade and Climate Nexus

Kirchner and Schmid (2013) indicated that the elimination of trade barriers and agri-
environmental payments led to a substantial environmental deterioration in small countries
and regions. Agri-environmental payments can contribute to the battle against climate
change and emission reduction.

Second, the literature review revealed that trade liberalization has only modest effects
on agricultural emissions. The combination of agricultural trade liberalization and carbon
pricing in the European Union increased emission leakage in other parts of the world and
undermined global climate mitigation goals (Himics et al. 2018).

Third, agricultural trade liberalization often influences the environment unfavor-
ably. Tropical deforestation, biodiversity loss, soil erosion, and excessive water use were
mentioned as the major problems associated with accelerating agri-food trade. The most
significant impact of deforestation and biodiversity loss were caused in Brazil, India,
Indonesia, and Sub-Saharan Africa (Balogh and Jámbor 2020).

Due to their weak environmental standards, free trade agreements also drive intensive
farming methods with high external inputs, such as energy-intensive synthetic nitrogen fer-
tilizers, which lead to agricultural land use change-related deforestation, soil degradation,
and high biodiversity loss in tropical regions (Heyl et al. 2021).

In conclusion, the effect of trade liberalization on agricultural GHG reductions is
ambiguous: it has only modest effects on air pollution, but it increases emission leakage
and environmental degradation. Trade liberalization linked to the reduction of tariffs and
trade barriers is also criticized, especially by developing countries.

After having discussed the relationship between trade and climate change mitigation,
the next section addresses the environmental policy of the WTO and its negotiations.
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3.2. WTO Rules and Negotiations

The general approach under the WTO rules is to acknowledge that some degree of
trade restriction may be necessary to achieve certain policy. Several WTO rules are relevant
to measures that aim at climate change mitigation. These measures include border mea-
sures, the prohibition of border quotas, the general principle of non-discrimination, rules
on subsidies or technical regulations, disciplines relevant to trade in services, imposing
general obligations such as the most-favored-nation treatment, or rules on trade-related
intellectual property rights (WTO 2021a).

Regarding the WTO rules, several weaknesses reflected in the analyzed literature relating
to environmental issues. The WTO Doha Round proposals on agriculture did not generate
significant emissions cuts because emissions reduced by cutting back agricultural production
via free trade did not lead to more climate-friendly production methods (Blandford et al.
2014). The arrangement of agri-environmental payments with WTO trading rules remains an
important issue in the trade-environment debate (Kirchner and Schmid 2013).

De Melo and Solleder (2020) concluded that the Doha Round negotiation did not lead
to a sufficient reduction of tariffs. Negotiations broke in 2016, consequently, adjusting
tariffs under the Environmental Goods Agreement (EGA) were insufficient to mitigate
climate change. They emphasized the urgent need for transformational changes in the
WTO contracts to take transnational externalities and public goods into account. Reaching
successful trade agreements also requires delegating independent scientific experts to the
negotiating authority to adjust the WTO rules.

Moreover, the world largest fossil fuel exporters, many of them are located in the Middle
East, had not historically been members of the World Trade Organization (Meyer 2017). In
addition, the rise of state-owned enterprises in many oil-producing countries can cause a
problem. Hence, the WTO rules on subsidies are inadequate to deal with the restriction of
fossil fuel trade.

Assessing the impact of the WTO rules on carbon emission, we can see that the effects
of tariff reductions on environmental goods are low, transnational externalities and public
goods are not included in the agreements.

Regarding trade liberalization, more proposals are required to address climate change.
Furthermore, the analyzed literature focused mainly on trade barriers, with limited interests
in what rules have performed well and why in climate mitigation policy (Friel et al. 2020).

Trade barriers are identified as the largest obstacles to the dissemination of low-
carbon energy technologies and associated services worldwide. Lower trade barriers
on environmental goods might have advantages for both developed and developing
countries. Finally, to date, Middle East fossil fuel exporters have not joined the World
Trade Organization. All these issues make the WTO negotiation and trade rules insufficient
to achieve a significant emission reduction and establish stable rules for environmental
protection.

3.3. Regional and Bilateral Trade Agreements

Regional trade agreements are reciprocal preferential trade agreements between two
or more trading partners (WTO 2021b). Liao (2017) argues that regional trade agreements
can contribute to pursuing harmonization and cooperation under the WTO. The RTAs can
provide opportunities for a group of countries with concrete commitments and rules to
tackle climate change.

Analyzing the NAFTA and the United States–Mexico–Canada Agreement, many envi-
ronmental concerns were highlighted. According to Yu et al. (2011), the free trade between
the United States and Mexico contributes to increasing GHG emissions in both countries. As
the United States is the top destination for Mexican exports, and there is an extensive intra-
company trade between those two countries, the “pollution haven” hypothesis holds in this
trade relation. Exploring the energy-related CO2 emission between NAFTA countries shows
that NAFTA has not built an integrated energy system to reduce energy-related CO2 emissions
(Guevara et al. 2018). The United States–Mexico–Canada Agreement (USMCA)—known as
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the renegotiated NAFTA—has only made limited contributions to environmental protection.
This agreement primarily replicated most of the environmental provisions included in the
previous agreement. Moreover, the USMCA scaled back environmental provisions related to
multilateral environmental agreements (Laurens et al. 2019). In terms of trade, the literature
confirmed that NAFTA allows only limited space for environmental protection and did not
comply with international climate mitigation goals.

3.4. Unilateral Trade Preferences

Limited number of studies addressed how unilateral trade preferences influence
climate change. Preferential Trade Agreements (PTAs) are unilateral trade preferences
in the WTO. They are generally created between a developed and a developing nation
where developed countries favor developing ones by reducing import tariffs (WTO 2021c).
Morin and Jinnah (2018) revealed that climate provisions in PTAs are sometimes specific
and enforceable, in contrast, these provisions remain weakly legalized, fail to implement
broadly in the global trade system. Moreover, the largest GHG emitters (the US, India,
China, and Canada), except for the European Union, included only a few weak climate-
related provisions. Hence, provisions in PTAs are not effective in climate mitigation as they
address climate change indirectly.

3.5. Different Policy Measures in the Trade–Climate Nexus

Global-level policies provide an opportunity for global emissions reduction. However,
Barrett (2011) concluded that the Kyoto Protocol had no trade-restrictive elements; therefore,
it did not reduce GHG emissions. He emphasized that any future climate agreements
should restrict trade in order to protect the trading system. Regional cap-and-trade systems
may lead to a global climate agreement (Beccherle and Tirole 2011).

Blandford et al. (2014) argued for either a more effective trade liberalization or carbon
taxes. Although both decrease agricultural activity but increase economic welfare in return.
Encouraging the trade of low carbon-intensive goods by tariffs results in lower emissions,
but this impact would be relatively small and ambiguous (Dong and Whalley 2010). Dong
and Whalley (2011) identified its explanation, i.e., economic growth is a more significant
reason for higher emissions than trade. Based on a model analysis, they also pointed out
that both custom unions and free-trade agreements reduce emissions more than carbon
motivated trade arrangements.

Avetisyan (2018) suggested the global GHG tax; however, a sector-specific tax performs
worse than an all-sector tax, especially in developing regions subsidized from tax revenues.
Due to the highly interconnected international trade, applying a consumption-based CO2
accounting system would help to deal with the exported CO2 emissions problem (Yunfeng
and Laike 2010).

Finally, Mathews (2016) proposed the integration of trade (WTO) and climate (United
Nations Framework Convention on Climate Change) issues to promote green products
and processes.

WTO Rules Addressing Subsidies

Several countries apply trade subsidies to encourage exports and domestic market
sales through direct payments. The WTO Agreement on Subsidies and Countervailing
Measures (ASCMs) is a multilateral discipline that regulates the provision of subsidies, and
the use of countervailing measures to offset losses caused by subsidized imports (WTO
2021d). The provision of emissions permits issued by countries in carbon trading schemes
usually interacts with subsidies in the WTO ASCMs (Henschke 2012). Hence, countries
need to avoid disproportionately favoring industries exposed to trade in the distribution
of carbon emissions permits. Otherwise, they risk that permit distributions may become
prohibited under the ASCMs.

Analyzing RTA proposals including the fishery subsidies in the Trans-Pacific Partner-
ship, Young (2017) found that certain subsidies may contribute to overfishing or illegal
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fishing. This should be revised during the arrangement of RTAs. However, fishery subsi-
dies are special, as a majority of them are granted by net fish importers, such as Japan, to
increase domestic production, and these subsidies mostly impact the access to the resources
(Young 2017).

Arrangements of trade subsidies and sanctions were the main obstacles to reach an
agreement at the South African UNFCCC conference in 2011 (Hufbauer and Kim 2010).

Similar to the fossil fuel subsidy reform, fishery subsidy is a complex issue with at
least four dimensions: social, political, cultural, and environmental/ecological (Young
2017). According to Young (2017), every reform process should be based on the inter-
action between the different regimes and its key issues are openness, transparency, and
contestability. In some cases, the subsidies allowed by the WTO led to overexploitation of
natural resources. Therefore, the direct environmental impacts of trade subsidies should be
investigated, especially in regions with high biodiversity resources.

The subsequent section discusses the climate-related policy tools of trade.

3.6. Effect of Climate Policy Measures on Trade and Economic Welfare

The Border Carbon Adjustment (BCA) is interpreted as an important climate-related
policy measure. This taxes imported goods based on their carbon emission to limit emis-
sions leakage and support domestic industries that produce goods with lower GHGs than
the potentially cheaper but more pollutant imports (OECD 2020).

As a trade measure, BCA has many disadvantages and may be opposed by any WTO
members under the dispute settlement mechanism. BCA implies export losses to the trading
partners; therefore, it decreases agri-food exports, meanwhile leading only to a small decrease
in global emissions (Fouré et al. 2016). In contrast, Khourdajie and Finus (2020) show that
BCAs without restrictive membership can lead to stable climate agreements, associated with
large global welfare gains. BCA creates stable climate agreements if climate treaties do not
restrict membership, but this usually implies export losses for agricultural trading partners.

Import adjustments can be made compatible with the WTO obligations, while export
refunds may constitute an illegal subsidy under the ASCMs, which has no exceptions for
environmental purposes (Böhringer et al. 2014).

Evaluating the effects of carbon tariffs on trade, Larch and Wanner (2017) experienced
with reduced welfare, mostly in developing countries, if trade decreases due to a carbon
tariff. In turn, if a high tariff falls or is eliminated, carbon emissions are not shifted from
countries with higher carbon taxes to countries with lower carbon taxes indicating the
reduction of carbon leakage.

Shapiro (2020) revealed that if countries imposed similar tariffs and non-tariff barriers
to trade (NTBs) on clean and dirty industries, global CO2 emissions would fall, while
real income would not change. As the final consumers are generally not well-organized,
countries end up with greater protection on clean products and less protection on polluting
goods.

According to Dong and Whalley (2011), most of the carbon motivated RTAs improve
economic welfare. However, if countries with high emission are involved, carbon-based
custom unions are even more effective. In the case of the broader climate agreements,
Khourdajie and Finus (2020) highlighted that non-signatories enjoy various economic bene-
fits without paying any costs. This includes environmental benefits, as well as economic
benefits, if some parts of a ratifier’s production are relocated to a non-ratifier country.
Based on their modeling results, Montagna et al. (2020) highlighted a potential side-effect,
namely international environmental agreements may lead to a welfare reduction in the
non-participating countries.

4. Discussion

The reviewed literature discussed several problems hindering the advantageous ef-
fects of trade agreements on mitigating climate change. The main arguments against the
effectiveness of trade liberalization on emission reduction are diverse. First, environmental
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degradation occurs (deforestation, biodiversity loss) caused by agricultural trade liber-
alization, especially in tropical regions (Balogh and Jámbor 2020). From this aspect, the
combination of agricultural trade liberalization with carbon pricing increases emission
leakage, especially in the agricultural sector of the non-EU countries (Himics et al. 2018).
Furthermore, the elimination of trade barriers and agri-environmental payments causes
substantial environmental damage at the regional level, as in the example of the Marchfeld
region in Austria (Kirchner and Schmid 2013).

Second, the potential weaknesses of the WTO regulations are also highlighted. As
a result of the Doha Round, the average tariff reduction on Environmental Goods under
the Environmental Goods Agreement (EGA) was low and insufficient to mitigate climate
change (De Melo and Solleder 2020). Moreover, the WTO Doha Round proposals on agri-
culture did not have a significant impact on GHG emission reduction. The impacts of the
emissions reduction on agricultural activity depend on whether a climate agreement allows
a credit for carbon sequestration activities on land extracted from agricultural production
(Blandford et al. 2014). As reciprocal litigation exists in the renewable energy sector at
the national and international level, the subsidies allowed under WTO are rarely used to
stimulate the renewable energy sector (Meyer 2017) and may lead to overexploitation of
natural resources.

Although PTAs include several environmental provisions, they remain weakly legal-
ized and are not often approved by the world’s largest GHG emitters. Neither the US,
India, China, nor Canada include a significant number of climate change provisions in their
PTAs (Morin and Jinnah 2018). Even including a penalty mechanism, the carbon motivated
regional trade agreements only slightly reduced global emissions, and trade policy is likely
to be a minor consideration in climate change containment (Dong and Whalley 2010; Dong
and Whalley 2011). Yunfeng and Laike (2010) call attention to the damaging effects of
export-oriented production on the environment in China.

Finally, the climate and trade negotiations are taking place under great uncertainty,
and voluntarism at the national level results in an insufficient effort to address climate
change (Low and Murina 2010).

The literature point outs that the effectiveness of the trade negotiations on climate
change is weak because trade liberalization may help to stimulate renewable energy trade,
but might also cause environmental concerns such as deforestation, biodiversity loss,
intensive agricultural production, and carbon leakage. The carbon emission leakage is
often associated with developed countries’ trade (emission embodied in trade) and climate
mitigation policies (environmental provisions, carbon tax, border carbon adjustments). This
results in the relocation of polluting industries to the developing and the least developed
countries (e.g., Africa, South America, or Asia). The largest beneficiaries of the trade
agreements are mostly the largest GHG emitters, such as the US, the EU, and China. They
often outsource their industrial and agricultural production to developing countries with
low environmental standards and export back the processed products.

In line with the findings of the literature review, trade liberalization under WTO at
the present stage is unable to change production methods to be environmentally friendly;
therefore, reconsideration of trade regulation and new renegotiations, especially among
developing and developed countries (e.g., US–Latin America, US–Asia, and EU–Africa),
are needed. In this context, trade regulation should account for production methods, all
resources used during production, and the distance and method of product transportation
from the producing country to the final consumers.

However, a few mandatory standards concerning deforestation were established in
trade agreements (e.g., Mercosur, CETA, and the EU–Vietnam Free Trade Agreement).
These agreements lack a comprehensive legal framework to enhance environmental protec-
tion. Additionally, they have weak dispute settlement mechanisms to ensure compliance
with sustainability measures, which limit their effectiveness (Heyl et al. 2021).

On the other hand, trade agreements can encourage emission reduction by applying
restrictions on non-member countries, lowering tariffs on environmental goods, stimulating
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renewable energy (excluding biofuels and biomass from wood), and eliminating fossil fuel
subsidies. All these efforts can be successful only if they are also approved by the largest
GHG emitters and included in their foreign trade policies, enforced by their companies
operating abroad. Finally, the harmonization of the trade agreements with national climate
policies is needed to avoid counteractive measures and to make them compatible with
global environmental policies and goals (e.g., the Paris Agreement).

Table 5 summarizes the problems hindering the success of trade agreements in reduc-
ing GHG emission and solutions offered to tackle them.

Table 5. Problems of the trade agreements and solutions offered.

Issue Problems Detected Solutions Offered

Impact of trade-related carbon adjustments

Carbon tax Causes intensification of production. Imposing a carbon tax might lead to output
reduction.

Carbon tariff Trade decreased, welfare reduced in developing
countries.

If countries imposed similar tariffs and NTBs
to trade on clean and dirty industries, global
CO2 emissions would fall, while real income

would not change.

Carbon leakage
The combination of agricultural trade

liberalization and carbon pricing increases
emission leakage, especially in non-EU countries.

Carbon tariffs enable the reduction of global
emissions by altering the production within

and across countries, reducing carbon leakage.

Border carbon adjustments

BCA on imports of energy-intensive products in
the EU indicates a small decrease in global

emissions.
May be opposed by a WTO member under the

dispute settlement mechanism.
Would imply export losses to the trading partners,

could decrease agri-food exports.

BCA without restrictive membership can lead
to stable climate agreements, associated with

large global welfare gains.

Emission
embodied in trade

Higher Chinese emissions were exported by
carbon embodied in products than products

consumed in China domestically.
Controlling export-oriented products.

WTO rules and negotiations

WTO tariff
reduction

Low average tariff reduction under WTO is
insufficient to mitigate climate change.

Higher tariff reduction of environmental
goods.

Subsidies

The subsidies allowed under WTO are rarely used
to stimulate renewable energy and leads to

overexploitation of natural resources (e.g., in the
Trans-Pacific Partnership, certain fishery subsidies

may contribute to overfishing or illegal fishing).

Reconsideration of trade regulation and
renegotiations, especially between developing

and developed countries, are needed.

Sustainable
energy trade

Biofuels and biomass production may lead to
increased deforestation, biodiversity losses in

tropical areas and developing southern countries
(Mexico, Brazil, India, Indonesia and

Sub-Saharan Africa).

Biofuels and biomass production should be
treated differently or restricted in trade policy.

WTO trade
negotiation

Trade negotiations take place under great
uncertainty and are often halted before coming to a

conclusion

Delegating independent scientific experts to
trade negotiation may help change rules and

reduce emissions.
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Table 5. Cont.

Issue Problems Detected Solutions Offered

Trade agreements

Emission
reduction Trade-related emission.

Creating universal agreements with
differentiated and clear obligations can

stimulate emission reduction.

Trade barriers Technical barriers to trade.

Elimination of trade barriers on low-carbon
and environmentally friendly products

contributes to trade-related emission reduction.
Motivates sustainability to be more

WTO-compatible.

Trade
restrictions Trade penalties.

Applying trade penalties on nonparticipants of
an agreement can stimulate their climate

abatement policy.
Small trade penalties on non-participants of

trade agreements create a stable climate
coalition with potentially high levels of CO2

reduction.
Country groups acting as a climate club,

applying trade penalties on non-participants,
creates a stable coalition with a high level of

abatement.

Externalities Environmental externalities. Incorporating transnational externalities and
public goods in trade agreements are needed.

Interrelation of
environmental and trade

agreements

Lack of harmonization between environmental
and trade agreements.

Environmental and trade agreements must be
sufficiently integrated at the national and

international policies to improve
environmental quality and attain the benefits

of free trade.

Climate
provisions in PTAs

Climate provisions in PTAs offer limited progress,
remain weakly legalized, and are not adopted by

the largest GHG emitters.

Carbon-based custom unions are more
effective than carbon motivated RTAs if high

emission countries are involved.

Trade liberalization

Modest effects of trade liberalization on
agricultural GHG emissions.

Doha Round proposals on agriculture did not
generate significant emissions reductions.

Elimination of trade barriers and
agri-environmental payments leads to substantial

environmental damage in small countries.

Trade agreements are able to encourage
emission reduction by applying restrictions on

non-member countries, lowering tariffs on
environmental goods, and stimulating

renewable energy.

Source: Authors’ composition.

Regarding solutions, different trade and WTO-related issues were posted. When free
trade agreements are implemented between only developed or only developing coun-
tries, there is no environmental damage. However, when there are both developing and
developed countries in a trade agreement, the environmental quality decreases (Nemati
et al. 2019). Accordingly, greater cooperation would be necessary between developed and
developing countries’ trade policies to increase renewable energy trade (Leal-Arcas 2018).

In the WTO contracts, environmental externalities and public goods have to be taken
into account to measure the additional environmental costs of polluting activities. More-
over, WTO members should pursue similar climate-friendly policies (De Melo and Solleder
2020) to harmonize their environmental standards. Biofuels and biomass trade should be
treated differently from renewable energy in trade policy since their production might cause
environmental damages. Technical Barriers to Trade help to establish WTO-compatible,
sustainable principles (Ackrill and Kay 2011), protect consumers and preserve natural
resources. The arrangement of agri-environmental payments with WTO trading rules is
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crucial in the effective trade-environment debate, especially for small countries (Kirchner
and Schmid 2013). Delegating scientific experts to negotiations can change the poorly
specified WTO trading rules, reaching an agreement on tackling NTBs and environmental
services (De Melo and Solleder 2020).

Considering trade relations, small trade penalties on non-participants of trade agree-
ments can force a stable climate coalition with a potentially high CO2 reduction (Nordhaus
2015). In addition, universal trade agreements with clear obligations offer the best solution
for stimulating efficient emission reduction (Low and Murina 2010). If climate treaties
are designed strategically, the threat to restrict trade will suffice to enforce an agreement
(Barrett 2011). When a country’s participation in joint emission reduction is higher, the
consumption patterns are more environmentally friendly, and welfare is much more im-
proved (Kuhn et al. 2019). Considering the welfare effects of climate policy measures, when
countries impose similar tariffs and barriers on environmentally friendly and polluting
industries, global CO2 emissions tend to fall, while incomes do not change (Shapiro 2020).
A nonrestrictive border carbon adjustment can lead to stable climate agreements and signif-
icant global welfare gains (Khourdajie and Finus 2020), while carbon tariffs enable global
emissions reduction by altering the production within and across countries, resulting in
the reduction of carbon leakage (Larch and Wanner 2017). In contrast, imposing a carbon
tax might lead to output reduction and the intensification of production (Blandford et al.
2014). Mobilizing environmental goods, services, and technology to achieve the United
Nations’ Sustainable Development Goals is also needed (Monkelbaan 2017). Finally, the
democratic countries facing import competition are more willing to include environmental
provisions in their trade agreements (Morin et al. 2018).

5. Conclusions

In the climate–trade dialogues, a limited number of systematic reviews are dedicated
to evaluating the effectiveness of trade agreements and negotiations on climate mitigation
policy. This research aims to contribute to the existing literature by examining the role that
various trade agreements and trade-related policy measures play in carbon emissions. This
systematic literature review provides an overview of the recent literature in economics on
the climate–trade nexus for the period of 2010–2020. After the initial research, removing
duplicates, and evaluation of abstracts, the review of the full texts results in 43 relevant
studies closely associated with the topic. Regarding the research methods, general equilib-
rium models, simulations, and panel econometrics were the most commonly applied in the
empirical literature.

Based on the reviews, many scholars agree that trade agreements can support the mit-
igating effects of climate change. However, several sceptics emphasized the weaknesses of
trade agreements and the WTO negotiation in decreasing air and environmental pollution.
Regarding the problems hindering trade agreements to reduce the effects of climate change,
many authors underlined that the effectiveness of the negotiations is fragile because they
take place under high uncertainty, and countries often favor their national interests. Devel-
oping countries have a weaker position regarding climate–trade negotiations compared to
the lobbying power of developed countries. The largest beneficiaries of the agreements are
primarily the largest GHG emitters. They include only a limited number of climate-related
provisions in their trade agreements or have not joined the WTO (oil-producing countries
in the Middle East).

Low average tariff reduction under WTO negotiation on environmental goods is
unproductive on emission reduction. Subsidies are allowed under WTO in some cases
(e.g., fishery industry), and they may lead to overexploitation of natural resources. Energy
sources such as biofuels and biomass from wood and timber cause deforestation; therefore,
they should be separated from renewable energy in environmental provisions.

Carbon leakage, deforestation, and biodiversity loss are significant climate–trade
related issues, and they are usually caused by increasing global trade, intensification of
production, and national agricultural policies. In turn, these impacts occur mostly in
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developing countries (outside the European Union or the US) such as India, Brazil, Mexico,
and Sub-Saharan Africa.

The analyzed literature also offers policy solutions that contribute to GHG emission
reduction and make WTO trade policy more compatible with the UN global climate miti-
gation goals. The most significant measures identified were the application of small trade
restrictions on non-member countries, lowering tariffs on environmental goods, subsidizing
renewable energy trade, international carbon tariff harmonization, unrestrictive border carbon
adjustment, country groups’ climate cooperation and changing policies indicating carbon
leakage. Evaluating climate–trade-related policy measures, border carbon adjustment without
restriction can lead to more stable climate agreements. Moreover, carbon tariffs can reduce
emissions by altering the countries’ production composition and reduce trade flows. A carbon
tax might lead to output reduction, but it could stimulate the intensification of production,
though its effect is controversial for climate change mitigation. Furthermore, greater trade
cooperation is vital between developed and developing countries in climate–trade negoti-
ations to allocate renewable energy resources fairly and harmonize tariffs and barriers of
fossil energy sources. The issues of transnational externalities and policies indicating carbon
leakage should also be addressed in the WTO negotiations. Harmonizing agri-environmental
payments with WTO trading rules is crucial in trade–environment debate. Delegating sci-
entific experts to the negotiation helps achieve more environmentally friendly WTO rules.
Applying a consumption-based CO2 accounting system would help document the exported
CO2 emissions (Yunfeng and Laike 2010).

In conclusion, the effectiveness of trade agreements needs to be improved by refining
WTO trading rules, subsidizing renewable energy, and limiting fossil fuel trade through
different tariffs. Incentives of renewable energy sources and environmental goods should
also include trade policy, environmental provisions, and tariff reduction both in developed
and developing countries. Moreover, promoting renewable energy trade may have negative
effects on emissions if biofuels and biomass are also included. This may lead to increased
deforestation and biodiversity loss in tropical regions of Asia, Africa, and Latin America.

Sub-Saharan Africa, North Africa, Latin America, the Middle East, and the Caribbean
regions need to reform their institutional framework, leading to trade-led growth activities
that encourage innovation, use cleaner technologies, and increase environmental quality
(Yasmeen et al. 2018). Moreover, the Association of Southeast Asian Nations should imple-
ment policies that encourage sustainable trade and reduce environmental deterioration
(Solomon and Khan 2020).

Finally, the largest CO2 emitters (the US, China, the EU, India, and Canada) should
take the highest responsibility in following the WTO rules, establishing high environmental
provision in their trade policies to avoid carbon leakage (relocation of polluting industries),
emission embodied in trade (transportation), and trade-related environmental damage
(overexploitation of natural resources). They also have a responsibility in reducing CO2
emissions in other parts of the world, as long as they are the engines of the world economy
and trade, and influence the scale, method, and technology of production.

As of the practical implications of the paper, findings support that more sustainable
trade agreements in trade negotiations can be created by improving the environmental
provision and effectiveness of trade policy in emission reduction and selecting a set of
adequate trade-related policy measures. However, as the trade and climate-related prob-
lems differ from country to country, solutions should be case-specific. Therefore, at least
the type of the problem (trade-related carbon adjustments, WTO rules, and types of trade
agreements) and the relations of trading partners (developing vs. developed countries)
should be taken into account.

One of the main limitations of this study is the article selection method and the
analyzed period. We used Scopus, WoS, and Google Scholar; therefore, our results are
limited to these sources. Using other sources, e.g., ScienceDirect, may increase the number
of potential articles and enrich our findings. Another possible future path could be the
use of an extended research period and application of a META analysis. Analyzing the
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environmental impacts of trade agreements in the African and Pacific regions has been
identified as a potential direction for future research.
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Abstract: A complex interplay of socio-ecological drivers of change exists at the different
spatiotemporal scales affecting environmental degradation. This is a key issue worldwide and
needs to be understood to develop efficient management solutions. One of the most applied
theories in the regional analysis is the U-shaped relationship between environmental degradation
and the level of income in a given economic system or Environmental Kuznets Curve (EKC).
Specifically, the EKC hypothesis underlines the (potentially positive) role of formal responses to
environmental degradation grounded on government policies that are usually more ambitious in
wealthier economic systems. However, there is a lack of knowledge on the role of space in EKC,
arguing that spatial variability in the environment–income relationship may indicate additional
targets for integrated socio–environmental policies. We hypothesize that a spatially differentiated
response to environmental degradation could better adapt to differentiated local contexts. Therefore,
to achieve this goal, we present a multi-scale investigation of degradation processes at the local level,
providing a refined knowledge of the environment–economy linkages considering more traditional,
cross-country and cross-region exercises. Our results demonstrated that—together with temporal,
sectoral, and institutional aspects—space and, consequently, the related analysis’ spatial scales, are
significant dimensions in ecological economics, whose investigation requires improvements in data
collection and dedicated statistical approaches.

Keywords: space; scale; land degradation; externalities; indicators; Italy

JEL Classification: Q5; R10; R14

1. Introduction

Social inequality, economic polarization, and territorial disparities represent a challenge in
sustainable development, with direct (and indirect) environmental impacts (Boyce 1994; Barrett
and Graddy 2000; Heerink et al. 2001). Environmental degradation has been observed in both
emerging economies and wealthier countries and exerts an increasing impact on natural ecosystem
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functioning and services (Sannigrahi et al. 2020; Sannigrahi et al. 2019). Several countries have
shown accelerated rates of economic growth over the last decades; however, a sustained expansion
seems to be no longer replicable under business-as-usual socio-ecological contexts (Fingleton 2016).
It was, therefore, questioned whether a persistent growth—under policy inaction—is a sufficient
condition to contain the pressure of human activities on the environment (Kahuthu 2006). Nowadays,
we are assisting in a progressive ‘globalization’ of ecological degradation issues, while missing the
socio-environmental role of both ‘regional’ and ‘local’ dimensions contributing to such processes
(Briassoulis 2005). This would reflect the multifaceted interactions among economic dynamics, local
communities and the ecological systems experiencing increased human disturbances (Franceschi and
Kahn 2003; Dasgupta et al. 2006). Specific or combined biophysical and socio-economic drivers can
cause environmental degradation affecting advanced and emerging economies with different intensity
and severity (Cavlovic et al. 2000). Therefore, a refined understanding of the most significant factors
fuelling economic growth and environmental measures is key to developing a more effective and
coordinated response to ecosystem degradation (List and Gallet 1999) and achieving land degradation
neutrality (Akhtar-Schuster et al. 2017). While countries have shown marked growth rates over the
last century, a continued economic expansion—without policy intervention—is no longer regarded
as a sufficient condition to contain human impacts (Agras and Chapman 1999). In such contexts,
Spangenberg (Spangenberg 2001) outlined the importance of negative environmental externalities of
the economic systems.

As a consequence, theoretical frameworks and quantitative approaches assessing convergence
(or divergence) between economic growth and ecosystem degradation have been developed
(Mukherjee and Kathuria 2006). In this regard, the Environmental Kuznets Curve (EKC) hypothesizing
the existence of a non-linear, inverted U-shaped relationship between ecosystem degradation and a
country’s income, has attracted increasing interest among scholars, policy-makers, and stakeholders
(Caviglia-Harris et al. 2009). This hypothesis assumes the (supposedly beneficial) indirect role of rising
income in maintaining ecosystem functions (Dasgupta et al. 2006). This assumption has contributed to
broaden positive and normative debates on the environment–economy relationship while receiving
criticism (Smulders 1999). However, the importance of the ‘spatial’ dimension in EKC research, as
opposed to other relevant dimensions investigated in earlier studies (e.g., time, economic specialization,
governance form, socio-cultural background), was usually missed. A renewed debate about which
role (i) space and (ii) spatial scales play in the Environmental Kuznets Curve is still pending.

Suggesting a multi-scale analysis of degradation processes with high resolution and large
spatial coverage (e.g., at local administrative–ecological territorial units) would allow a refined
understanding of the largely differentiated environment–economy relationships over space
(Auffhammer and Carson 2008). The spatial variability in the environment–economy relationship was
assumed to reflect a locally specific role of income, wealth, and other socio-economic characteristics with
differentiated linkages depending on the background context (Dinda 2004). Multi-scale investigations
of the environment–economy dynamics oriented toward the EKC assumption may outline additional
targets for integrated socio-ecological policies, with respect to more traditional, cross-country exercises
(Stern 2004). Rupasingha et al. (Rupasingha et al. 2004) analyzed the relationship between per-capita
income and toxic pollutants across 3029 continental United States counties, the most detailed spatial
level for which used data can be found, and introduced refinements to address many of the worrisome
aspects of the economy–environment relation. By demonstrating the awareness of most aspects
highlighted here and related to the lack of information about this topic, a novel interpretation of the
role of ‘space’ was proposed by estimating a spatial-lag statistical model (Rupasingha et al. 2004) and
discussing the possible ‘scale mismatch’ among data used in environmental research.

Anselin (Anselin 2001a, 2001b) stated that environmental characteristics are often derived from
physical measurements that result from an underlying spatial sampling design, and neither economic
nor physical data collections necessarily match the spatial scale of the phenomenon under study.
Reflecting non-stationary and spatially heterogeneous environmental, social and economic processes
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interacting at multiple geographical scales, these (local-based) relationships require specific policy
approaches with responses modulated at different (administrative) spatial domains. Being considered
a sort of early warning predictor for intensity and severity of ecological degradation, local response to
differentiated environmental–economy relationships should be flexible enough to adapt to transforming
socio-economic contexts. However, a research gap still exists when linking (individual) processes
of ecological degradation varying largely over space and the local background context in light of
the EKC hypothesis (Salvati and Carlucci 2010). Substantive and methodological issues (with both
positive and normative implications) remain at the base of this relationship (Salvati 2016): examples
include the most appropriate size of spatial units to study the interactions between each process (e.g.,
environmental degradation and economic development).

By discussing the importance of a better understanding of local relationships between environment
and income, the present commentary aims at (i) introducing some operational definitions of the
Environmental Kuznets Curve; (ii) illustrating the main strengths and weaknesses of the EKC
assumption; (iii) broadening the debate on the EKC through a specific focus on spatial and scaling issues;
and (iv) evidencing the take-home message of this contribution, proposing a refined understanding of
the spatially differentiated environment–economy nexus applied to a specific case study. By focusing
on the importance of spatial explicit local approaches to EKC (Salvati and Zitti 2005), this paper (i)
highlights the role of Geographically Weighted Regression (GWR) with an empirical application to a
poorly studied issue (i.e., desertification risk), and (ii) evidences the importance of the appropriate
spatial scale for analysis of environment–income relationships, suggesting a move beyond traditional
variables and territorial domains (mainly of administrative nature). As in the empirical exercise
illustrated in Chapter 4, the use of homogeneous districts with economic relevance (and widely used
for territorial–environmental analysis) may stimulate a more intense debate on the appropriate unit for
analysis of integrated socio-environmental phenomena.

2. Getting Inside the Environmental Kuznets Curve: Empirics and Criticism

The EKC hypothesis was formulated to disentangle the global environment–economy nexus from
a developmental point of view (Dasgupta et al. 2002; Cole 2007; Galeotti 2007). Some contributions
have included the EKC assumption in more formalized theoretical models, stemming from empirical
findings (Andreoni and Levinson 2001; Hill and Magnani 2002; Bruvoll et al. 2003). The stylized
facts emerging from theoretical and empirical analysis identified an ‘inverted-U’ relationship between
ecosystem degradation and the level of the country’s income (Dinda 2004; Jha and Murthy 2003).
Consumers characterized by lower incomes, prefer unsustainable commodities resulting in the lack of
‘greening’ of industrial products and institutional policies (Maddison 2007). Assuming an accelerated
wealth creation as a precondition for technological progress, the country’s income indirectly sustains a
more effective response to environmental degradation (Magnani 2000, 2001; Bimonte 2002). The EKC
assumption illustrates a dynamic environment–economy relationship focusing on long-term processes
of change (Bimonte and Stabile 2017b). These processes are mainly based on differentiated development
paths, which are typical of countries that have experienced sequential stages of growth over time.
Earlier studies identified different channels through which economic growth could influence ecosystem
functioning and ecological conditions at large, reflecting the structural change, transformations in
production scale, and technological progress (Salvati and Carlucci 2010; Chelli and Rosti 2002; Rosti
and Chelli 2009; Rosti et al. 2005). Assuming a positive (while indirect) relationship between the
economic capital, local communities, and environmental endowments, structural changes used to
depend on coexisting dynamics of technology (Ciommi et al. 2018; Lamonica and Chelli 2018; Lamonica
et al. 2020). These are both supply-oriented and demand-oriented innovations resembling the effects
of the three transmission channels defined above (Jaffe et al. 2005; Rosti and Chelli 2012; Gigliarano
and Chelli 2016). EKC studies have focused on specific environmental degradation processes such as
short- and long-term air pollution (Ansuategi 2003; Bruvoll and Medin 2003; Aldy 2016), deforestation
(Barbier et al. 1991; Choumert et al. 2013) and clearcutting (Lantz 2002). Relatively little research dealt
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with water pollution (Paudel et al. 2005), hazardous wastes (Berrens et al. 1997; Wang et al. 1998), or
agricultural land abandonment (James 1999). An even more restricted number of studies addressed
the relationship between aggregate indexes of environmental quality (or degradation), sustainable
development and income levels (Zaim and Taskin 2000). Recent papers have also investigated the
intrinsic relationship between income levels and (i) soil/landscape degradation, (ii) desertification risk,
and (iii) urbanization-driven land consumption (Salvati et al. 2011; Bimonte and Stabile 2017a, 2019).

The environment–economy relationship was supposed to be linear (de-coupling hypothesis) or
polynomial (re-linking hypothesis). In the former case, economic growth has beneficial effects on
environmental quality over the whole range of incomes (Rasli et al. 2018). In the latter case, if economic
growth shows beneficial effects on environmental quality at lower (or intermediate) income levels, a
‘re-linking’ process is expected at higher income levels (Chelleri et al. 2015). A country’s income used
to be associated with improving environmental conditions at the lower and intermediate levels and
more stable conditions at the higher ones (Galeotti et al. 2006). The third (or higher-order) polynomial
relationships highlight a more complex socio-ecological response as income rises. EKC studies estimate
a vector of coefficients, identifying the specific impact of individual drivers on a given environmental
process over a sufficiently broad range of income levels (De Bruyn 1997). Reduced form equations
incorporating a (more or less) articulated ensemble of additional (non-income) predictors have been
used frequently. However, only a partial consensus has been reached on the final specification of
generalized income–environment relationships (Ozturk et al. 2016). The most diffused approach
was based on the intrinsic comparison of first, second and third (or even higher-order) polynomials,
evaluating different specifications for statistical robustness and empirical coherence (Mukherjee and
Kathuria 2006). However, linear or polynomial functions can be hardly regarded as fully realistic
representations of the economy–environment nexus (Figure 1), which is traditionally complex and
intrinsically multi-dimensional and multi-scalar (Maddison 2006). Some specifications were regarded
as approximate and simplified representations of a more articulated reality, raising estimation problems
and underlining peculiar socio-economic and ecological dimensions. While first-order equations
collapse EKC to a basic ‘de-coupling’ assumption, quadratic specifications imply that environmental
degradation will move towards a plus (or minus) infinity as income increases (Mazzanti et al. 2008).
Then, the third (or higher level) polynomials lead to N-shaped rather than U-shaped relationships,
opening new issues in the economy–environment relationship for policy-making purposes (Sobhee
2004). A vast set of different specifications have been estimated for both income alone and income
with additional predictors and covariates, using multivariate analysis and (more or less) refined
econometrics (Harbaugh et al. 2000) incorporating: (i) a linear income descriptor (representing a
‘de-coupling’ baseline); (ii) linear and squared income terms (representing the EKC most usual case);
and, (iii) linear, squared, cubic (and, sometimes, even more complex) income terms (representing
extensions of the U-shaped curve toward more articulated, N-shaped, relationships).

Figure 1. A classical inverted U-shaped Environmental Kuznets Curve (left) and a more complex
N-shaped curve (right).
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Additional predictors have been introduced and tested, mainly as linear (or polynomial) terms.
While the final choice depends on data availability and research goals, there is no consensus on the type
and number of predictors regarded as potential drivers of environmental degradation (Dinda 2004;
Stern 1998). Due to this fact, seminal studies have used income as the unique predictor, interpreting the
model’s goodness-of-fit as a true indicator showing the net impact of economic growth on ecosystems
(Galeotti 2007; Li et al. 2016). Heterogeneous drivers of environmental degradation generally include
policy factors, socio-economic conditions and place-specific variables depending on the investigated
spatial scale (Müller-Fürstenberger and Wagner 2007). However, some authors concluded that
heterogeneity of place-specific predictors can prevent a full comparison of local-scale responses related
to socio-environmental systems and income growth (Salvati 2014; Zaman et al. 2016; Zoundi 2017). At
the same time, some authors have also criticized the EKC assumption (Heerink et al. 2001; Panayotou
1997; Chimeli 2007). We can summarize these concerns as follows: (i) if policy inaction is occurring, a
persistent economic growth is not a sufficient condition to reduce human pressure on ecosystems (Ranjan
and Shortle 2007); (ii) there is empirical evidence related to the validity of the EKC as a heterogeneous
process depending on the environmental process tested (Arrow et al. 1995); and, (iii) this assumption
reflects the shift from land-intensive to capital-intensive economic systems characterized by a growing
capital availability and decreasing energy profits in the primary sector (Esposito et al. 2018), which
could provide partial (and sometimes misleading) information on the total environmental impact.
Other minor considerations are based on the assumption that there is no reason to hope that—with
increasing wealth—any automatic decline in human pressure and, thus, environmental degradation
would occur (Salvati et al. 2012). Only a mix of increasing wealth at both the macro- and micro-levels,
a more generalized preference for ‘greening’ production, community awareness to environmental
problems, and policy effectiveness may promote a higher level of ecosystem conservation (Salvati 2014;
Heidkamp 2008; Rehman et al. 2012). Despite these above-mentioned criticisms, recent studies still
consider EKC as a valid hypothesis to investigate the vast spectrum of the environment–economy
relationships all over the world, feeding a normative debate (e.g., Kairis et al. 2015). By underlining the
(potentially positive) role of the government policies—usually more ambitious in advanced countries
(Barrett and Graddy 2000; Magnani 2000; de Bruyn et al. 1998)—these studies assume that the EKC
directly reflects an ‘induced policy response’ able to outline how societies would demand more
stringent environmental standards as income rises (Munasinghe 1999).

3. Broadening the Debate? Spatial Variability in the Relationship between Environment
and Income

Especially in earlier studies investigating EKC at the global scale, similar economic rules have
been frequently applied irrespective of the ‘spatial’ dimension (Zuindeau 2007). This assumption leads
to a generalized application of standardized frameworks to explore spatial agglomeration, territorial
specialization, and impacts of regionally differentiated productions on environmental quality at vastly
different operational scales (Briassoulis 2005). Although a wealth of empirical studies have dealt
with environmental economics in the most recent decades (e.g., Aldy 2016; Nijkamp 1999; Tan 2006),
relatively few works integrated the specific knowledge from economic geography and regional science
perspectives, addressing spatial issues in the environment–economy nexus (Agras and Chapman
1999; Alam et al. 2016). Coupled with a latent ‘lack of interest’ in spatially explicit approaches
to EKC, the philosophical divergence between traditional (a-spatial) and more innovative (spatial)
approaches resulted in a less effective understanding of spatial variability as a powerful driver of the
environment–economy nexus (Bradford et al. 2000; Carson 2010; Bilgili et al. 2016).

Using simplified approaches, the causal linkage between regional economic performances and
ecological degradation processes has been occasionally investigated, identifying the intrinsic drivers of
change that interact at the same spatial scale only in a few cases (Salvati and Zitti 2009a). Although
basic contributions to EKC have been grounded on cross-country data analysis for a long time, Ciriaci
and Palma (Ciriaci and Palma 2008), likely for the first time, outlined how the EKC is fundamentally
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a within-country story. Differentiating between-countries and within-countries dynamics, Vincent
(Vincent 1997) argued how the EKC mostly reflects “the juxtaposition of a positive relationship between
pollution and income in developing countries/regions with a fundamentally different, negative one in
developed countries, not a single relationship that applies to both categories of countries”. Based on
these premises, empirical studies have increasingly faced the challenging issue of spatial variability in
the income–environment linkage at the regional scale (Smiraglia et al. 2016). Some of these studies
have also criticized the quantitative analysis adopted in the earlier literature and have introduced
(more or less) sophisticated techniques to estimate equation parameters, questioning the meaning and
significance of the observed interactions (Kazemzadeh-Zow et al. 2017). Recent works have investigated
the environment–economy nexus and the main determinants at disaggregated (e.g., sub-regional,
district, local) spatial units considering representative cases, in connection with a more explicit analysis
of the individual response and their environmental impact (Bajocco et al. 2012). Research devoted to
the analysis of the income–environment relationship was mainly focused on (i) the role of place-specific
factors of change; (ii) the interactions among them; and (iii) the importance of spatial effects.

Compared to the result of cross-country analysis, models incorporating multi-scale elementary
data with large spatial coverage from homogeneous small areas to entire ecological regions provide a
reliable set of statistical units possible delineating multiple economic–environment behaviors (Deacon
and Norman 2006; Awaworyi Churchill et al. 2018). Although limited data variability is an intrinsic
feature of such applications, the relevancy for policy-making purposes is generally high. Integrating
cross-country and regional-differentiated analysis with district-based qualitative approaches and
local inquiries provide the necessary base to a refined knowledge of robust, spatially explicit EKCs,
irrespective of the environmental degradation process under investigation (Geoff and Juntti 2005).
Assuming different environmental impacts of social change mediated by (more or less) adaptive
local contexts, the role of space in the environment–economy relationship is intrinsically linked with
socio-economic gradients that account for territorial disparities in the distribution of natural resources
(Kim et al. 2018; Madden et al. 2019). More specifically, spatial disparities may reflect (i) economic
specialization, (ii) the importance of specific production scales, and (iii) the role of decentralized
multi-domain policies containing social inequalities and environmental degradation at vastly different
intervention scales (Yamamoto 2008; Kaika and Zervas 2013b; Esposito et al. 2016).

Empirical evidence suggests that environmental externalities play differentiated roles at the
country, regional and local scales. Consequently, the sub-regional scale is assumed as a particularly
appropriate spatial level to delineate the different forms of the human–environment system, in their past
development and in their capacity to suggest new directions of policy (Kairis et al. 2013). The structure
of production systems and the interaction between environmental drivers and local communities
suggest a more comprehensive analysis of the integrated policy response, distinguishing actions carried
out by central governments, regional institutions, and local authorities (Brenner 2003). In this regard,
verifying a spatially explicit environment–economy relationship at the different operational scales
contributes to a refined understanding of the specific impact of any policy strategy within a range
of different ‘macro’ (cross-country or cross-region) and ‘micro’ (individual actor, local community,
cross-district) dimensions (Destek and Sarkodie 2019; Destek et al. 2018; Expósito et al. 2019). This
rationale allows an in-depth investigation of the cumulative (or even adverse-to-income) effects of
additional factors observed at the decentralized governance levels (Li et al. 2016; Lin et al. 2016;
Gill et al. 2017; Luzzati et al. 2018).

4. Understanding the Spatially Differentiated Environment–Economy Nexus: The Case of
Desertification Risk in Italy

4.1. Theoretical Framework

A better understanding of the spatial variability related to the economy–environment relationship
contributes to the design of more effective decentralized policies for natural resource conservation and
adapting to specific territorial contexts (Rasli et al. 2018). The empirical analysis of local relationships
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between income and environment should clarify the impact of different institutional, operational,
temporal and spatial scales, progressively moving from centralized levels (e.g., countries, administrative
regions) to decentralized interactions involving local communities (e.g., prefectures, local labor systems,
agricultural and industrial districts, rural areas, homogeneous municipalities and communes). The
scale range adopted in spatially explicit EKC exercises should, therefore, consider economic- and
policy-relevant analysis’ units suitable to classify territorial units into homogeneous aggregates,
considering the latent interaction between e.g., landscape and local communities (North 2005).

Intended as policy-relevant spatial units, use of administrative districts, municipalities, or local
communities allows a comprehensive investigation of the role of ‘decentralized’ socio-economic contexts
(Recanatesi et al. 2016). In this regard, peculiar territorial characteristics and specific interactions with
the environment can be completely ignored when adopting classical, ‘centralized’ EKC (or similar)
approaches (Marston et al. 2005). Homogeneous labor districts, municipalities and local communes
represent a suitable spatial domain to match socio-economic information (e.g., income, value-added,
production and productivity by economic sector, labor market indicators) with relevant environmental
indicators estimated from official statistics (Dumanski et al. 1998). Addressing issues of spatial
comparability when combining ecological variables and socio-economic indicators is increasingly
required (Delfanti et al. 2016). They are usually calculated, expressed and mapped at vastly different
spatial scales and using distinctive geographical domains of aggregation (Incerti et al. 2007). These
usually include eco-regions or other spatial partitions with a clear ecosystem meaning and rationale
for ecological variables as well as administrative units/boundaries for socio-economic factors. In this
context, computational issues such as the Modifiable Area Unit Problem, typical of the ecological
analysis of socio-economic dynamics based on indicators aggregated on defined (administrative)
spatial scales, can be mitigated. Furthermore, geospatial techniques regionalizing variables over
homogeneous lattices would seem appropriate to contain the analysis’ bias resulting from such an
issue (Bajocco et al. 2011).

Based on these premises, spatially explicit methodologies can be adopted to identify local-based
income–environment relationships using more complex analysis’ strategies (Salvati and Zitti 2008).
Spatial econometrics could provide a wealth of statistical techniques suitable to investigate this
issue (Xie et al. 2019). However, relatively few techniques may identify the specificity of local-scale
relationships starting from global income–environment relationships (Balado-Naves et al. 2018). The
Geographically Weighted Regression (GWR) (Fotheringham et al. 2002) is a possible solution controlling
for spatial structures that characterize the dependent variable (environment) and predictor(s) (income
and, eventually, additional variables). It allows the estimation of a local regression model for each
spatial unit in a given area. Being extensively used in a broad number of applications and disciplinary
fields, the GWR approach is an appropriate methodology accounting for spatial dependence and
heterogeneity (Rontos et al. 2016). Adopting various functions (including Kernel and other flexible
spline approaches) to calculate weights for the estimation of local regression models, the methodological
framework underlying GWR is similar to that of a traditional regression model. However, contrary to
a spatially implicit ordinary least square regression (with location invariant regression coefficients), the
specification of a basic GWR model for each location s = 1, . . . , n, is:

Y(s) = X(s)B(s) + e(s) (1)

where Y(s) is the dependent variable at location s, X(s) represents the predictor at location s, B(s) means
the column vector of regression coefficients at location s, and e(s) acts as the random error at location
s. Hence, regression parameters estimated at each location by weighted least squares are spatially
explicit. This implies that each coefficient in the model is a function of s, a point within the investigated
geographical space. As a result, GWR gives rise to a distribution of local estimated parameters. The
weighting scheme is expressed as a function (e.g., bi-square nearest neighbor kernel function, one of the
most commonly used specifications) that places more weight on the observations closer to the location
s (Salvati and Serra 2016). Coefficients of determination (R2) and error values are estimated at the local
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scale, providing indirect indications about stability over time, internal coherence and reliability of the
GWR model (Ali et al. 2016). Limitations regarding the use of GWR only arise with the interpretation
of extreme regression coefficients, or when drawing conclusions based on a reduced number of sample
observations (Kaika and Zervas 2013a).

4.2. Empirical Approach

Desertification risk is considered a particularly important issue in the political agenda for the 21st
century as the leading process of land resource depletion (Recanatesi et al. 2016). Defined as a long-term
decline in ecosystem functions and productivity, the land exposed to degradation increased worldwide,
being particularly severe in Africa, Southern Asia, and Latin America, and becoming progressively
more intense in wealthier economies in North America, Australia, and Europe (Delfanti et al. 2016).
Thanks to climate change and growing human pressure, more than half of Mediterranean European
land is sensitive to desertification (Kairis et al. 2015). Desertification risk is regarded as a composite
process depending on biophysical, cultural, and institutional drivers acting together, with negative
effects on food security and quality of life (Kairis et al. 2013). The incompleteness of scientific knowledge
on the local relationship between desertification risk and economic performances may depend on the
fact that social sciences have sometimes underestimated the significance of such issues, missing the
importance of multi-scale assessment frameworks (Bajocco et al. 2011, 2012; Salvati et al. 2016).

As a paradigmatic example of the importance of local contexts in the analysis of
environment–income dynamics, the relationship between a composite index of desertification risk and
per-capita value-added produced at the local scale was modelled using a Geographically Weighted
Regression in 686 economically homogeneous districts before the 2007 economic crisis in Italy. This
country represents an advanced economy in Mediterranean Europe with significant socio-economic
disparities and vast areas currently (or potentially) affected by desertification risk (Geoff and Juntti
2005). Therefore, desertification risk was assessed here based on the Environmentally Sensitive Area
Index (the so-called ESAI), a comprehensive methodology used widely for evaluation of local-scale
processes of land degradation (Kim et al. 2018; Madden et al. 2019; Yamamoto 2008). This methodology
is composed of 14 basic variables assessing climate, soil, vegetation and land-use quality as proxies of
land degradation processes (see below) as concluded by other studies (Bajocco et al. 2012; Karamesouti
et al. 2015; Kosmas et al. 2016).

In the present study, per-capita value added was assumed as a reliable indicator of local
competitiveness and economic performances of a given spatial unit, such as a local district (Ferrara et
al. 2016). For the first time in Italy, and likely in Europe, official statistics of per-capita value added
were provisionally released by the Italian National Statistical Institute (ISTAT) at the district level (local
labor systems), providing a unique opportunity to test for the local impact of average income levels
on a relevant process of environmental degradation. Release of official statistics of value-added and
incomes at the district level was considered experimental and covered only a few years at the beginning
of the 2000s (Salvati and Carlucci 2010). We used a Geographically Weighted Regression to provide
local regression estimates of the impact of per-capita value-added on the level of desertification risk in
Italy, giving an adjusted R2 value for the global model as well as a set of local R2, slope coefficients,
intercepts and standardized residuals for each local labor system at the most recent study year (2005)
with a complete estimation of per-capita income at the same spatial level. These conditions can be
assumed as representative of economic expansion with moderate/low rates of growth, common to
several Mediterranean countries (Salvati 2016).

4.3. Estimating Desertification Risk in Italy

The ESAI framework defines different levels of desertification risk as a combination of possibly
unsustainable land management together with a particular set of environmental factors including
poor soil/vegetation and dry climate (Salvati et al. 2016). The elementary variables used to locally
estimate the level of desertification risk in Italy refer to the ESAI framework being grouped in four
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dimensions of environmental quality: climate, soil, vegetation/land use, and human pressure/land
management (Delfanti et al. 2016). The most accurate, detailed and updated layers currently available
in Italy were used at a basic resolution of 1:25,000, which is suitable for a local-level assessment of
desertification risk (Recanatesi et al. 2016). The reference year of all elaborations is 2005. Following the
ESAI model, the following variables were adopted to estimate climate quality: average annual rainfall
rate, aridity index, and aspect (Salvati et al. 2012). Mean annual rainfall and aridity were derived from
a national climate database regionalizing elementary data derived from nearly 3000 meteorological
stations distributed all over Italy and functioning since 1951 (Scarascia et al. 2006). Aridity index was
calculated according to UNEP (United Nations Environment Programme) formulation, considering the
ratio of total precipitation and reference evapotranspiration every year. The aspect was obtained from
a 20 m Digital Terrain Model of Italy provided by the Italian Minister of Environmental Protection
(Rome).

Soil data were derived from: (i) the European Soil Database (Joint Research Center, JRC) at a 1 km2

pixel resolution, integrated with national information sources (an Italian database of soil characteristics
(‘Map of the water capacity in agricultural soils’) generated by the Ministry of Agriculture and based on
nearly 18,000 soil samples; (ii) thematic sources including Eco-pedological and Geological maps of Italy,
obtained from the Joint Research Centre and the Italian Geological Service, and a map of land systems
produced by the National Centre of Soil Cartography (Florence). These datasets were assumed as the
most homogeneous and spatially detailed soil information for Italy, being available at 1:250,000 scale
(Bajocco et al. 2011). According to the standard ESAI model, we considered the following variables:
soil depth and texture, slope, and the nature of the parent material. These variables were assumed as
proxies of other soil quality indicators, e.g., organic matter content, resistance or tendency to compact
(Kairis et al. 2013). The specific contribution of land cover/land-use on desertification risk was assessed
through four variables: vegetation cover, fire risk, the protection offered by vegetation against soil
erosion, and the degree of resistance to drought provided by vegetation (Bajocco et al. 2012). Such
indicators were obtained from the elaboration of a CORINE (Coordination of Information on the
Environment) land cover map (2006) provided by the European Environment Agency (EEA). The four
variables described below were calculated using a weighting system (ranging from one to two and
derived from (Salvati et al. 2016)) that classifies the observed land cover class according to the level of
desertification risk.

Anthropogenic pressure and land management quality were finally evaluated as the result of
population dynamics and landscape transformations (e.g., urbanization, agricultural intensification).
Population density and annual growth rate were used as summary indicators of human pressure
(Salvati et al. 2012). The population density was measured at municipal scale in 2005 based on the
annual Population Register held by the Italian National Institute of Statistics (ISTAT). Population
increase (or decrease) was determined as the annual population change (%) observed at the municipal
scale between 2002 and 2005. An indicator of land intensity was finally calculated applying a weighting
system (ranging from one to two) that classifies the observed CORINE class according to the intensity of
use and potential level of desertification risk (Recanatesi et al. 2016). Based on the estimated degree of
correlation between each characteristic dimension and desertification risk, the scoring system suggested
by Salvati et al. (Salvati et al. 2016)—ranging between one (the lowest contribution to desertification
risk) and two (the highest contribution to desertification risk)—was applied to each variable in the
ESAI. Quality indicators (climate: CQI, soil: SQI, vegetation/land-use: VQI, human pressure/land
management: MQI) were estimated as the geometric mean of the different scores assigned to each input
variable. Ranging between one (the lowest desertification risk) and two (the highest desertification
risk), the ESAI was then estimated at each spatial unit as the geometric mean of the four quality
indicators as follows (Salvati and Zitti 2005):

ESAI = (SQI*CQI*VQI*MQI)1/4 (2)
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4.4. Applying the Geographically Weighted Regression to Assess Desertification Risk in Italy

Results of the statistical analysis are illustrated in Figure 2. Goodness-of-fit of the global model was
particularly high (adjusted R2 = 0.70), although local R2 coefficients, slope coefficients and intercepts
varied largely over space. The highest R2 coefficients were observed in a large part of Northern Italy
coinciding with the Po plain, an area characterized by high human pressure and classified as potentially
affected by desertification risk. The specific impact of per-capita value added was highly positive in the
Po Plain and along the Adriatic Sea coast in central Italy, as the R2 coefficient clearly illustrated (Figure 2,
upper left). These districts were characterized by a locally high anthropogenic pressure (reflected in
e.g., population concentration, landscape simplification, and crop intensification). Increasing incomes
in such contexts correspond to a higher level of desertification risk, as slope coefficients systematically
higher than one indicate (Figure 2, upper right). However, wealthier districts in the Alpine and
Pre-Alpine regions registered a negative income–environment linkage (negative slope coefficients),
being often reflected in a lower level of desertification risk.

Conversely, the specific impact of economic growth was often negative in both internal and
coastal districts of southern Italy, a region classified at risk of desertification in the National Action
Plan to Combat Desertification. Negative slope coefficients were especially observed in the Abruzzo,
Campania, Molise and Apulia regions, and more sparsely in Calabria, Sicily and Sardinia. In these
areas—mostly rural districts with traditional agriculture and low population density—increasing
incomes do not have a negative impact on desertification risk, because of moderate human pressure.
Residuals’ estimates complete the model’s results, indicating spatial randomness of statistical errors.
The empirical association between district slope coefficient (y) derived from GWR (Figure 2, upper
right map) and per-capita value added (x) was best fitted using a second-order polynomial equation (y
= −1e−9x2 + 8e−5x − 0.546, R2 = 0.30, n = 686 districts). The threshold for the positive (or negative)
impact of income on desertification risk was estimated at around 30,000 euros per head. Income levels
had a positive impact on desertification risk in districts producing a value-added above this threshold.
In economic districts with a per-capita value-added below this threshold, increasing income levels
were associated, on average, with increasing levels of desertification risk.

 

Local R2 Slope coefficient 

Figure 2. Cont.

44



Economies 2020, 8, 74

  

Intercept Standardized residuals 

Figure 2. Results of a Geographically Weighted Regression for the level of desertification risk (dependent
variable) and per-capita value added (predictor) at the local district scale in Italy (2005).

5. Discussion

This commentary provides a literature review of past and recent studies on the Environmental
Kuznets Curve and a local analysis of the relationship between a specific environmental process and
economic development at the district scale in Italy. Based on a local regression approach, the results of
this quantitative exercise can be considered when developing more effective policies aimed at mitigating
environmental degradation in Mediterranean-type ecosystems (Salvati et al. 2012). The empirical
findings of the analysis suggest that a significant correlation exists between desertification risk and the
level of economic growth in the Italian local districts (Salvati and Carlucci 2010), being differentiated
largely over space. More specifically, results of the GWR suggest that the relationship between
income and desertification risk follows a U-shaped form compatible with the Environmental Kuznets
Curve (Salvati and Zitti 2008). As expected from the relatively low human pressure, desertification
risk was moderate in economically disadvantaged local districts (Recanatesi et al. 2016). However,
growing incomes—likely determining a rising human pressure—were associated with higher levels
of desertification risk, promoting e.g., negative externalities of economic activity. Conversely, in
the wealthiest local districts, growing incomes were associated with lower levels of desertification
risk, stimulating positive externalities of e.g., environmental protection. This general trend can be
further decomposed at the local scale, evidencing spatial peculiarities going beyond the traditional
administrative boundaries (e.g., regions, prefectures) adopted in earlier studies (Delfanti et al. 2016), as
well as in official environmental reporting and statutory policy acts (e.g., the National Action Plan
to combat desertification). These sources give general policy indications for Italy and provide some
specific suggestions for a regional strategy against desertification, while demising local interventions
that may greatly benefit from the results of this study (Salvati et al. 2012).

Considering local outcomes of a Geographically Weighted Regression model (and, more specifically,
local R2 and slope coefficients), this example illustrates the advantages of a local-scale investigation of
the environment–income relationship for policy impact analysis, evidencing the fine-grain geography
of positive (or negative) externalities of increasing income levels. Giving room to a refined analysis of
place-specific Kuznets curves, these findings reveal the importance of decentralized strategies of risk
containment, accounting for partially differentiated—and mostly non-linear—impacts of local income
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on desertification risk (Delfanti et al. 2016; Cecchini et al. 2019). At the same time, although potentially
useful when making exploratory analysis, the EKC mechanism needs refinement when interpreting
the inherent complexity of the human–environment interactions. Local-scale analyses contribute
to such a deserving issue (Bajocco et al. 2012). While income is a significant variable determining
the development stage of a region—having feedback effects on the environment through indirect
mechanisms by e.g., increasing the demand for higher environmental quality—the process itself is
assumed to be more complex as several other variables can take part in the same relationship (Salvati
and Zitti 2005). However, assuming per-capita value-added as a proxy of the economic performances
of a local district, with local regressions based on the income level as the unique predictor provides an
honest estimation of the spatially varying extent and direction of the income–environment relationship
(considering together the local R2 and slope coefficients). Districts with high R2 and a highly positive
(or negative) slope coefficient are those where the income–environment relationship was more intense.
Districts with moderate R2 and a low slope coefficient delineate a less intense income–environment
linkage, possibly shaped by territorial characteristics and peculiar social contexts. In both cases, these
results inform policies that may specifically impact processes of change at a local scale, avoiding
generalized approaches to mitigate land degradation. At the same time, the results of a local-scale
analysis may confirm how integrated policy measures at different spatial scales represent a coherent
response against the multiple factors contributing to desertification risk (Kairis et al. 2015)

The empirical exercise proposed in this commentary outlines the importance of fine-grained
territorial data of the environment–economy relationship analyzed through spatially explicit local
techniques (Scarascia et al. 2006). Lack of geo-referenced point data (or high-resolution, polygon or grid
aggregate information), especially for key socio-economic variables, limits the applicability of spatially
explicit analysis of local income–environment relationships. Even in advanced countries, relatively little
(comparable) information on the environment–economy relationship is available at the different spatial
levels (regions, districts, municipalities, ecological/agricultural units, and homogeneous domains of
environmental interest/relevance). The reasons at the base of such a data shortage include (i) the
difficult assessment of some environmental processes at the disaggregated spatial scales; (ii) the
different importance of biophysical, social, economic, institutional, political, and cultural drivers, and
(iii) non-linear and multivariate interactions among these drivers (Salvati and Carlucci 2010). An even
more complex issue is the selection of an adequate temporal scale of investigation when deriving
a theoretical framework for the environment–economy relationship (Incerti et al. 2007). This issue
depends on the fact that environmental degradation processes do not follow linear dynamics, being
instead linked to point or widespread sources of emissions and depending on different biophysical
processes and/or interactions (Rodrigo-Comino et al. 2018; Cerdà et al. 2010).

The systematic collection of information, especially when it is based on field surveys and statistical
sampling, is often carried out for merely administrative purposes (Salvati 2016). At the same time,
official environmental reporting is based primarily on regionalized information collected at aggregate
spatial units of administrative nature and relevance. These domains are unsuitable for analysis and
interpretation of phenomena that do not directly follow the political boundaries of a state, a region or a
prefecture. Remote sensing can overcome some constraints in the analysis of environmental processes,
providing spatial information on regular geometry lattices, i.e., grids (Bajocco et al. 2012). However,
only some specific processes of environmental degradation can be permanently monitored considering
the outcome of satellite imagery elaboration alone (Bajocco et al. 2011). More frequently, remote sensing
results require integration with ancillary (direct) field surveys, official statistics, and digital mapping to
provide an appropriate evaluation of complex environmental degradation processes. Environmental
statistics have, in turn, a less solid and prolonged tradition over time than those related to social and
economic issues, improved for a long time through censuses, sample surveys and the use of strictly
administrative sources (e.g., population and business registers).

Environmental surveys considering small sample sizes sometimes have estimation errors that do
not allow a particularly reliable spatial analysis. The growing use of spatially explicit methodologies
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and integrated management of geo-referenced databases (e.g., Geographic Information Systems),
better integration with satellite imagery, and the increasing diffusion of geostatistical techniques, are
elements that envisage a greater availability of quantitative information and reliable environmental
measures (Salvati and Zitti 2009c). At the same time, further research efforts should be devoted to
identifying ecologically relevant spatial units, proposing a new view of the environment–economy
from a non-economic perspective (Salvati and Zitti 2009b). As many studies highlight, regional and
local administrative units are often under-representative of complex environmental dynamics at the
base of degradation processes, affecting the estimation of EKC (Esposito et al. 2018). These units should
be designed to allow a comparative analysis of meaningful environmental indicators and integration
with reliable socio-economic variables. Being grounded on criteria of ecological homogeneity, these
domains are optimal to depict the impact of environmental policies at both regional and local levels
of governance (Özokcu and Özdemir 2017). Based on these premises, the spatial variability of the
environment–economy relationship characteristic of a given territorial context and the ecological
process, can be interpreted as a key dimension in monitoring programs and policy strategies (Katircioğlu
and Katircioğlu 2018). The intrinsic influence on the environment–economy relationships indicates
costs and benefits when adopting different but spatially coordinated disaggregated analysis’ levels.

6. Conclusions

Since the EKC is a rather simplistic assumption of the complex environment–economy relationships,
the underlying mechanisms were mostly seen as statistically automatic and not causative. As clearly
highlighted in the exercise proposed in this commentary, the value-added of the EKC hypothesis was to
provide further insights into the decentralized environment–economy dynamics. While cross-country
analysis may represent a fruitful research issue in ecological economics, moving to disaggregated
analysis’ scales and spatially explicit approaches is a strategy containing technical problems associated
with the comparison of aggregated data from different countries. Reflecting endogenous dynamics
of de-coupling (or re-linking) wealth and environmental quality, the increasing gap between low-
and high-income areas suggests that the role of mitigation-oriented policies and their impact on
ecosystems is differentiated across regions. As clarified in our empirical exercise, spatially explicit
approaches to EKC—particularly useful in the analysis of the intrinsic environment–income relationship
of diffused processes of ecological degradation require the use of refined elementary data and variables
derived from official statistics, whose collection should move from strictly administrative domains
to innovative territorial units based on homogeneous socio-economic criteria and with relevance for
environmental assessment.

Italy represents an example of the possible increasing gap, fuelled by the income-driven dynamics
emerging between lower and higher-income areas. The different role of mitigation-oriented policies
and their impact on desertification risk in the northern and southern regions of the country can be
extensively analyzed using our approach (Salvati and Zitti 2009b). In such a context, coordination of
multi-scale (national, regional, local) and multi-target (economic, social, environmental) policies is
expected to improve the effectiveness of strategies mitigating desertification risk (Briassoulis 2005).
In this regard, focusing on locally-based EKCs provides indications to inform place-specific policies
under comparable socio-economic contexts and biophysical conditions. Intimate knowledge of the
local relations between the economy and the environment makes it possible to translate centralized and
generalized intervention strategies into the specificity of each regional context, mitigating degradation
processes more effectively. A decentralized and locally based response to environmental degradation
stimulates a more rapid adaptation to external shocks, enhancing the resilience capacity of local
economic systems. While consensus on optimal indicators and methodologies for local EKCs does not
exist, different measures and approaches have different implications and interpretations. For instance,
composite indexes should be preferred when assessing more complex environmental phenomena.
Cross-scale integration of policy measures (e.g., environmental measures at the individual level, social
measures at the municipal level, economic policies at regional or national levels) may represent a
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coherent response to spatially differentiated drivers of change. In such a context, spatially coordinated
multi-scale policies are expected to improve the effectiveness of mitigation and adaptation strategies to
any process of environmental degradation in the light of sustainable development.

Author Contributions: Conceptualization, L.S. and A.C.; methodology, E.M.M. and J.R.-C.; investigation, F.G.
and J.R.-C.; resources, E.M.M.; writing—original draft preparation, E.C. and L.S.; writing—review and editing,
F.G., J.R.-C. and E.M.M.; visualization, A.C. and J.R-C.; supervision, A.C. and J.R-C.; project administration, E.C.;
funding acquisition, F.G. All authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Conflicts of Interest: The authors declare no conflict of interest.

References

Agras, Jean, and Duane Chapman. 1999. A Dynamic Approach to the Environmental Kuznets Curve Hypothesis.
Ecological Economics 28: 267–77. [CrossRef]

Akhtar-Schuster, Mariam, Lindsay C. Stringer, Alexander Erlewein, Graciela Metternicht, Sara Minelli, Uriel Safriel,
and Stefan Sommer. 2017. Unpacking the concept of land degradation neutrality and addressing its operation
through the Rio Conventions. Journal of Environmental Management 195: 4–15. [CrossRef] [PubMed]

Alam, Md. Mahmudul, Md. Wahid Murad, Abu Hanifa Md. Noman, and Ilhan Ozturk. 2016. Relationships among
Carbon Emissions, Economic Growth, Energy Consumption and Population Growth: Testing Environmental
Kuznets Curve Hypothesis for Brazil, China, India and Indonesia. Ecological Indicators 70: 466–79. [CrossRef]

Aldy, J. E. 2016. An Environmental Kuznets Curve Analysis of U.S. State-Level Carbon Dioxide Emissions. The
Journal of Environment & Development 14: 48–72. [CrossRef]

Ali, Kamar, Mark D. Partridge, and M. Rose Olfert. 2016. Can Geographically Weighted Regressions Improve
Regional Analysis and Policy Making? International Regional Science Review 30: 300–29. [CrossRef]

Andreoni, James, and Arik Levinson. 2001. The Simple Analytics of the Environmental Kuznets Curve. Journal of
Public Economics 18: 269–86. [CrossRef]

Anselin, Luc. 2001a. Spatial Effects in Econometric Practice in Environmental and Resource Economics. American
Journal of Agricultural Economics 83: 705–10. [CrossRef]

Anselin, L. 2001b. Rao’s score test in spatial econometrics. Journal of Statistical Planning and Inference 97: 113–39.
[CrossRef]

Ansuategi, Alberto. 2003. Economic Growth and Transboundary Pollution in Europe: An Empirical Analysis.
Environmental and Resource Economics 26: 305–28. [CrossRef]

Arrow, Kenneth, Bert Bolin, Robert Costanza, Partha Dasgupta, Carl Folke, C. S. Holling, Bengt-Owe Jansson,
Simon Levin, Karl-Goran Maler, Charles Perrings, and et al. 1995. Economic Growth, Carrying Capacity,
and the Environment. Ecological Economics 15: 91–95. [CrossRef]

Auffhammer, Maximilian, and Richard T. Carson. 2008. Forecasting the Path of China’s CO2 Emissions Using
Province-Level Information. Journal of Environmental Economics and Management 55: 229–47. [CrossRef]

Awaworyi Churchill, Sefa, John Inekwe, Kris Ivanovski, and Russell Smyth. 2018. The Environmental Kuznets
Curve in the OECD: 1870–2014. Energy Economics 75: 389–99. [CrossRef]

Bajocco, Sofia, Luca Salvati, and Carlo Ricotta. 2011. Land Degradation versus Fire: A Spiral Process? Progress in
Physical Geography: Earth and Environment 35: 3–18. [CrossRef]

Bajocco, Sofia, Antonella De Angelis, and Luca Salvati. 2012. A Satellite-Based Green Index as a Proxy for
Vegetation Cover Quality in a Mediterranean Region. Ecological Indicators 23: 578–87. [CrossRef]

Balado-Naves, Roberto, José Francisco Baños-Pino, and Matías Mayor. 2018. Do Countries Influence Neighbouring
Pollution? A Spatial Analysis of the EKC for CO2 Emissions. Energy Policy 123: 266–79. [CrossRef]

Barbier, Edward B., Joanne C. Burgess, and Anil Markandya. 1991. The Economics of Tropical Deforestation.
Ambio 20: 55–58. [CrossRef]

Barrett, Scott, and Kathryn Graddy. 2000. Freedom, Growth, and the Environment. Environment and Development
Economics 5: 433–56. [CrossRef]

Berrens, Robert P, Alok K Bohara, Kishore Gawande, and Pingo Wang. 1997. Testing the Inverted-U Hypothesis
for US Hazardous Waste: An Application of the Generalized Gamma Model. Economics Letters 55: 435–40.
[CrossRef]

48



Economies 2020, 8, 74

Bilgili, Faik, Emrah Koçak, and Ümit Bulut. 2016. The Dynamic Impact of Renewable Energy Consumption on
CO2 Emissions: A Revisited Environmental Kuznets Curve Approach. Renewable and Sustainable Energy
Reviews 54: 838–45. [CrossRef]

Bimonte, Salvatore. 2002. Information Access, Income Distribution, and the Environmental Kuznets Curve.
Ecological Economics 41: 145–56. [CrossRef]

Bimonte, Salvatore, and Arsenio Stabile. 2017a. Land Consumption and Income in Italy: A Case of Inverted EKC.
Ecological Economics 131: 36–43. [CrossRef]

Bimonte, Salvatore, and e Arsenio Stabile. 2017b. EKC and the Income Elasticity Hypothesis Land for Housing or
Land for Future? Ecological Indicators 73: 800–8. [CrossRef]

Bimonte, Salvatore, and Arsenio Stabile. 2019. The Effect of Growth and Corruption on Soil Sealing in Italy:
A Regional Environmental Kuznets Curve Analysis. Environmental and Resource Economics 74: 1497–518.
[CrossRef]

Boyce, James K. 1994. Inequality as a Cause of Environmental Degradation. Ecological Economics 11: 169–78.
[CrossRef]

Bradford, David F, Rebecca Schlieckert, and Stephen H Shore. 2000. The Environmental Kuznets Curve: Exploring
A Fresh Specification. Working Paper 8001. Contributions to Economic Analysis & Policy 4: 5. [CrossRef]

Brenner, Neil. 2003. Metropolitan Institutional Reform and the Rescaling of State Space in Contemporary Western
Europe. European Urban and Regional Studies 10: 297–324. [CrossRef]

Briassoulis, H. 2005. Policy Integration for Complex Environmental Problems: The Example of Mediterranean
Desertification. London: Routledge.

Bruvoll, Annegrete, and Hege Medin. 2003. Factors behind the Environmental Kuznets Curve. A Decomposition
of the Changes in Air Pollution. Environmental and Resource Economics 24: 27–48. [CrossRef]

Bruvoll, Annegrete, Taran Fæhn, and Birger Strøm. 2003. Quantifying Central Hypotheses on Environmental
Kuznets Curves for a Rich Economy: A Computable General Equilibrium Study. Scottish Journal of Political
Economy 50: 149–73. [CrossRef]

De Bruyn, Sander M. 1997. Explaining the Environmental Kuznets Curve: Structural Change and International
Agreements in Reducing Sulphur Emissions. Environment and Development Economics 2: 485–503. [CrossRef]

de Bruyn, S. M, J. C. J. M van den Bergh, and J. B Opschoor. 1998. Economic Growth and Emissions: Reconsidering
the Empirical Basis of Environmental Kuznets Curves. Ecological Economics 25: 161–75. [CrossRef]

Carson, Richard T. 2010. The Environmental Kuznets Curve: Seeking Empirical Regularity and Theoretical
Structure. Review of Environmental Economics and Policy 4: 3–23. [CrossRef]

Caviglia-Harris, Jill L., Dustin Chambers, and James R. Kahn. 2009. Taking the “U” out of Kuznets: A
Comprehensive Analysis of the EKC and Environmental Degradation. Ecological Economics 68: 1149–59.
[CrossRef]

Cavlovic, Therese A., Kenneth H. Baker, Robert P. Berrens, and Kishore Gawande. 2000. A Meta-Analysis of
Environmental Kuznets Curve Studies. Agricultural and Resource Economics Review 29: 1–11. [CrossRef]

Cecchini, Massimo, Ilaria Zambon, Antonella Pontrandolfi, Rosario Turco, Andrea Colantoni, Anastasios Mavrakis,
and Luca Salvati. 2019. Urban Sprawl and the ‘Olive’ Landscape: Sustainable Land Management for ‘Crisis’
Cities. GeoJournal 84: 237–55. [CrossRef]

Cerdà, A., H. Lavee, A. Romero-Díaz, J. Hooke, and L. Montanarella. 2010. Preface: Soil erosion and degradation
in mediterranean type ecosystems. Land Degradation and Development 21: 71–74. [CrossRef]

Chelleri, L., T. Schuetze, and L. Salvati. 2015. Integrating Resilience with Urban Sustainability in Neglected
Neighborhoods: Challenges and Opportunities of Transitioning to Decentralized Water Management in
Mexico City. Habitat International 48: 122–30. [CrossRef]

Chelli, Francesco, and Luisa Rosti. 2002. Age and gender differences in Italian workers’ mobility. International
Journal of Manpower 23: 313–25. [CrossRef]

Chimeli, Ariaster B. 2007. Growth and the Environment: Are We Looking at the Right Data? Economics Letters 96:
89–96. [CrossRef]

Choumert, Johanna, Pascale Combes Motel, and Hervé K. Dakpo. 2013. Is the Environmental Kuznets Curve
for Deforestation a Threatened Theory? A Meta-Analysis of the Literature. Ecological Economics 90: 19–28.
[CrossRef]

49



Economies 2020, 8, 74

Ciommi, Mariateresa, Francesco M. Chelli, Margherita Carlucci, and Luca Salvati. 2018. Urban Growth and
Demographic Dynamics in Southern Europe: Toward a New Statistical Approach to Regional Science.
Sustainability 10: 2765. [CrossRef]

Ciriaci, Daria, and Daniela Palma. 2008. The Role of Knowledge-Based Supply Specialisation for Competitiveness:
A Spatial Econometric Approach*. Papers in Regional Science 87: 453–75. [CrossRef]

Cole, Matthew A. 2007. Corruption, Income and the Environment: An Empirical Analysis. Ecological Economics 62:
637–47. [CrossRef]

Dasgupta, Susmita, Benoit Laplante, Hua Wang, and David Wheeler. 2002. Confronting the Environmental
Kuznets Curve. Journal of Economic Perspectives 16: 147–68. [CrossRef]

Dasgupta, Susmita, Kirk Hamilton, Kiran D. Pandey, and David Wheeler. 2006. Environment during Growth:
Accounting for Governance and Vulnerability. World Development 34: 1597–611. [CrossRef]

Deacon, Robert T., and Catherine S. Norman. 2006. Does the Environmental Kuznets Curve Describe How
Individual Countries Behave? Land Economics 82: 291–315. [CrossRef]

Delfanti, Lavinia, Andrea Colantoni, Fabio Recanatesi, Massimiliano Bencardino, Adele Sateriano, Ilaria Zambon,
and Luca Salvati. 2016. Solar Plants, Environmental Degradation and Local Socioeconomic Contexts: A
Case Study in a Mediterranean Country. Environmental Impact Assessment Review 61: 88–93. [CrossRef]

Destek, Mehmet Akif, and Samuel Asumadu Sarkodie. 2019. Investigation of Environmental Kuznets Curve for
Ecological Footprint: The Role of Energy and Financial Development. Science of The Total Environment 650:
2483–89. [CrossRef]

Destek, Mehmet Akif, Recep Ulucak, and Eyup Dogan. 2018. Analyzing the Environmental Kuznets Curve for the
EU Countries: The Role of Ecological Footprint. Environmental Science and Pollution Research 25: 29387–96.
[CrossRef]

Dinda, Soumyananda. 2004. Environmental Kuznets Curve Hypothesis: A Survey. Ecological Economics 49: 431–55.
[CrossRef]

Dumanski, J., W. W. Pettapiece, and R. J. McGregor. 1998. Relevance of Scale Dependent Approaches for
Integrating Biophysical and Socio-Economic Information and Development of Agroecological Indicators.
Nutrient Cycling in Agroecosystems 50: 13–22. [CrossRef]

Esposito, Piero, Fabrzio Patriarca, Luigi Perini, and Luca Salvati. 2016. Land Degradation, Economic Growth and
Structural Change: Evidences from Italy. Environment, Development and Sustainability 18: 431–48. [CrossRef]

Esposito, Piero, Fabrizio Patriarca, and Luca Salvati. 2018. Tertiarization and Land Use Change: The Case of Italy.
Economic Modelling 71: 80–86. [CrossRef]

Expósito, Alfonso, María Pablo-Romero, and Antonio Sánchez-Braza. 2019. Testing EKC for Urban Water Use:
Empirical Evidence at River Basin Scale from the Guadalquivir River, Spain. Journal of Water Resources
Planning and Management 145: 04019005. [CrossRef]

Ferrara, Agostino, Claire Kelly, Geoff A. Wilson, Angelo Nolè, Giuseppe Mancino, Sofia Bajocco, and Luca Salvati.
2016. Shaping the Role of <fast> and <Slow> Drivers of Change in Forest-Shrubland Socio-Ecological
Systems. Journal of Environmental Management 169: 155–66. [CrossRef]

Fingleton, Bernard. 2016. Externalities, Economic Geography, And Spatial Econometrics: Conceptual and
Modeling Developments. International Regional Science Review. [CrossRef]

Fotheringham, A. S., C. Brunsdon, and M. Charlton. 2002. Geographically Weighted Regression: The Analysis of
Spatially Varying Relationships. Hoboken: Wiley.

Franceschi, Dina, and James R. Kahn. 2003. Beyond strong sustainability. International Journal of Sustainable
Development & World Ecology 10: 211–20. [CrossRef]

Galeotti, Marzio. 2007. Economic Growth and the Quality of the Environment: Taking Stock. Environment,
Development and Sustainability 9: 427–54. [CrossRef]

Galeotti, Marzio, Alessandro Lanza, and Francesco Pauli. 2006. Reassessing the Environmental Kuznets Curve for
CO2 Emissions: A Robustness Exercise. Ecological Economics 57: 152–63. [CrossRef]

Geoff, A. Wilson, and Meri Juntti, eds. 2005. Unravelling Desertification. Wageningen: Wageningen Academic
Publishers. [CrossRef]

Gigliarano, Chiara, and Francesco Maria Chelli. 2016. Measuring Inter-Temporal Intragenerational Mobility: An
Application to the Italian Labour Market. Quality & Quantity 50: 89–102. [CrossRef]

Gill, Abid Rashid, Kuperan K. Viswanathan, and Sallahuddin Hassan. 2017. Is Environmental Kuznets Curve Still
Relevant? International Journal of Energy Economics and Policy 7: 156–65.

50



Economies 2020, 8, 74

Harbaugh, William, Arik Levinson, and David Wilson. 2000. Reexamining the Empirical Evidence for an
Environmental Kuznets Curve. Working Paper 7711. The Review of Economics and Statistics 84: 541–51.
[CrossRef]

Heerink, Nico, Abay Mulatu, and Erwin Bulte. 2001. Income Inequality and the Environment: Aggregation Bias
in Environmental Kuznets Curves. Ecological Economics 38: 359–67. [CrossRef]

Heidkamp, C. Patrick. 2008. A Theoretical Framework for a ‘Spatially Conscious’ Economic Analysis of
Environmental Issues. Geoforum 39: 62–75. [CrossRef]

Hill, Robert J., and Elisabetta Magnani. 2002. An Exploration of the Conceptual and Empirical Basis of the
Environmental Kuznets Curve. Australian Economic Papers 41: 239–54. [CrossRef]

Incerti, G., E. Feoli, L. Salvati, A. Brunetti, and A. Giovacchini. 2007. Analysis of Bioclimatic Time Series and Their
Neural Network-Based Classification to Characterise Drought Risk Patterns in South Italy. International
Journal of Biometeorology 51: 253–63. [CrossRef] [PubMed]

Jaffe, Adam B., Richard G. Newell, and Robert N. Stavins. 2005. A Tale of Two Market Failures: Technology and
Environmental Policy. Ecological Economics 54: 164–74. [CrossRef]

James, Alexander N. 1999. Agricultural Land Use and Economic Growth: Environmental Implications of the
Kuznets Curve. International Journal of Sustainable Development 2: 530–53. [CrossRef]

Jha, Raghbendra, and K. V. Bhanu Murthy. 2003. An Inverse Global Environmental Kuznets Curve. Journal of
Comparative Economics 31: 352–68. [CrossRef]

Kahuthu, A. 2006. Economic Growth and Environmental Degradation in a Global Context. Environment,
Development and Sustainability 8: 55–68. [CrossRef]

Kaika, Dimitra, and Efthimios Zervas. 2013a. The Environmental Kuznets Curve (EKC) Theory. Part B: Critical
Issues. Energy Policy 62: 1403–11. [CrossRef]

Kaika, Dimitra, and Efthimios Zervas. 2013b. The Environmental Kuznets Curve (EKC) Theory—Part A: Concept,
Causes and the CO2 Emissions Case. Energy Policy 62: 1392–402. [CrossRef]

Kairis, O., C. Karavitis, A. Kounalaki, L. Salvati, and C. Kosmas. 2013. The Effect of Land Management Practices
on Soil Erosion and Land Desertification in an Olive Grove. Soil Use and Management 29: 597–606. [CrossRef]

Kairis, Orestis, Christos Karavitis, Luca Salvati, Aikaterini Kounalaki, and Kostas Kosmas. 2015. Exploring
the Impact of Overgrazing on Soil Erosion and Land Degradation in a Dry Mediterranean Agro-Forest
Landscape (Crete, Greece). Arid Land Research and Management 29: 360–74. [CrossRef]

Karamesouti, M., V. Detsis, A. Kounalaki, P. Vasiliou, L. Salvati, and C. Kosmas. 2015. Land-Use and Land
Degradation Processes Affecting Soil Resources: Evidence from a Traditional Mediterranean Cropland
(Greece). Catena 132: 45–55. [CrossRef]
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Abstract: This study investigates the relationship between natural resource rents, human development
and economic growth in Sudan using co-integration and vector error correction modelling (VECM)
over the period 1970–2015. Institutions proved to play a role in determining a difference in whether a
country is cured or blessed by resource abundance. In the case of Sudan, no time series data is available
on institutional quality and is therefore excluded from the analysis. The role of institutions and
macroeconomic policies is captured by other variables included in the empirical model. Co-integration
tests confirm the existence of a long run equilibrium relationship between resource rents, human
development and economic growth in Sudan. Empirical evidence from the estimated VECM shows
that economic growth is positively affected by resource rents and development expenditure but
surprisingly negatively affected by life expectancy at birth in the short run. In the long run, resource
rents, school enrolment, life expectancy and financial development have negative significant effects
on economic growth. Only development expenditure is found to affect economic growth positively.
Resource rents are found to weaken education and health levels and this is indirectly channeled into
negative effects of resource rents on economic growth. These results suggest that the government
has been neglecting investments to build up human capital necessary for inclusive growth. Long
run Granger causality tests show a unidirectional causal relationship running from resource rents
to GDP growth as well as from development expenditure to GDP growth. School enrollment, life
expectancy and financial development are found to be negatively Granger causing GDP growth. Long
run causal relationships reconfirm that a resource curse exists indirectly mediated by weak human
capital. The study recommends that the government should manage natural resource rents with a
policy framework supporting creation of a virtuous economic circle between human development
and economic growth. If pursued, this would promote sustained, inclusive and equitable growth
in Sudan.

Keywords: resource rents; human development; development expenditure; financial development;
economic growth; co-integration; VECM; Sudan

1. Introduction

Natural resources play important roles in economic growth of any country. Natural, man-made
and human capitals are conventional factors of economic growth and represent the main components
in environmental sustainability accounting. In developing countries, natural capital supplements
man-made capital, if not substituting it in production. For example, resource revenues and taxes can be
used by governments to finance infrastructure projects and human capital formation, which generate
economic growth. Revenues from natural resources in capital-scarce developing countries supplement
limited fiscal capacity of governments for spending in human capital assets (Venables 2016; Sabine et
al. 2016). But, it proved difficult to transform resource revenues into productive assets in resource-rich
countries, Venables (2016), and natural resources have negative effects on provision of productive
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infrastructures, Sarr and Wick (2010). van der Ploeg and Poelhekke (2009) show that volatility of
resource rents in particular contributes to poor planning and disturbs government spending. It has
also been pointed out that in resource abundant countries policy frameworks are not strong enough to
support implementation of sound fiscal policy in taxing and spending (Daniel et al. 2013). Rather than
accumulating productive assets, it has been found that resource abundance crowds out human capital
in education and investment and thus hinders economic growth (Gylfason 2001a, 2001b; Gylfason
and Zoega 2003, 2006; Gylfason et al. 1999; Cockx and Francken 2015). The same crowding out
effect of resource abundance is found in investment in health (Cockx and Francken 2014). To put it
conversely, managing resources in ways that prioritize investments in human capital formation can
play a significant role in economic growth, its quality and inclusiveness (Mejía 2012; World Bank 2011).

Sudan is a typical case of resource abundance. Since the late 1990s the Sudan economy becomes
resource-dependent as oil exports as percentage of total exports amounted to 97 percent and resource
revenues as a percentage of total revenue amounted to 55 percent over the period 2000–2012. Meanwhile,
Sudan has deficient productive infrastructures, low human capital investments and outcomes resulting
in poor economic growth. In particular, the country has experienced increasing resource rents since the
mid-1990s, which could have been a real opportunity to finance investments in education and health,
leading to human development and promoting inclusive growth. However, resource revenues and
rents in Sudan have likely been squandered, aggravated by unstable economic policies, weak political
institutions, bad governance and international resource market shocks. These factors have given the
country a case of resource curse (RC).

This study adds to the debate on the RC with empirical testing from Sudan. It investigates the
direct effect of resource rents on economic growth, and the indirect effects of resource rents on economic
growth channeled through education and health. The case of Sudan is interesting for three reasons.

First, this study addresses the relevance of the RC in the case of Sudan as a single developing
country. Sudan is endowed with vast and diverse natural resources including arable lands, water, oil
and mineral resources. But the country has failed to achieve positive and stable economic growth rates
since the 1970s.

Secondly, a nexus of resource rents, human development and growth is dynamically examined
over a period of 46 years spanning over 1970–2015. This is a relatively long period to capture the
historical processes of growth with resource rents in a single country. Panel country studies suffer the
weakness of capturing such historical process on the RC (Lederman and Maloney 2008). Cross-sectional
growth regressions, which are often used in investigations of the RC, have also been criticized for
suffering from omitted variable bias because of the correlation between the initial income and the
omitted initial level of productivity (van der Ploeg 2011).

Thirdly, the current study scrutinizes Elwasila Saeed Elamin (2017a) who finds a positive
relationship between health and economic growth in Sudan but without consideration of the role of
resource abundance.

Sudan has been performing poorly in human capital formation—both in terms education and
health, despite remarkable annual economic growth records backed with an oil boom over the period
1999–2012. Resource rents as a percentage of gross domestic product (GDP) have been fluctuating
from almost zero in the early seventies to as high as 21.76 in 2008, down to 8.64 in 2013 and further
down to 4.20 in 2015. Over the period 1999–2012, natural resource exports as a percentage of total
exports amounted to 97 percent and resource revenues as a percentage of total revenue amounted
to 55 percent (Ministry of Finance and National Economy 2000–2013) of Sudan, Annual Economic
Reports 2000–2013). These percentage contributions indicate the importance of natural resources to
economic growth and place Sudan within a group of 51 countries classified by the IMF as resource-rich
countries over the period 2000–2006 (Venables 2016). Sudan’s annual current GDP growth averaged
4.28 percent over the period 1970–2015. It averaged 4.97 percent over the period 1990–2012. Sudan
achieved the highest average GDP growth of 5.24 percent over the period of the oil boom (1999–2012).
Immediately after losing oil revenues due to secession of South Sudan in July 2011, Sudan’s current
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GDP growth declined to minus 2.09 percent over the two years of 2011 and 2012. Real GDP growth
rates have also been trending up positively over the period 1999 to 2012 in line with increasing oil
revenues and rents. Over that period economic growth was also associated with a one-digit inflation
rate and stable prices and exchange rate. But real GDP growth rate declined to negative records in 2012
and 2013, due to sharp decline of oil revenues. GDP growth again started to trend upward in 2014
and 2015, with increasing gold extraction and revenues. On the other hand, achievements in human
development indicators have been low and slow over the period 1970–2015. For example, net primary
school enrollment was 21.78 in 1970, increased to 26.52 in 1998, to 40.23 in 2000 and stood at 45.78 in
2015. Education expenditure as percentage of gross national income has increased from 3.70 in 1971 to
3.93 in 1980, but it has been decreasing since then to reach 2.18 in 2015. The lowest values of primary
school enrollment were recorded over the period of the booming oil sector (1999–2012). Government
expenditure on education as a percentage of GDP averaged 1.90 over the period 1999–2012, indicating
a massive gap of 3.10 from the 5 percent suggested by the Educational for All initiative of the United
Nations. Life expectancy at birth was 51.74 years in 1970, increased to 57.34 years in 1998 and stood at
63.92 years in 2015. Public health spending as percentage of GDP averaged 1.02 percent over the period
1970–2015, and was slightly higher at 1.61 in the sub-period of 1999–2012 (World Bank 2017a). Sudan
has also been performing poorly in terms of governance and institutions. For example, in 2015, Sudan
scored 3.94 in voice and accountability, 3.81 in political stability, 6.25 in government effectiveness,
4.81 in regulatory quality, 8.17 in rule of law and 2.40 in control of corruption (World Bank 2017b).
According to the Natural Resource Governance Institute (2017) in 2017, Sudan scored just 21 out of 100
points in resource governance index and ranked as 86 out of 89 oil and gas rich countries. Sudan also
scored the least value of an average of 0.27 in an institutional quality index constructed by Bakwena et
al. (2009) for a sample of 53 countries over the period 1984–2003.

In light of the above introduction, the objective of this study is to empirically investigate the
relationship between resource rents, human development and economic growth in Sudan over the
period 1970–2015. The study addresses this objective through two questions; (i) how resource rents
directly affect economic growth and (ii) how the effect of resource rents on human capital in terms of
education and health is indirectly channeled to economic growth?

2. Literature Review

Experiences of developing resource-rich countries reveal that these countries not only have slow
economic growth rates but that they are vulnerable to deterioration in all forms of capital. As such,
it has been argued that natural resource abundance is more of a curse than a blessing for many
developing countries (Brunnschweiler 2008) among many others. Karl (1997) uses the concept of
paradox of plenty in explaining the RC hypotheses in oil-rich countries, namely Venezuela, Nigeria
and Algeria, and concluded oil money depletes state capabilities. Even in well-established market
economies and democracies, Papyrakis and Gerlagh (2007) find a negative correlation across the United
States states between the growth rate of gross State product (GSP) and the share of the primary sector
as well as between the share of employment in mining and GSP.

However, findings of empirical studies on the relationship between resource abundance and
economic development are mixed, inconclusive and still controversial (Stern 2003; Stijns 2005;
Brunnschweiler and Bulte 2008). Lederman and Maloney (2008) state that existing empirical evidence
suggests that the curse remains elusive. This according to them is due to heterogeneity and the use
of weak indicators of resource endowments, and to the inability of econometric analysis based on
international data to capture historical growth processes. In contrast to the negative outcomes, Davis
and Tilton (2005) in a cross-section study find that resource abundance has a positive relationship with
economic development. Alexeev and Conrad (2009) show that large endowments of oil and minerals
have a positive effect on long-term economic growth. Meanwhile, most studies find that resource
abundance exerts negative effects on economic development within the context of RC, Havranek et al.
(2016). But, the RC, first coined by Auty (1993) is a relative concept stating that resource-rich countries
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have slower economic growth when compared with resource-poor countries. Existence and degree
of the RC has been explained in a political economy context with focus on the role of democracy,
rule of law, institutions and overall public policies and governance (Sachs and Warner 1995, 1997a,
1997b; Ascher 1999; Auty 2001a, 2001b, 2010; Auty and Sampsa 2001; Isham et al. 2005; Mehlum et al.
2006; Elbadawi and Soto 2015). In Sub Saharan (SSA) countries, Lundgren et al. (2013) stated that
transforming natural resource wealth into productive human, physical and financial assets is hindered
by weak institutional capacities in these countries. Another strand of literature in explaining the RC
focuses on the role of rent seeking (Bulte et al. 2005; Wick and Erwin 2006; Deacon and Ashwin 2012)
and conflicts and civil wars (Collier and Hoeffler 1998, 2004). van der Ploeg (2011) finds that resource
booms reinforce rent grabbing and civil conflict, especially if institutions are bad. Resource booms
induce corruption especially in nondemocratic countries, and resource rich developing economies
seem unable to successfully convert their depleting exhaustible resources into other productive assets
(van der Ploeg 2011). One prominent economic explanation of the RC is the Dutch Disease (DD)
hypothesis. The DD hypothesis states that increases in resource revenues lead to appreciation of
the domestic currency, which in turn enhances the non-tradable goods sector at the expense of the
non-resource exports sector. The outcome is described as deindustrialization Corden and Neary (1982)
and Corden (1984). Sachs and Warner (2001) show that natural resources crowd out manufacturing
due to depressed competitiveness of manufacturers in export markets. van der Ploeg (2011) finds that
resource abundance induces appreciation of the real exchange rate leading to deindustrialization and
bad growth. According to them these adverse effects are more severe with bad institutions, lack of rule
of law, corruption and underdeveloped financial systems. Warner (2015), for a sample of developing
countries, shows that huge economic rents are associated with booming prices of nonrenewable
resources and have no positive impacts outside the non-resource sectors. There are, however, some
exceptions among the resource-abundant countries suggesting that the RC could be avoided or at
least mitigated. Success stories are documented in Mehlum et al. (2011) for Norway, Havro and
Santiso (2008) in comparing oil-rich Norway and copper-rich Chile, Gelb and Grasmann (2010) for
Botswana, Chile, Indonesia and Malaysia. Upon critical discussions of findings of prominent studies
on the RC, Peretto (2008) distinguishes between the effect of resource abundance on income growth
and on welfare change. The author finds that while income and welfare are hump-shaped functions
of resource abundance, the welfare effect depends on the whole path of consumption. The author
argues that such distinction applies to all explanations of the curse including future research in the
field. Mehrara and Javad (2015) descriptively investigate the effect of resource rents on economic
growth in Iran and MENA countries, concluding that natural resources have been more of a curse
than a blessing. Meanwhile, their empirical findings from an ordinary least square (OLS) model show
that resource rents have positive and significant effect on economic growth. This controversy becomes
a bit more complicated when human capital is included, together with government policies toward
education and health sectors in resource-rich developing countries. However, Maty (2012) shows that
education and economic institutions play no important role on whether a country is blessed or cursed
by resources and the differing experiences are mainly explained by level of democracy. Review and
assessment of the RC literature can be found in Stevens et al. (2015) and an elaborative survey can be
found in Frankel (2012).

It seems from the empirical literature that the debate on existence of the RC evolves around three
contexts, which are:

(i) how resource abundance and intensity is measured,
(ii) type of resources (point vs. diffuse sources), and
(iii) type of econometric setting and modeling adopted.

Some examples suffice to show this. Leite and Weidmann (1999) used resource exports over
gross national product (GNP) in a cross-section study and found that resource abundance impedes
growth through creation of rent seeking and corruption. Ross (2001) used resource rents over GDP
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in a panel data study and found that while exports of oil and mineral are strongly associated with
authoritarian rule, exports of agricultural goods were not. Bhattacharyya and Collier (2013) in a panel
data study found that rents from mineral resources reduce the public capital stock, while rents from
forestry and agriculture do not. Dietz et al. (2007) used natural resource exports over total exports in a
panel data study and found that resource abundance has a negative effect on genuine saving. They
argued that this effect can be mitigated by improvement of quality of governance. Boschini et al. (2013)
used natural resource exports over GDP in panel and cross section study and found that ores and
metals rents with low institutional quality have a negative effect on growth. Beck (2011) used natural
resource exports over total exports in a cross-section study and found that resource windfall leads to
underinvestment in the financial sector with long-term negative effects on economic growth. Beck and
Steven (2017), in a panel data of 150 countries using structural vector autoregressive (VAR) models,
found that natural resources undermine the development of the financial sector.

Investigations of the RC hypothesis need to be placed in the context of sustainability. This is
simply because the RC is expected to be more associated with finite supply point-resources than with
diffuse resources. It is thus argued that rents from non-renewable resources should be invested in the
formation of physical capital (Hartwick 1977) or in renewable natural capital (Daly 1994). Hamilton
and Clemens (1999) show that changes in human capital shift the genuine saving rates upwards in low-
and high-income countries. Hamilton (2001) analyzed the sustainability of extractive economies and
found that the genuine saving rate declined with the depletion share of GDP in resource-dependent
economies in 1997. Neumayer (2004), for a sample of 20 countries, found that resource-intensive
economies grow slower in terms of genuine income, but the RC is weaker in terms of growth of
genuine income than growth of GDP. Hamilton et al. (2006) employed time series data on investment
and rents for 70 countries resource-abundant countries in the context of the Hartwick Rule. They
found that Venezuela, Trinidad and Tobago and Gabon would have produced as much capital as
South Korea, while Nigeria would have five times its current level. Arrow et al. (2012) developed
a comprehensive wealth measure including reproducible, human, natural capital and technological
change. They applied it to five countries, namely the United States, China, Brazil, India and Venezuela.
They show that technological change, natural and health capital fundamentally affect achievements in
sustainability. Apergis and Payne (2014) examined the impact of oil abundance on economic growth in
a number of Middle East and North African (MENA) countries for the period 1990–2013. Their results
show that better institutional quality reduces the unfavorable effect of oil reserves on the economy.

It is not only abundance of natural resources, but also the fluctuation of prices of these resources
that could have impacts on economic growth. Oil prices in particular are volatile and this volatility has
negative impacts on macroeconomic performance in both oil producing and oil consuming countries.
In oil consuming countries high price levels could reduce real wages, labor supply and demand for
energy and, accordingly, negatively affect economic growth. Zhang (2008) investigated the relationship
between oil price shocks and economic growth in Japan, and found that increases in oil prices have
a larger impact on growth than decreases in oil prices. However, for oil-exporting countries, higher
oil prices lead to increases in revenues, and if such booms lead to importation of capital goods and
investments, oil revenues should increase production and economic growth. Keikha et al. (2012)
investigated the impacts of oil prices on economic growth in 32 oil-rich countries, applying panel
co-integration and an error correction model. They showed that sufficiently high institutional quality
helps countries avoid the negative impacts of oil price fluctuations. They also found that trade openness
has a positive and significant effect on economic growth.

Human capital has received great deal of attention in the empirical literature of economic growth,
particularly in the context of the endogenous growth theory. The widely held argument is that human
capital in terms of good education and health has positive effect on economic growth (Romer 1990;
Barro and Lee 1994; Barro 1996, 2013; Sachs and Warner 1997b; Weil 2005). Bloom et al. (2004) in a
neoclassical growth model find that schooling and life expectancy positively contribute to economic
growth. However, such arguments and findings are challenged by the possibility of a resource curse
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in education and health. Resource abundance may lead to underinvestment in human capital, in
both education and health. Birdsall et al. (2001) state that resource-rich counties have low levels of
education such as Brazil, while resource-poor countries have high levels of education such as Korea.
These disincentives to invest in human capital are channeled into negative effects on economic growth.
Papyrakis and Gerlagh (2004) used natural resource production over GDP in a panel data study and
found that the natural resources have a negative impact on growth when considered in isolation, but
a positive impact on growth when schooling is included. In a sample of developed and developing
countries with pooled cross-section methods, Stijns (2006) found that resource abundance positively
correlated with both education and life expectancy while resource dependence negatively correlated
with both education and life expectancy. In contrast, Daniele (2011) in a panel data study found that
human development is negatively correlated with resource dependence, but positively correlated with
resource abundance. Pineda and Rodriguez (2010) show that exports of natural resources positively
correlate with both economic growth and changes in the Human Development Index. Kurtz and Brooks
(2011) empirically show that differences in human capital and trade openness make resource wealth
either a curse or a blessing. Shao and Yang (2014) explain the RC in models involving human capital
and the role of government in creating economic virtuous circle. They show that rise in the discount
rate, the elasticity of intertemporal substitution and resource prices adversely affect the virtuous circle,
while high-quality education and institutions prioritizing manufacturing are a necessary and sufficient
condition for forming the virtuous economic circle between human capital, resource abundance and
economic growth. Using panel data, Cockx and Francken (2014) show the existence a resource curse
in public health spending. Also, Cockx and Francken (2015) in a panel of 140 countries over the
period 1995–2009 found that resource rents, particularly from point-source resources, crowd-out public
expenditure on education.

Kim and Lin (2016) examined the effect of natural resources on education and health in a sample of
19 OECD and 36 Non-OECD countries. They found that natural resource dependence has a significant
positive effect on education but a negative effect on health. They also found that while agricultural
exports lower education and health, non-agricultural primary exports promote both. Ibrahim et al.
(2018) for 18 SSA countries show that government spending on education and health significantly
enhances inclusive growth. In particular, they show that increasing government expenditure on health
increases GDP per capita growth in these countries. In contrast, Oyinlola et al. (2019) examined how
human capital development and natural resource rent affect industrial development in a sample of 17
SSA, using a fixed effect model. Their findings reveal that spending on health has a direct dragging
effect and the negative effect is larger when rents are used for finance. However, they show that
the indirect impact of resource rents was negatively mediated through education and but positively
mediated through health. Studying economic growth in Uruguay over a period 1870–2014, Sandonato
and Willebald (2018) conclude that natural capital abundance itself is an endogenous process caused
by host of factors including human capital and terms of trade. Also, Santos (2018) finds that the gold
boom is a curse for long run growth in Colombia as it leads to decreases in school enrolment and hurts
capital accumulation through child labour.

Studies on resource rents, human development and economic growth in Sudan are rare.
Constantinos et al. (2014) applied an autoregressive distributed lag model to investigate the role of
institutions on economic growth in Sudan. They found that investment, trade openness and political
freedom index as a measure of institutional quality all have negative effects on GDP growth of Sudan
over the period 1972–2008. They found only population growth played a positive role. Arabi and
Abdalla (2013) used a three-stage OLS method, and found that school attainment and health have
positive and significant effects on economic growth in Sudan over the period 1982–2009. They found
that the state of technology has a detrimental effect on both economic growth and human development.
Nour (2010) shows that insufficient financial and human resources have hampered the potential role
of R and D in contributing towards development and adaptation of imported technologies in Sudan.
Selim and Zaki (2014) show Sudan as being among the Arab countries that experienced RC with
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conflicts and large borrowing. However, none of these studies consider the role of human capital in
the presence of resource abundance.

3. Analytical Framework and Econometric Modelling

3.1. Analytical Framework

This study establishes an analytical framework to investigate the relationship between resource
rents, human development and economic growth in Sudan without explicit inclusion of institutions.
Non-inclusion of a proxy to represent institutions is justified by two factors. First, the role of institution
is implicitly reflected in the inputs and output variables linked to resource rents in our model. Second,
there is no time series data for any proxy of institutional quality covering the period 1970–2015 in the
case of Sudan. Thus, the study addresses this relationship through the direct effect of total resource rents
(TRR) on GDP growth and via the indirect effects of TRR on GDP growth channeled through human
development in terms of education and health. Education is measured by the average school enrollment
(ASE) and health measured by life expectancy at birth (LE). Other variables which are important links
to resource rents and economic growth included in our model are development expenditure (DEY),
gross investment (INV), financial development measured by domestic credit provided by banks to
private firms (DCB) and current account deficit (CAD). The reason for the inclusion of DCB is that
resource abundance is found to undermine financial sector development in resource rich developing
countries. Also, inclusion of DCB follows the supply-leading hypothesis in that increasing the supply
of financial services leads to economic growth.

DEY and INV embody the extent of converting resource revenues and rents into productive assets
which are known to create economic growth. CAD is theoretically linked to economic growth, domestic
and foreign savings and resource rents, which in Sudan have been running low and are unsustainable
(Elwasila Saeed Elamin 2017b). CAD also reflects large borrowing and running down of foreign capital.
In order to capture these dynamic relationships, this study proposes an analytical framework in which
the effect of natural resource rents on economic growth is mainly mediated through its effect on DEY,
INV, ASE, LE, DCB and CAD as sketched in Figure 1.

 

Figure 1. Analytical Framework of Intermediation of Effects of Total Resource Rents on
Economic Growth.

In accordance with the objective of the study, the analytical framework enables us to set the
following two hypotheses:
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i. The direct effect of TRR on GDP growth is negative.
ii. The direct effect of TRR on education and health is hypothesized to be negative but it could be

positive (−)+, while the transmissible effects of education and health to GDP are hypothesized
to be positive but they could be negative +(−).

The analytical framework enables us to empirically test whether resource rents crowd out human
capital, and if so, the transmitted effect to economic growth should be negative. This framework is also
constructed in line with previous findings of empirical studies on resource abundance, rents, human
capital and economic growth. The model also serves as empirical test of the virtuous circle of natural
resource and human capital developed by Birdsall et al. (2001). This gives rise to the government role
on social and development expenditures in enhancing or breaking possible virtuous circle. The study
variables linked in the analytical framework above are defined as follows:

GDP is the current gross domestic product as conventionally defined and measured
TRR is the total rents from oil and forests as percentage of GDP and calculated from the World

Development Indicators (WDI), (World Bank 2017a).
DEY is development expenditure as percentage of GDP.
INV is gross investment, including public and private investments as percentage of GDP.
ASE is average school enrolment in primary education.
LE is life expectancy at birth; taken as the total number of years a new born is expected to live.

Because LE also serves as a proxy of other important variables, the relationship between LE and growth
is far from being immediate (Sen 1988).

DCB is domestic credit provided by the banks to the private sector as percentage of GDP.
CAD is current account deficit as percentage of GDP.
Data on all variables is processed from the WDI of the World Bank (2017a).

3.2. Econometric Analysis

3.2.1. Model Specification and Estimations

In line with the theoretical analytical framework set in Figure 1, the study uses a model of
aggregate production function to link and explain how resource rents affect economic growth in
presence of human capital represented by education and health. With exception of CAD, all variables
are expressed in natural logarithms (L) and the model is specified as follows:

L(GDP) = α+ β1L(TRR) + β2L(DEY) + β3L(INV)

+β4L(ASE) + β5L(LE) + β6L(DCB) + β7CAD + μ
(1)

After checking the time series properties in terms of their distribution, stationarity and
co-integration, the study builds and estimates a vector error correction model (VECM) to investigate
the short run dynamics and long run equilibrium relationships of growth with resource rents and
human development in Sudan. The study starts by visualizing the relationship between TRR and
economic growth rate (EGR) in Sudan. As shown in Figure 2 over the period 1998–2012, TRR has
grown faster than EGR, and in fact while the annual change of TRR averaged 1.16 percent, the annual
change of EGR averaged −0.08 percent. These growth paths suggest a sign of a resource curse. The
period 1998–2012 also showed a stable exchange rate of the Sudanese Pound against the US Dollar and
perhaps an appreciated exchange rate with increasing resource rents.
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Figure 2. Resource rents and economic growth rates in Sudan (1970–2015).

Figure 3 shows that resource rents over the period 1998–2011 were trending up faster than
development expenditure and domestic credit provided by banks. Investment as percentage of GDP
has been steadily declining. This suggests that resource rents were not converted into productive assets.

 

Figure 3. Resource rents, Development Expenditure, Investment and Financial Development in Sudan
(1970–2015).

3.2.2. Stationarity and Co-integration Test of the Time Series

In econometric modeling, time series variables need to be stationary for meaningful and
un-spurious regressions, Granger and Newbold (1974). This study uses the Augmented Dickey
Fuller (ADF) test, Dickey and Fuller (1981) and Phillips Perron (PP) test, Phillips and Perron (1988) to
examine presence of unit roots in the model variables. All variables are found to be non-stationary at
level, but they all turn to be stationary and integrated at first difference I(1) as presented in Table 1.
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Table 1. Unit toot test results.

ADF PP ADF PP

Level First Difference

L(GDP) −0.452 −0.480 ΔL(GDP) −6.135 * −6.135 *
L(TRR) −0.463 −0.585 ΔL(TRR) −6.745 * −6.174 *
L(DEY) −2.494 −2.476 ΔL(DEY) −7.729 * −8.490 *
L(INV) −2.983 −2.834 ΔL(INV) −6.341 * −11.805 *
L(ASE) 1.450 0.906 ΔL(ASE) −7.051 * −14.063 *
L(LE) 1.600 2.431 ΔL(LE) −5.268 * −5.322 *

L(DCB) −1.407 −1.550 ΔL(DCB) −4.971 * −4.995 *
CAD 0.150 −1.947 Δ(CAD) −8.944 * −9.494 *

* Indicates significance at 1% level, i.e., rejection of the hypothesis of no co-integration.

According to Granger (1986) and Engle and Granger (1987) if the series are individually stationary
after differencing but a linear combination of their levels is stationary then the series are said to
be cointegrated. Co-integration means existence of a long run equilibrium relationship among the
variables which can be tested by applying the multivariate vector error correction (VEC) techniques
of Johansen (1988) and Johansen and Johansen and Juselius (1990). We apply this method with
assumptions of constant only and constant and trend in the time series and we use the trace statistics
and the maximum Eigen value to establish co-integration. The tests indicate the existence of at least
two co-integrating vectors as presented in Table 2.

Table 2. Co-integration test results.

Intercept Intercept and Trend

H0 Eigen Value
Trace

Statistic
Max-Eigen

Statistic
Eigen Value

Trace
Statistic

Max-Eigen
Statistic

r = 0 0.744 226.663 * 58.573 * 0.899 288.297 * 98.529 *
r ≤ 1 0.711 168.090 * 53.412 * 0.713 189.768 * 53.649 *
r ≤ 2 0.562 114.678 * 35.470 0.591 136.119 * 38.430
r ≤ 3 0.503 79.207 * 30.038 0.504 97.689 * 30.120
r ≤ 4 0.435 49.169 * 24.526 0.435 67.569 * 24.526
r ≤ 5 0.275 24.643 13.817 0.401 43.043 * 22.023
r ≤ 6 0.185 10.826 8.784 0.248 21.020 12.235
r ≤ 7 0.046 2.042 2.042 0.185 8.784 8.784

Note: * denotes rejection of the null hypothesis at the 0.05 level.

Thus, a long run equilibrium relationship between resource rents, human capital and economic
growth in Sudan is established.

3.3. VECM Specification and Estimation

Based on the results of the order of integration and co-integration, a VECM corresponding to
Equation (1) is specified as follows:

ΔL(GDP)t−i = β0 + α1L(GDP)t−1 + α2L(TRR)t−1 + α3L(DEY)t−1 + α4L(INV)t−1

+α5L(ASE)t−1 + α6L(LE)t−1 + α7L(DCB)t−1 + α8CADt−1 + β1
k−1∑
j=1

ΔL(GDP)t− j

+β2
k−1∑
j=1

ΔL(TRR)t− j + β3
k−1∑
j=1

ΔL(DEY)t− j + β4
k−1∑
j=1

ΔL(INV)t− j + β5
k−1∑
j=1

ΔL(ASE)t− j

+β6
k−1∑
j=1

ΔL(LE)t− j + β7
k−1∑
j=1

ΔL(DCB)t− j + β8
k−1∑
j−1

Δ(CAD)t− j +
∑

ECTt + εt

(2)
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The parameters α1,α2,α3,α4,α5,α6,α7, and α8 are the long run equilibrium coefficients
associated with GDP, TRR, DEY, INV, ASE, LE, DCB and CAD respectively. The parameters
β1, β2, β3, β4, β5, β6, β7 and β8 are their corresponding short run dynamic coefficients. ECT is the
error correction term and εt is the white noise random term. The VECM is estimated with a lag length
of 2 selected according to LR criterion as presented in Table 3.

Table 3. VAR lag order selection criteria.

Lag LL LR FPE AIC SC HQ

0 −378.620 NA 0.009 17.982 18.310 18.103
1 −97.867 443.981 3.92 × 10−7 * 7.901 10.850 * 8.988 *
2 −27.967 84.531 * 4.08 × 10−7 7.626 13.197 9.681
3 38.105 55.316 9.74 × 10−7 7.530 * 15.722 10.551

* indicates lag order selected by the criterion; LR: sequential modified LR test statistic (each test at 5% level); FPE:
Final prediction error; AIC: Akaike information criterion; SC: Schwarz information criterion; HQ: Hannan-Quinn
information criterion.

The estimated VECM results are summarized in Table 4 and represented by Equation (3).

Table 4. Summary results of the VECM.

VECM Short Run Dynamics VECM Long Run Equilibrium

Variable Coefficient β T. Stat. Prob. Variable Coefficient α T. Stat.

ECTt−1 −0.58 −3.761 0.000 *** L(GDP)t−1 1.00
dL(GDP)t−1 0.33 1.616 0.108 L(TRR)t−1 −0.03 −1.250
dL(GDP)t−2 0.52 2.874 0.005 ** L(DEY)t−1 0.35 4.452 ***
dL(TRR)t−1 0.07 2.435 0.016 ** L(INV)t−1 0.22 1.967
dL(TRR)t−2 0.08 2.360 0.019 ** L(ASE)t−1 −1.39 −2.176 *
dL(DEY)t−1 0.12 2.149 0.033 ** L(LE)t−1 −8.75 −2.635 **
dL(DEY)t−2 0.12 1.700 0.091 * L(DCB)t−1 −0.36 −8.071 ***
dL(INV)t−1 −0.04 −0.454 0.650 CADt−1 −0.00 −0.246
dL(INV)t−2 −0.07 −0.753 0.452 C 29.90
dL(ASE)t−1 −0.51 −1.113 0.267
dL(ASE)t−2 0.62 1.466 0.144
dL(LE)t−1 −31.71 −3.212 0.002 ***
dL(LE)t−2 −1.15 −0.130 0.897

dL(DCB)t−1 0.07 0.458 0.647
dL(DCB)t−2 0.07 0.420 0.675
d(CAD)t−1 −0.00 −1.061 0.230
d(CAD)t−2 −0.00 −1.010 0.314

C 0.13 2.145 0.033 **

R2 = 0.68;
−
R

2
= 0.45; SER = 0.143; SSR = 0.513; F. stat. = 3.06; LL = 34.20; AIC = −0.753; SC = −0.016;

Durbin-Watson (DW) = 2.11

Diagnosis Tests

Test Statistic Prob.

Autocorrelation 126.98 0.314

Heteroskedasticity 1242.96 0.347

Normality 55.80 0.000

Stability VECM imposes 7 units, none is out the unit root circle

***, ** and * indicate significance at 1%, 5% and 10% level respectively.
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The estimated VEC model is represented by Equation (3).

dL(GDP) = −0.58L(GDP)t−1 − 0.03L(TRR)t−1 + 0.35L(DEY)t−1
+0.22L(INV)t−1 − 1.39L(ASE)t−1 − 8.75L(LE) − 0.36L(DCB)t−1
−0.00(CAD) + 0.33dL(GDP)t−1 + 0.52dL(GDP)t−2 + 0.07dL(TRR)t−1
+0.08dL(TRR)t−2 + 0.12dL(DEY)t−1 + 0.12dL(DEY)t−2 − 0.04dL(INV)t−1
−0.07dL(INV)t−2 + 0.51dL(ASE)t−1 + 0.62dL(ASE)t−2 − 31.71dL(LE)t−1
−1.15dL(LE)t−2 + 0.07dL(DCB)t−1 + 0.07dL(DCB)t−2 − 0.00(CAD)t−1 − 0.00(CAD)t−2 + 0.13

(3)

From the diagnostic test statistics presented in Table 4, the VECM passes all necessary
robustness tests.

The VECM estimates show that the positive effect of resource rents on economic growth in the
short run (a coefficient of 0.07) is overwhelmingly outweighed by a negative effect of life expectancy at
birth on economic growth (a coefficient of −31.71). In the long run, the direct effect of resource rents
on economic growth turns to be negative combined with negative effects of school enrolment, life
expectancy at birth and financial development. The positive effect of development expenditure is far
less than to offset these negative effects on economic growth.

Table 5 presents the short Granger causality test results. The test shows the existence of a
bidirectional relationship between GDP and TRR. The short run causality from resource rents to GDP is
positive, thus ruling out existence of RC directly. Now we turn to the effect of TRR on the explanatory
variables in our model. The test shows that the causality between TRR and DEY is negative in both
directions although insignificant. TRR is found to negatively cause education but not significantly,
while TRR is found to be highly positively and significantly causing life expectancy at birth. As far
as transmission of the effect of resource rent is concerned, we found a negative causal relationship
from education to GDP growth, but positive from GDP growth to education, although none of them
is significant. Although the short run causality from TRR to LE is significantly positive, we find a
negative and significant causality from life expectancy to GDP growth. Meanwhile, GDP is found to be
positively causing life expectancy. Current account deficit is found to be the variable least dynamically
affected by resource rents and by other variables.

Table 5. VECM Granger causality based test results.

Short Run Dynamics Long Run

Variable dL(GDP) dL(TRR) dL(DEY) dL(INV) dL(ASE) dL(LE) dL(DCB) d(CAD) ECTt−1

dL(GDP)t−1
−2.80

(−2.124) *
−0.50

(−0.730)
−0.66

(−1.557)
0.03

(0.298)
0.01

(1.822) *
0.05

(0.172)
−157.53
(−0.096) −0.58 **

dL(TRR)t−1
0.07

(2.435) *
−0.08

(−0.829)
−0.03

(−0.491)
−0.01

(−0.795)
0.001

(2.381) *
−0.01

(−0.159)
51.18

(0.213) −0.03 *

dL(DEY)t−1
0.12

(2.149) *
−0.10

(−0.270)
−0.18

(−1.462)
0.05

(1.979) *
−0.0003
(−0.301)

0.02
(0.267)

172.87
(0.372) 0.35

dL(INV)t−1
−0.04

(-0.454)
−0.22

(−0.412)
−0.03

(−0.094)
−0.05

(−1.517)
−0.001

(−0.894)
−0.16

(−1.250)
−403.20
(−0.599) 0.22 *

dL(ASE)t−1
−0.51

(−1.113)
−2.04

(−0.687)
−1.28

(−0.829)
−0.48

(−0.500)
0.02

(2.138) *
1.24

(1.759)
−2658.86
(−0.722) −1.39 *

dL(LE)t−1
−31.71

(−3.212) **
142.01

(2.222) *
21.10

(0.632)
−2.14

(−0.104)
2.56

(0.624)
11.36

(0.750)
−10149.78
(−0.128) −8.75 **

dL(DCB)t−1
0.07

(0.458)
1.00

(1.057)
0.17

(0.336)
−0.62

(−2.042) *
0.03

(0.505)
0.004

(1.682)
−1158.73
(−0.986) −0.36 **

d(CAD)t−1
−0.00

(−1.061)
0.00

(0.913)
0.00

(0.424)
0.00

(0.222)
0.00

(0.014)
0.00

(0.318)
0.00

(1.067) 0.00

Note: **, * indicate significance at 1% and 5% respectively.

Based on Table 5, we extract and summarize the direct and indirect effects of resource rents on
economic growth to identify existence of a resource curse as presented in Table 6.
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Table 6. Direct and indirect effects of TRR on economic growth.

Causality β Signif. Causality β Signif. Remark

TRR→GDP 0.07 (2.435) * TRR→GDP 0.07 (2.435) * Positive from TRR to GDP,
no RC

TRR→DEY −0.08 (−0.829) DEY→GDP 0.12 (2.149) *
Negative from TRR to DEY
but Positive from DEY to

GDP, no RC

TRR→INV −0.03 (−0.491) INV→GDP −0.04 (−0.454)
Negative from TRR to INV
and Negative from INV to

GDP, RC

TRR→ASE −0.01 (−0.795) ASE→GDP −0.51 (−1.113)
Negative from TRR to ASE
and Negative from ASE to

GDP, RC

TRR→LE 0.001 (2.381) * LE→GDP −31.71 (−3.212) **
Positive from TRR to LE,
but Negative from LE to

GDP, RC

TRR→DCB −0.01 (−0.159) DCB→GDP 0.07 (0.458)
Negative from TRR to DCB
but Positive from DCB to

GDP, no RC

TRR→CAD 51.18 (0.213) CAD→GDP −0.00 (−1.061)
Positive from TRR to CAB
but Negative from CAB to

GDP, RC

Note: RC indicates existence of resource curse; ** and * indicate significance at 1% and 5% respectively.

As in Tables 5 and 6, while the effect of TRR on development expenditure is found to be negative,
but the transmitted effect from development expenditure to GDP and is found to be positive and
significant. This means that that development expenditure which is mainly financed by foreign
borrowing affects GDP growth positively and significantly regardless of whether resource rents are
used to finance such expenditure. The effect of TRR on investment is negative and transmitted into a
negative effect on economic growth, but both of them are not significant. This indicates that resource
rents were not effectively converted into productive physical capital. The effect of TRR on school
enrollment is negative and transmits into a negative effect on economic growth. This result is partly in
line with Mosquera (2019) who finds that resource boom affects educational attainment negatively
in Ecuador after the oil discovery in 1973. Although the effect of TRR on life expectancy is found
to be to be positive, the transmitted effect from life expectancy to economic growth is found to be
negative, sizable and significant. Collectively, these results are in line with other studies which find that
resource abundance crowd out physical and human capital formation. The effect of TRR on financial
development is found to be negative but transmitted into positive effect on economic growth, although
not significantly. The effect of TRR on current account deficit is positive, but the transmitted effect from
the current account deficit to GDP is negative. The negative effect of current account deficit on GDP
growth was also confirmed in Elwasila Saeed Elamin (2017b). These results imply that resource rent
does not cause resource curse directly but indirectly mainly through health in terms of life expectancy
at birth, followed by school enrollment and investment. The results also suggest that government
policies have not been supportive for creating a virtuous economic circle in managing the resource
rents. Granger non-causality or exogeneity of variables is also tested through the Wald test in order to
judge which variables lead and which lag the others. Only GDP and life expectancy at birth are found
to be lagging and the other variables of interest including resource rents are found to be leading (highly
significantly exogenous), bearing the process of adjustments. The results also indicate that GDP is
mostly affected by and affects life expectancy at birth on the one hand and GDP growth is affected by
all other variables rather than affecting them as presented in Table 7.
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Table 7. Granger causality/block Exogeneity Wald test results.

Dependent Variable Chi-sq DF Prob. Decision

L(GDP)|L(TRR), L(DEY), L(INV),
L(ASE), L(LE), L(DCB), CAD 41.73 14 0.000 ** Reject

L(TRR)|L(GDP), L(DEY), L(INV),
L(ASE), L(LE), L(DCB), CAD 15.83 14 0.324 Accept

L(DEY)|L(GDP), TRR), L(INV),
L(ASE), L(LE), L(DCB), CAD 9.09 14 0.825 Accept

L(INV)|LGDP), L(TRR), L(DEY),
L(ASE), L(LE), L(DCB), CAD 18.31 14 0.193 Accept

L(ASE)|L(GDP), L(TRR), L(DEY),
L(INV), L(LE), L(DCB), CAD 19.39 14 0.150 Accept

L(LE)|L(GDP), (TRR), L(DEY), L(INV),
L(ASE), L(DCB), CAD 25.57 14 0.029 * Reject

L(DCB)|L(GDP), L(TRR), L(DEY),
L(INV), L(ASE), L(LE), CAD 11.45 14 0.650 Accept

(CAD)|L(GDP), L(TRR), L(DEY),
L(INV), L(ASE), L(DCB) L(LE) 4.46 14 0.992 Accept

** and * indicate significance at 1% and 5% level respectively.

Long run Granger causality test results as reported in Table 8 show a unidirectional causal
relationship running from TRR to GDP. DEY, ASE, LE, and DCB are found to cause GDP, with no
sign of feedback from these input variables to GDP growth. These results indicate non-existence of a
reverse causality from GDP to the model’s explanatory variables. As long as the indirect effect of TRR
on economic growth is concerned, we investigated the long run causality between the explanatory
variables of our model. The test reveals that resource rents negatively cause education and life
expectancy at birth, and current account deficit. This suggests human and foreign capitals have been
running down in Sudan. Investment is found to be led by school enrolment and financial development.
Existence of a bidirectional causal relationship between school enrollment and life expectancy indicates
that human capital components are augmented by one another. However, with insufficient government
spending on health and education people are left to themselves to spend on education and health of
their children, a fact that is seen in large and increasing private spending on health and education as
percentage of total spending. These results also point out that Sudan is far behind on any path to social
finance transition.

Table 8. Long run Granger causality results.

F-Stat. Prob. Decision Direction of Causality

H0: Dependent GDP

H0: L(TRR) does not cause L(GDP) 2.868 0.069 * Reject TRR to GDP
H0: L(GDP) does not cause L(TRR) 0.292 0.748 Accept None
H0: L(DEY) does not cause L(GDP) 10.52 0.000 *** Reject DEY to GDP
H0: L(GDP) does not cause L(DEY) 0.254 0.777 Accept None
H0: L(INV) does not cause L(GDP) 0.060 0.942 Accept None
H0: L(GDP) does not cause L(INV) 0.160 0.853 Accept None
H0: L(ASE) does not cause L(GDP) 4.662 0.015 ** Reject ASE to GDP
H0: L(GDP) does not cause L(ASE) 0.269 0.766 Accept None
H0: L(LE) does not cause L(GDP) 3.246 0.040 ** Reject LE to GDP
H0: L(GDP) does not cause L(LE) 1.533 0.229 Accept None

H0: L(DCB) does not cause L(GDP) 3.572 0.038 ** Reject DCB to GDP
H0: L(GDP) does not cause L(DCB) 1.261 0.295 Accept None

H0: CAD does not cause L(GDP) 1.391 0.261 Accept None
H0: L(GDP) does not cause CAD 5.415 0.008 *** Reject None
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Table 8. Cont.

F-Stat. Prob. Decision Direction of Causality

H0: Independents

H0: L(TRR) does not cause L(ASE) 4.308 0.020 ** Reject TRR to ASE
H0: L(TRR) does not cause L(LE) 2.502 0.095 * Reject TRR to LE
H0: L(TRR) does not cause CAD 4.882 0.013 *** Reject TRR to CAD

H0: L(ASE) does not cause L(INV) 3.142 0.054 ** Reject ASE to INV
H0: L(DCB) does not cause L(INV) 3.603 0.037 ** Reject DCB to INV
H0: L(LE) does not cause L(ASE) 3.998 0.026 ** Reject LE to ASE
H0: L(ASE) does not cause L(LE) 2.829 0.071 * Reject ASE to LE
H0: L(ASE) does not cause CAD 10.445 0.000 *** Reject ASE to CAD
H0: L(LE) does not cause CAD 6.356 0.004 *** Reject LE to CAD

***, ** and * indicates significance at 1%, 5% and 10% level respectively.

4. Discussions and Conclusions

This study aimed at investigating the effects of resource rents on economic growth in the presence
education and life expectancy at birth as proxies of human development in Sudan—a case of a single
developing country. Descriptive statistical analysis reveals that while resource rents were growing
faster and steadily since 1998, GDP has been growing at a slower pace and is highly volatile, suggesting
a resource curse. Furthermore, over the period 1992–2012, we found that resource rents were trending
up faster than development expenditure and domestic credit provided by banks, while investment as a
percentage of GDP has been steadily declining. This suggests that resource rents were not converted
into productive assets, which resulted in the slow pace of economic growth. Empirically, using
conventional econometric time series methods, namely VECM with annual data covering the period of
1970–2015, the study finds evidences that natural resource rents inflict negative effects on long run
economic growth. In fact, a positive effect of resource rents in the short run turns out to be negative
and larger in the long run. Importantly, resources rents seem to crowd out investment in health and
education in Sudan and the effect of resource rents on economic growth is indirectly mediated through
human development. Specifically, the indirect negative effect of resource rents on economic growth
is found to be mediated by a negative effect of rents on school enrollment and more evidently by
sizable and significant negative effects on life expectancy, particularly in the long run. While resource
rents tend to deter development expenditure, the transmitted effect from development expenditure to
GDP is found to be positive and significant. This amounts to arguing that development expenditure
enhances economic growth regardless of the effect of resource rents. A negative effect of resource
rents on gross investment is also transmitted into a negative effect on economic growth. Both financial
development and current account deficit have significant negative effects on economic growth. These
results indicate that resource rents were not effectively converted into productive human, physical
and financial capitals. As a matter of calculation, the short run direct positive effect of resource rents
on economic growth (a coefficient of 0.07) is found to be overwhelmingly eroded by the negative
effect of health on economic growth (a coefficient of −31.71). More importantly, in the long run the
direct negative effect of resource rents on economic growth in the long run (a coefficient of −0.03)
is aggravated by negative effects of school enrolment, life expectancy and financial development (a
combined coefficient of 10.50). Thus, our results contradict Papyrakis and Gerlagh (2004) who, in a
panel data study, find that the natural resources have a negative impact on growth when considered
in isolation, but a positive impact on growth when schooling is included. Our results also indicate
that education plays important role on whether a country is blessed or cursed by resource abundance,
and thus contradicts, in part, Maty (2012). Long run Granger causality test results confirm that total
resource rents negatively cause GDP, while development expenditure positively causes GDP growth.
Both education and life expectancy at birth are found to cause GDP growth but with no feedback effect
from GDP growth to either education or health. Such results suggest that the government has been
neglecting quantity and quality investments in human capital in the presence of resource rents. Put
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collectively, natural resource rents have been negatively affecting economic growth in Sudan mainly
through their negative interaction with human capital. Thus, our results in part do not confirm Elwasila
Saeed Elamin (2017a) who found a positive relationship between health and economic growth in Sudan,
when considered in isolation of resource rents. Also, our results contradict Arabi and Abdalla (2013)
who found that school attainment and health have positive and significant effects on economic growth
in Sudan. However, our results are in line with Akpan and Chuku (2014) who found the negative
effect of resource abundance on human capital accumulation in Nigeria through the channels of the
DD and crowding out of human capital effects. Our results also confirm Amin et al. (2017) who found
negative effect of resource rents on health and education in resource-rich SSA. Yet, our results partially
confirm Oyinlola et al. (2019) on the negative indirect effect of education but contradict their finding of
a positive indirect effect of health in their study of 17 SSA.

Overall, our empirical results from the case of Sudan suggest government policy was designed
and implemented away from proper management of resource wealth, accumulation and re-investment
of rents in productive human, physical and financial capitals. It is well established that all these
capitals are necessary for sustainable growth in resource rich developing countries. Large revenues
and rents from such resources might have induced the government to spend in populous projects
without consideration of the effectiveness and efficiency of such projects, favoring military and security
spending round point resources such as oil fields. Oil and gold resources have been overly contested
between the governments and rebel groups in Sudan. On the other hand, successive governments
in Sudan have been clearly neglecting spending on education and health. Large resource revenues
and rents also worsen the level of corruption, especially where the rule of law and accountability are
weak. Sudan has wasted an opportunity to make the appropriate use of resources rents for investing
in productive human and physical capitals which are necessary for building a virtuous economic circle
of resource utilization. If well managed, resource rents could have generated benefits to a large portion
of population and made economic growth more equitable and inclusive. The apparent limitation
of the study pertains to the omission of some conventional variables on the analysis of the RC. But
in our case this is justified by: (i) non-availability of time series data on variables such institutional
quality, rule of law, corruption, war and conflicts; (ii) these omitted variables are well embodied and
reflected in the performance of how resources and rents are managed, and human capital formation is
neglected in government decisions and policies; and (iii) the literature has already established that bad
government policies, bad institutions, lack of rule of law, corruption, war and conflicts make natural
resources a curse rather than a blessing in developing countries. It is a fact that institutions and rule of
law in Sudan are bad, and can only be expected to aggravate the negative findings of the relationships
between resource rents, human capital and economic growth if data permit their explicit inclusion in
any growth regression. Also, Sudan is a country of armed conflicts since its independence in 1956, with
unstable government regimes, mostly military with just a few years of immature democracy. In such
an environment, successive governments, particularly since 1990, have been using natural resource
revenues and rents with priorities given to military and security spending at the expense of spending
on health and education. Aside from the role of institutions, Sachs and Warner (2001) conclude that
there is little direct evidence that omitted geographical or climate variables explain the curse, or that
there is a bias resulting from some other unobserved growth deterrent.

To conclude, for Sudan and other similar resource-rich countries there is no way to avoid the
resource curse without proper and transparent resource wealth management policies. Priorities should
be given to proper and sufficient spending on education and health, and even with sub-priorities in
these sectors, for example primary education versus tertiary education and preventive versus curative
health care services. If such policies are set and put in operation, they would reduce poverty and
enhance inclusive economic growth.
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Abstract: COVID-19 has brought about a substantial change in urban mobility, as well as an unprece-
dented increase in e-commerce throughout the world due to the emergence of new ways of shopping
and consumption habits. In this context, urban logistics plays a crucial role in the triple bottom line of
sustainability. The present document establishes a holistic vision of the problem aiming to (i) measure
and compare the traffic generated in the Madrid Central area (low-emission zone) during the periods
before and after the pandemic, and (ii) quantify e-commerce orders made by residents, as well as the
Light Commercial Vehicles (LCV) required to deliver these parcels, measuring their environmental
impact. The results show that road traffic in the Madrid Central area decreased by approximately
2/3 compared to normal levels and 1/2 in the case of LCVs. With regards to e-commerce, the number
of parcels delivered doubled. This fact entailed an increase in the number of LVCs dedicated to
package delivery in the central district and more pollution, but to a lesser extent than the growth of
e-commerce. The challenge faced by urban logistics in the post-Covid era is managing to blend new
mobility within large cities with the high volumes of e-commerce deliveries demanded by residents.

Keywords: city logistics; last-mile delivery; sustainable development; e-commerce; COVID-19;
environmental economics; sustainable transport

1. Introduction

Habitability, sustainability and competitiveness; these are the main challenges faced
by large cities throughout the world. Their prioritization translates into improved quality
of life for inhabitants and facilitates development from the three perspectives of sustain-
ability: economic, social and environmental. There is a clear consensus among the main
stakeholders of smart cities that human welfare and needs should be the starting point for
a city’s development, always taking into account sustainability criteria.

According to the European Commission (European Commission 2021), the large
majority of European citizens live in an urban environment, and over 60% live in urban
areas with over 10,000 inhabitants. Urban mobility accounts for 40% of all road transport
CO2 emissions and up to 70% of other transport contaminants. In cities like Rome (166),
Paris (165) and London (149), traffic congestion causes residents to lose a significant number
of hours on the road (INRIX 2020). The challenge for local administrations lies in reducing
this traffic congestion in order to improve the habitability and competitiveness of their
cities (Demir et al. 2015).

Within the context of urban goods distribution, globalization and e-commerce have
generated exponential growth in road transport by enabling the development of an open
market where products can be purchased from any location. Goods travel throughout the
world and most are delivered in cities. This effect has been compounded by the COVID-19
crisis, as consumers have had to adopt new ways of shopping and new consumption habits,
leading to an increase in the percentage of users who purchase physical products online.
The number of trucks and vans is increasing due to the rising popularity of e-commerce
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and the desire for faster deliveries (Savelsbergh and Woensel 2016), which, in turn, has led
to more frequent and split deliveries in residential areas.

This increase in the number of transport vehicles in cities translates directly into
greater congestion and accidents (social), more air pollution and noise (environmental) and
higher logistics costs, with a subsequent increase of product prices (economic). Each city
has attempted to implement its own solutions, resulting in initiatives that have generally
been suboptimal at addressing this triple balance (Macharis and Melo 2011). In late 2020,
the European Commission presented a sustainable and smart mobility strategy (European
Commission 2020) which defined a roadmap of 82 initiatives grouped into three main
pillars: digitalization, resilience and greening of mobility, in terms of both individuals
and goods. This includes an exhaustive set of measures for goods transport, including
weight reduction in road transport, the definition of specific plans to achieve sustainable
urban logistics, and greater use of intermodal transport, favoring the use of railways and
waterways, both inside and outside cities.

In order to tackle this challenge, cities must face the difficult task of promoting
systems of urban goods distribution that are environmentally friendly as well as sufficiently
efficient to satisfy both society and logistics businesses. It is important to highlight that
sustainable development objectives can be pursued through measures that are occasionally
contradictory and generate a different impact based on the affected stakeholders (Gatta and
Marcucci 2014). The new challenge for city logistics lies in finding solutions that are capable
of absorbing an increase in urban transport of goods derived from new consumption
patterns while, at the same time, minimizing the associated social and environmental
impact.

Accepting the radical changes that the emergence of COVID-19 has brought to our
society in most fields, the present document aims to compare the pandemic’s repercussions
on traffic, e-commerce and urban logistics in the central district of the City of Madrid
(Madrid Central area). More specifically, we aim to answer the following questions:

• What has been the impact on city traffic of the mobility restrictions imposed due to
COVID-19?

• How has the demand for e-commerce parcels evolved before and after the pandemic?
• What have been the implications of this increase in e-commerce for urban logistics

and the environment?

2. Literature Review

2.1. Urban Logistics: Context, E-Commerce and and Measures in New Scenario
2.1.1. Urban Movement of Goods

The movement of urban goods is essential for economic vitality (Allen et al. 2000;
Muñuzuri et al. 2005) and key for industrial, commercial and leisure activities which,
in turn, are vital in wealth generation. Following the ideas presented by various au-
thors (International Conference on City Logistics et al. 2004; González-Feliu et al. 2012;
Cattaruzza et al. 2017), the movement of goods within cities can be grouped into three
main categories: (i) movement between businesses -B2B-, movement to end consumers
-B2C- and urban management movement. Figure 1 shows these types of movements of
goods and their main organization modalities.

Of total urban traffic, the distribution of urban goods is responsible for approximately
15% on a typical city (Dablanc 2011). Moreover, it involves other activities requiring greater
use of space in cities: loading-unloading, storage, etc. Within urban logistics, different
studies in French cities have determined that 46% of the total urban movement of goods is
related to B2C commerce (Cattaruzza et al. 2017).

This paper addresses the transport of goods related to B2C commerce (ECM), specifi-
cally, urban logistics derived from e-commerce.
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Figure 1. Classification of urban goods movement. Source: adapted from (Cattaruzza et al. 2017).

2.1.2. E-Commerce and Urban Logistics

Today, urban consumers can purchase everything they need online. In early 2020, the
global population stood close to 7.75 billion inhabitants, of which 4.54 billion had used the
Internet at least once, representing a penetration of 59%. Within the group of Internet users, 74%
had made an online purchase during the studied period (We Are Social and Hootsuite 2021).

This continued growth of e-commerce throughout the world has accelerated in 2021,
as COVID-19 has rewritten the rules of the retail sector. Between January 2019 and June
2020, retail platforms experienced an extraordinary increase in global traffic. The websites
of retail businesses received nearly 22 billion visits in June 2020; a 35.5% increase year-
on-year (Statista 2020a). In the United States, the share of e-commerce in total retail sales
rose from 11.8 to 16.1% between the first and second quarters, and in the United Kingdom
from 20.3 to 31.3%. In the EU-27, retail sales via mail order houses or the Internet in April
2020 increased by 30% compared to April 2019, while total retail sales diminished by 17.9%
(OECD 2020a).

The reasons are evident: lockdown measures have driven new consumers to pursue
online channel in order to avoid busy physical stores, and the shopping frequency of
previous cyber-customers has increased and a multitude of businesses which did not yet
have an online presence have launched such initiatives. E-commerce has become the only
feasible option for many traditional brick-and-mortar stores during the pandemic, and
has demonstrated its resilience by meeting growing consumer demand and ensuring the
provision of essential goods and services, e.g., by posting products on social media sites
and ordering product pick-up or delivery services (Koch et al. 2020; E-Commerce Europe
2021). However, the effect of the COVID-19 crisis on e-commerce has not been uniform
across product categories or sellers. While the impact of COVID-19 on several categories
has been considerable, it has had a much smaller impact on other products. Items related
to food, fashion, electronics, beauty and household were the best-selling products, while
others, such as tourism and airlines, have collapsed (OECD 2020b).

Amidst the unstoppable growth of e-commerce, while electronic transactions travel
through data networks, the physical products being purchased still need to be trans-
ported and delivered to end consumers. During the first months of the pandemic, trans-
portation and distribution of goods became one of the main causes of disruptions in
the supply chain and affected the supply of essential items (Ivanov 2020; Linton and
Vakil 2020). More people living in cities and simpler transactions for consumers translate
into a higher frequency of deliveries and more vehicles on the road (Crainic et al. 2004;
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Cardenas et al. 2017). This increase in e-commerce has resulted in increased pressure on
last-mile logistics (Srinivas and Marathe 2021).

In addition, the on-demand economy and its instant deliveries have driven new con-
sumer habits (Dablanc et al. 2017), where q-commerce (quick-commerce) has emerged as a
new model within e-commerce, based on speed, convenience and customer care. Users
value fast deliveries, being able to choose among different delivery options and being
kept informed about the status of their orders. Regarding the evolution experienced by
commerce in cities, Figure 2 shows the key characteristics of various generations of B2C
commerce. Four new characteristics related to urban distribution are added to those previ-
ously established by Delivery Hero: Quick Commerce: Pioneering the Next Generation of
Delivery (2020).

 
Figure 2. The evolution of quick commerce. Source: adapted from (Delivery Hero: Quick Commerce:
Pioneering the Next Generation of Delivery 2020).

Figure 2 shows the evolution of consumer purchasing habits and the response by
logistics operators to satisfy this demand. In the first generation of commerce, customers
were the ones who visited physical stores, with a large product offering, to make their
purchases. In q-commerce, purchases take place through a click, delivery time is a key
variable and the product range is limited, since there are numerous online stores.

The logistics response to these shopping habits is very different. The first scenario
deals with large volumes, employs large warehouses, optimizes loads and its essential
element is cost. On the other hand, q-commerce volumes are small, operates through
microhubs, response time is the key consideration and has couriers specializing in last-mile
operations.

Q-commerce accentuates the difficulties already faced by e-commerce urban distribu-
tion: small volumes, more delivery addresses, higher resupply frequencies, lower stock
levels, reduced optimization of vehicle loads and just-in-time deliveries (Lebeau and
Macharis 2014). All of these elements entail an increasing dependence on urban roads and
a need to find solutions for urban logistics. In this new context, lockers, collection points
and mobile warehouses can have a positive impact from various perspectives and for all
stakeholders involved in urban logistics by reducing the number of trips, failed deliveries
and vehicles required. (Viu-Roig and Alvarez-Palau 2020).
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2.1.3. Measures and Solutions to Improve Urban Logistics

In recent years, numerous initiatives have sought to minimize the negative effects of
urban distribution and create the basis for a more solid and circular future economy where
resources are employed more sustainably.

Different authors have classified and organized the significant number of measures
proposed to improve city logistics into various categories (Russo and Comi 2011; Browne
et al. 2012; Stathopoulos et al. 2012; CIVITAS 2015; Macharis and Kin 2017; Ranieri et al.
2018). However, the literature has mainly focused on the perspective of local authorities
and political decision makers, despite the key role played by the private sector in many
of these measures. Macharis and Kin (2017) focus on measures which explicitly include
responsible stakeholders acting in city logistics. They classify these measures according to
the so-called “four As”: (i) awareness, (ii) avoidance, (iii) acting and (iv) anticipation of
new technologies (see Table 1).

Table 1. Measures and solutions to improve urban logistics.

Type of
Measure

Measure Examples

P
u

b
li

c
in

te
rv

e
n

ti
o

n
m

e
a

su
re

s

R
eg

ul
at

or
y

m
ea

su
re

s

Temporary access restrictions Delivery restrictions during the day
Silent deliveries at night

Parking regulations
Loading and unloading restrictions
Vehicle parking reservation systems
Shared time in parking spaces

Environmental restrictions
Emissions standards and restrictions related to motors
Noise programs/regulations
Low emission areas

Access restrictions by size or
load

Weight restrictions
Vehicle size
Load factor restrictions

M
ar

ke
t-

ba
se

d
m

ea
su

re
s

Pricing (tolls, congestion
tariffs and parking fees)

Road use tolls
Congestion tariffs
Parking fees

Taxes, tax breaks and
incentives

High taxes for polluting vehicles
Subsidies for purchase of electric vehicles
Tax exemptions for electric vehicles

Negotiable permits and
mobility credits

Purchase and sale of load transport services
Mobility credits in city centers

In
fr

as
tr

uc
tu

re
an

d
la

nd
us

e

Adaptation of street
loading/unloading areas Providing space on pavement for parking and loading activities

Building codes and
construction regulations New commercial premises providing adequate space for goods handling

Nearby delivery areas Providing loading areas at public or private parking, empty areas, etc.

In
it

ia
ti

v
e

s
b

y
u

rb
a

n
lo

g
is

ti
cs

st
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e

h
o

ld
e

rs

Te
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s

Innovation in vehicles Electric vehicles

Unmanned vehicles: drones and terrestrial autonomous vehicles

Delivery points
Mailboxes for parcels
Smart lockers
Collection points

Advanced algorithms and
optimization

Integrated inventory management
Task-courier matching
Route optimization
Data-driven demand forecast

Collaboration in urban
logistics

Order or load capacity exchange
Collaborative local deliveries
Collaborative storage
Collaborative load sending

In
fr

as
tr

uc
tu

re
an

d
lo

gi
st

ic
s

sy
st

em
s Urban infrastructure and

logistics installations
Urban distribution centers

Microhubs
Consolidation of multiple operators

Urban logistics systems
Systems for underground transport of goods

Deliveries through public transport
Night distribution

Source: own elaboration, based on (CIVITAS 2015; Macharis and Kin 2017; Ranieri et al. 2018).
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These measures and initiatives are listed below, grouped into two main perspectives:

• Public intervention measures:

(a) Regulatory measures.
(b) Market-based measures.
(c) Infrastructure and land use planning

• Initiatives from players participating in urban logistics:

(d) Technological innovation measures
(e) Infrastructure and logistics systems

Therefore, there is no single solution for urban logistics; all measures work as levers
that must be applied based on the characteristics and circumstances of each particular city
and taking into account the interests of all stakeholders.

The remainder of this document is structured as follows: Section 3 describes the
methodology used in the research. Sections 4 and 5 present the case study and results
of the methodology for the Madrid Central area. Section 6 discuss the results and, lastly,
Section 7 presents the conclusions and possible areas for further research.

3. Methodological Framework

To address the objectives described, the research is developed from two connected
perspectives. First, from the descriptive side, traffic in the Madrid Central area is measured
before and after COVID-19. Second, the effects of the pandemic on e-commerce are
estimated, along with the impact on urban distribution of goods. The whole procedure is
shown in Figure 3.

Figure 3. Methodological framework.

The first step was to measure the Annual Average Daily Traffic (AADT) and number
of vehicles that accessed the Madrid Central area during the analyzed periods. The
calculation of AADT was based on the information collected daily by City of Madrid
through electromagnetic coils embedded into the pavement, which constantly quantify
the passage of vehicles, thus enabling monitoring of traffic conditions in a given stretch of
road. The measurement of vehicles accessing the Madrid Central area was based on data
received from cameras placed on access points to monitor any registration plates entering
it. The City of Madrid has installed 115 of these cameras to track vehicle access.

The second step consisted in analyzing the evolution of e-commerce in the studied
periods through changes in consumption behaviors caused by the outbreak of COVID-19.
The data was obtained from Spain’s National Authority for Markets and Competition
(CNMC). Quarterly e-commerce statistics take into consideration e-commerce (business
volume and number of transactions) carried out using bank payment cards corresponding
to the collaborating Spanish payment entity: Sistema de Tarjetas y Medios de Pago S.A.
The products considered in this research are goods purchased through e-commerce and
requiring physical distribution.
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In the case of the Madrid Central area, the calculation of demand for e-commerce
parcels considered home delivery as the most feasible and commonly used option. The
calculation of this potential daily demand for e-commerce parcels was estimated through
the chain-ratio method proposed by Kotler and Keller (2012), which multiplies a base
number by several adjusting percentages to estimate the target demand.

The formulation would be as follows:

Daily demand for ecommerce parcels by residents
(D) = A × P1 × P2 × P3 × P4 × P5

(1)

where:
A = residents over 16 years of age
P1 = % average of residents over 16 years of age who use the Internet
P2 = % average of residents over 16 years of age who use the Internet and shop online
P4 = % average of residents over 16 years of age who use the Internet and shop online daily
P5 = % average of residents over 16 years of age who use the Internet and shop online daily for

products that are physically delivered
Resident data were obtained from City of Madrid public data repository, whereas data

related to e-commerce came from the National Observatory for Telecommunications and
the Information Society (ONTSI 2020), through its report “B2C e-commerce in Spain in
2019”.

Lastly, once the number of online transactions had been defined, the next step was to
calculate the vehicles required to deliver those orders, taking into account both the number
of courier companies and the theoretical load of light commercial vehicles (LCV). The
market share of each courier was obtained from the CNMC through its annual report on
the evolution of the postal sector (CNMC 2019).

Likewise, the CO2 emissions generated by last-mile e-commerce deliveries were es-
timated for the two periods analyzed. The calculation of emissions took into account
previous estimations of CO2 emissions per kilometer travelled. The reference value to cal-
culate emissions is kgCO2 per km, following data from the International Post Corporation
(2018), DPDgroup (2019) and Deloitte (2020).

4. Case Study

Madrid is the largest city in Spain and the second largest in the European Union, with
a population of 3,266,126. It is the core of Madrid Region, which has 6,663,394 inhabitants
(Spanish Statistics Institute, INE 2020a).

Moreover, the Madrid Region has the highest GDP per capita in Spain and tenth
highest in Europe, at over 35,000 euros per person in 2019 (INE 2020b). It is the seat of
the main public institutions in the country and region, as well as the hub for political-
administrative, financial and commercial activity. There are over 520,000 businesses in the
region (16% of the country’s total), but when narrowing the scope to those with over 500
employees, the percentage increases up to 40%.

Currently, the City of Madrid is divided into 21 administrative districts which, in
turn, are comprised by 131 neighborhoods. Six of them form the Madrid Central area (see
Figure 4), where we focused this research and which also make up the oldest part of the
city. This area has a total surface of 523.73 ha and a population of 140,473 inhabitants as of
1 January 2020.

83



Economies 2021, 9, 57

Figure 4. Region of Madrid, City of Madrid, and Madrid Central (adapted from City of Madrid website).

4.1. Urban Transport

Urban transport in the City of Madrid, of both passengers and goods, has been iden-
tified as one of the most complicated among large European cities due to the orography
and historical evolution of its urban structure. In terms of urban morphology, the City of
Madrid presents an irregular and radio-centric map, with narrow streets and closed con-
struction plans combined with large squares and regular avenues created by the successive
remodeling undergone by the city since the 16th century.

Regarding traffic and urban distribution, Madrid’s vehicle pool has a high percentage
of diesel vehicles as well as older models, with an average age of 9.3 years (Área de
Gobierno de Medioambiente y Movilidad 2019). According to the Inventory of Atmospheric
Pollutant Gas Emissions (Madrid City Council Environment and Mobility Office 2019),
road transport accounted for 34.1% of total greenhouse gas (GHG) emissions. In late 2018,
commercial and industrial vehicles older than 10 years represented 73.2% of the total
(ANFAC 2019).

In Madrid, congestion related to urban logistics reached 38% (18 points more than
in the rest of Spanish cities) and has been forecasted to rise up to 47% by 2025 (Madrid
College of Economists 2020).

4.2. Madrid Central Area (Madrid LEZ)

A study analyzing 858 European cities concluded that the metropolitan section of
Madrid was the urban area with the highest mortality related to nitrogen dioxide (NO2)
pollution in the continent. The study by ISGlobal (Khomenko et al. 2021) calculated that if
all the analyzed cities reduced their concentrations of fine particles and NO2 pollution to
the levels recommended by the World Health Organization (WHO), they would prevent
51,000 premature deaths attributed to the former and 900 attributed to the latter.

In November of 2018, the City of Madrid defined a low-emission zone (LEZ) or
“Madrid Central”. This measure, known as “Madrid 360” since 2020, restricts the access
of private vehicles to the central district of the capital in an effort to promote pedestrian
mobility, bicycles and public transport. The only vehicles allowed are those belonging
to residents, individuals with reduced mobility and security and emergency services.
Logistics and distribution vehicles are allowed access to the 472 ha, but have been given a
deadline to modernize their fleets.

The Madrid Central area is the core of the LEZ. Access regulations only allow eco-
friendly vehicles with “0 Emissions” and “ECO” stickers, i.e., hybrid and electric vehicles,
to drive and park in the area. Other vehicles can only access it if they are residents or to
park in public parking or private garages.
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5. Results

5.1. Calculation of Vehicle Traffic and Access to the Central District

Figures 5 and 6 show (i) traffic intensity and (ii) vehicle access to Madrid Central area
for January–June in 2019 and 2020 (before and after COVID-19). The intensity, that is, the
number of vehicles per hour, was registered at 177 measurement points distributed among
the six neighborhoods of the Madrid Central area. Over 4,800,000 different measurements
were recorded in all timeframes.

 

Figure 5. Traffic intensity 2019–2020 (Q1 and Q2: first and second quarter of the year).

Figure 6. Vehicle access to the Madrid Central area in 2020 (Q1 and Q2).

As Figure 5 shows, the number of vehicles per hour was very similar during the first
two months of both periods. The inflection point was 11 March, 2020, when the WHO
declared a pandemic. Traffic intensity started to decrease considerably in the following days
until, on 14 March, the Spanish Government declared a State of Alarm, limiting freedom of
movement for citizens except for specific purposes and ordering most businesses to close,
along with all leisure, education and cultural sites. On 15 March 2020, traffic intensity in
the Madrid Central area was just 18.58% compared to the same day of the previous year.

Subsequently, in May 2020, traffic volume began to increase gradually until the end
of June 2020. This increase corresponded to the progressive lifting of mobility restrictions
in the City of Madrid. On 21 June, the State of Alarm was lifted, putting an end to the
de-escalation process and bringing the country into the “new normal”. Nevertheless, on
the last week of June, the “new normal” of 2020 saw 35.8% less traffic in the city center
than on the same week of 2019.
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Figure 7 shows vehicle access to the Madrid Central area during the analyzed periods
(distinguishing access for all vehicles and for LCVs) and how the evolution was virtually
the same as for traffic intensity. The correlation between traffic intensity and vehicle
access (all vehicles) was 0.932 for 2019 and 0.995 for 2020. Regarding LCVs access, during
2019, this represented 9.72% out of the total vehicles accessing the Madrid Central area.
This percentage remained similar during the pre-Covid period of 2020 (9.33%) and later
increased up to 14.8% from 14 March to 30 June. In other words, the reduction in mobility
in the Madrid Central area was more notable for other vehicles than for LCVs.

Figure 7. E-commerce transactions 2019–2020 (Q1 and Q2).

5.2. Calculation of E-Commerce Transactions for Physical Goods in Spain Pre- and Post-COVID

Concerning online sales, Figure 7 shows the volume of e-commerce transactions
carried out by Spanish citizens throughout the analyzed period.

Focusing exclusively on e-retailers, or products requiring physical delivery, the in-
crease in transactions reached 15.38% during the first quarter of 2020 (the last 15 days of this
period correspond to the State of Alarm). In contrast, when comparing the second quarter
of both years, the increase in physical goods purchased via e-commerce reached 58.97%
during the first wave of the pandemic. Purchases at hypermarkets and supermarkets
doubled and purchases of beverages, household appliances and audio-visual equipment
tripled. Table 2 shows the 10 most popular product categories during the pandemic and
their evolution throughout the 2014–2020 period. But not all sectors have experienced the
same impact. Food, fashion, electronics, household products, beauty and parapharmacy
have had remarkable growth while, for obvious reasons, tourism and airlines have been
practically paralyzed.
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Table 2. Top 10 e-commerce product categories with highest growth rates.

Source: own elaboration.

5.3. Calculation of Demand for E-Commerce Parcels

Figure 8 shows an estimation of the daily demand for e-commerce parcels for residents
of the Madrid Central area. The estimate distinguishes total demand by quarter for the
period from January 2019 to June 2020. As shown, while the order volume increased
slightly during 2019, the number of parcels delivered in the central district exploded after
the start of the pandemic, almost doubling in number.

Figure 8. Daily online e-retail products 2019–2020.

As shown in Figure 9, the calculation of e-commerce demand begins with the total
residents of the central district over 16 years of age and, applying the chain-ratio method-
ology, estimates the number of daily online shoppers for e-retailer products. The figure
refers to Q1 2019.
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Figure 9. E-commerce factors explaining daily demand for residents.

5.4. Calculation of Delivery Van Fleet

The calculation of vans required to deliver e-commerce parcels takes into account
current operations in last mile logistics in the City of Madrid. These follow the traditional
scheme, with large sorting and delivery centers located in the outskirts, in towns like
Coslada, San Fernando de Henares, etc. These are large-scale fulfilment centers handling
significant volumes. From these warehouses, LCVs service the different urban centers
through routes of approximately 80–120 km per day and vehicle, delivering 80–125 parcels
each day throughout long delivery periods (Deloitte 2020). Higher traffic intensity entails
lower values in this range whereas, with lower intensity (greater fluidity), couriers are able
to deliver a larger number of parcels in each route.

Figure 10 represents express and parcel delivery market share, where 10 companies
account for nearly 75% of the Spanish courier sector. The remaining 25% is divided among
a large number of companies with a very small market share. Therefore, only companies
dealing with significant volumes are able to optimize loads and routes simultaneously.

 

Figure 10. Market share: express and parcels delivery in Spain (source: CNMC 2020).

A larger number of couriers in the ecommerce market delivery brings down transport
load optimization, since many operators will not have enough parcels to fully load their
vans. In this scenario, they must either complete the route with less than their maximum
capacity or combine it with other delivery areas.

Table 3 shows the minimum number of LCVs required to deliver the parcels requested
by residents of the Madrid Central area, taking into account the market share of the
courier sector and delivery productivity based on traffic (a value of 80–125 parcels/LCV is
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considered following the traffic intensity explained in Appendix A). The figures represent
daily data corresponding to the analysed period.

Table 3. Number of LCVs required to deliver parcels.

Q1 2019 Q2 2019 Q1 2020 Q2 2020

Correos (35.0%) 15 14 17 18

SEUR (10.9%) 5 5 6 6

MRW (9.9%) 4 4 5 5

Zeleris (6.6%) 3 3 4 4

Nacex (4.8%) 2 2 3 3

GLS (4.4%) 2 2 3 3

Tipsa (1.8%) 1 1 1 1

Envialia (0.8%) 1 1 1 1

CTT Express
(0.8%) 1 1 1 1

Sending (0.6%) 1 1 1 1

Other (24.3%) >40 >40 >40 >40

One relevant issue is the “Other” category, which groups nearly 25% of deliveries.
This long tail (not quantified, since the breakdown was not available), represents a high
number of LCVs carrying few parcels. In addition, this proportion of LCVs remained
constant throughout the periods analyzed, since increasing the number of parcels also
increased the number of delivery hours in the central district and load optimization of each
LCV, but not the number of vehicles required.

5.5. Calculation of the Fleet of Delivery Vans

Considering LCVs emissions based on parcels delivered and kilometers driven in each
daily route, the environmental impact derived from the delivery of e-commerce parcels
during the periods analyzed, measured in kg of CO2 equivalent, is shown in Figure 11.
CO2 emissions for Q1 of both years are very similar in line with the number of packages
delivered. On the other hand, for Q2, the increase in e-commerce orders (+98%) translates
into a higher number of emissions but, due to the higher delivery productivity during the
COVID-19 period, the increase in CO2 is lower (+43.1%).

 
Figure 11. Tons of CO2 emissions.

The reference value to calculate emissions is kgCO2 per km, following the data from
the DPDgroup (2019) and Deloitte (2020).
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6. Discussion

The analysis of results seeks to answer in greater detail the questions posed at the
start of the study. Table 4 reflects the number of vehicles per hour and access volume to the
Madrid Central area for three specific time periods: January–June 2019 (pre-Covid), from
January 1 to March 13 (pre-Covid) and from 13 March to 30 June (during Covid).

Table 4. Central district traffic statistics.

Date

AADT
(Vehicles/h)

Vehicle Access
(Vehicles/Day)

Vehicle Access
(LCVs/Day)

Mean SD % Mean Mean SD % Mean Mean SD % Mean

(Q1+Q2) 2019 444 62 - 131,351 21,371 - 12,764 5580 -

01/01–03/13/20 439 48 −1.05 125,375 15,596 −4.55 11,415 4827 −10.57

03/14–06/30/20 166 83 −62.24 41,095 24,227 −67.22 6079 3789 −46.74

In Madrid, COVID-19 paralyzed all activities considered as nonessential and, therefore,
movement was limited to these basic activities. On average, traffic intensity decreased
by 62.24%. In turn, since the Government implemented the State of Alarm which locked
down most of the population until the so-called “new normal” (11/05/2020), road traffic
dropped, on average, down to 76.28%. Similar results were reported in the UK, where road
traffic volumes fell by as much as 73% (Budd and Ison 2020), and in other cities around the
world: New York (−74%), Barcelona (−73%), Milan (−74%), Stockholm (−48%) and Sao
Paulo (−55%) (year-on-year traffic reduction between 16 March to 22 March 2020; Statista
2020b). In this context, all modes of transportation were affected and it would be interesting
to know how citizens changed their daily commute preferences due to the healthcare crisis.
In the case of car access volume, the reduction was similar for total vehicles (67.22%), but
significantly lower for LCVs (46.74%). This observation is explained by the fact that, due to
the state of alarm, access to the central district was restricted to key activities, including
supply of essential goods and services, home delivery of food, healthcare services and the
necessary industry to conduct key activities. Under normal conditions, urban distribution
accounts for 20% of total traffic in Madrid (DGT 2020), but this percentage rose during
the analyzed period, due to the decrease in general traffic when compared to LCV traffic
reduction. Focusing only on the period of the state of alarm, overall vehicle access to the
Madrid Central area fell by 82.18% and in the specific case of LCVs, by 67.38%.

In contrast, e-commerce transactions saw a significant increase during that same
period, as consumers embraced new ways of shopping and adopted new consumption
habits due to the lockdown. Comparing the second quarter of 2020 (amidst the pandemic)
with the same period from the previous year highlights a doubling of e-commerce retail
purchases for residents of the Madrid Central area (see Figure 8). It is important to note
that this growth of e-commerce was not only due to an increase in shopping frequency by
customers who already used the online channel, but also the emergence of new buyers
who had previously been reluctant to make purchases through the Internet (ONTSI 2020).
The necessity created by the limitations imposed forced these new customers to face that
unknown barrier. All the signs seem to indicate that, once this obstacle has been overcome,
most new customers will continue making purchases through the new channel.

This increase in e-commerce orders translated into a larger number of LCVs circulating
through the city but, as a result of the reduced traffic, the number of parcels delivered
in each route increased and less LCVs were required to absorb the increase (higher load
optimization per LCV). Given the large number of couriers with a small market share, one
alternative to consider would be the consolidation of these operators’ e-commerce parcels
through a microhub located in the central district. This could be implemented via public
(microhub) and private (logistics operators) collaboration.
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In order to better compare the main magnitudes of the study, Figure 12 shows the
variations in the periods analyzed.

Figure 12. Variation in the analyzed magnitudes.

Lastly, from a sustainability standpoint, it is important to highlight the increase in CO2
caused by the growth of e-commerce for residents of the Madrid Central area. Comparing
the second quarter of both years, emissions rose by 50%, a smaller increase than that
experienced by the number of parcels. A greater decrease in emissions should be sought
through the use of other, cleaner means for last-mile deliveries (bicycles, delivery on foot,
electric vehicles, etc.) or else through greater productivity in the LCV kilometer/delivered
parcel ratio. The option of incorporating a microhub to consolidate parcels would also lead
to a reduction in CO2 emissions.

With regard to congestion, the increase in e-commerce parcels has meant an increase
in vans in the central district, but in a significantly lower proportion than the increase of
online orders. This is explained by three main reasons: (i) the reduction in traffic intensity
increases the number of parcels delivered through each route, (ii) transport operators with
a lower market share are able to load more parcels into each vehicle and (iii) the greater
the demand for parcels in a given delivery area, the greater the possibility of delivering
multiple orders in each stop.

7. Conclusions and Future Perspectives

This study describes the impact of COVID-19 on traffic in the urban center of a large
city. In addition, it quantifies the demand for e-commerce parcels by residents of an urban
center and estimates the impact on LCV traffic, considering its environmental repercussions.
The results, applied to the central district of a city like Madrid, seek to answer the questions
posed in the introduction.

First and foremost, road traffic in the Madrid Central area was directly affected by the
lockdown measures. During the period of the pandemic analyzed (Q2 2019), economic
activity entered a state of hibernation and mobility was reduced to essential activities,
which reduced traffic to approximately 35% of normal rates.

The exception was e-commerce, where transactions for physical goods increased by
98% during this period, in line with online retail shopping behavior in other EU countries
and the US (Eurostat 2021; BCG Global 2020). The growth of e-commerce caused an
increase in the number of vehicles dedicated to transporting e-commerce orders, albeit in a
notably smaller proportion than the increase in demand. Courier companies have found
themselves in an ideal scenario with increased demand and empty streets, enabling them
to make deliveries with very few limitations.

In this exceptional context, it would not be reasonable to apply public intervention
measures, as these generally focus on decreasing traffic congestion and vehicle emissions
under circumstances of traffic saturation, a situation which did not take place. CO2
emissions related to e-commerce last-mile increased 43.1% during the pandemic period,

91



Economies 2021, 9, 57

but this increase in CO2 is no relevant if we consider the global reduction of all pollutant
emissions in cities due the reduction in traffic and other activities. Average NO2 levels
during the week of 16–22 March went down by 41% in Madrid, 51% in Lisbon, 55% in
Barcelona, 21% in Milan and 26–35% in Rome (Cheval et al. 2020). Therefore, environmental
measures could focus on using innovative technologies: IoT (Internet of Things), big
data, parcel lockers, electric vehicles, route optimization algorithms, collaboration among
couriers and the use of urban distribution centers (Taniguchi et al. 2020).

Will the world after COVID-19 bring a new normality or a new reality? It is undeniable
that, once the pandemic is over, the world will be substantially different in multiple aspects.
Two such examples are those studied in this research: urban mobility and an increase in
e-commerce. In this new, uncertain scenario, it will be essential to adopt measures that
stakeholders can agree upon, in order to improve urban distribution in large cities from
a sustainable perspective. Focusing on the environmental perspective, the increase in
courier activities, added to the new consumption and mobility trends, highlight the need
to promote improvements in the current models for urban transport and distribution of
goods, including: public-private collaboration for retailers and for transport and logistics
operators, environmentally friendly vehicles for city dwellers and raising e-commerce
customer awareness and regulation (Russo and Comi 2020).

Inevitably, the study has several limitations, which provide valuable paths for future
research. First, it would be relevant to have a complete picture of citizen mobility during
the pandemic, that is, to know the exact percentage who used public transport, how many
used their private vehicles and how many chose to move around on foot or by bicycle. This
would provide an understanding of the transfers that took place between different modes of
transportation. Obtaining this information for the post-Covid period could be very useful
in defining better urban mobility and logistics policies in the future. Another essential
element would be calculating the exact percentage of vehicles employed in urban logistics
versus total traffic. Understanding this information and knowing delivery schedules would
contribute to more efficient and sustainable proposals for urban logistics and traffic in big
cities. Furthermore, it would be valuable to study how other modes of delivery (smart
lockers, collection points, etc.) may contribute to improve economic aspects for couriers
and social and environmental aspects for the city.

Lastly, this study could be extended from the perspective of city logistics operators,
examining specific initiatives to improve urban distribution of goods in the context ana-
lyzed. Likewise, it would be useful to extend this study to evaluate the economic, social
and environmental impact of the pandemic on both road traffic in general and urban
distribution of goods in particular. Moreover, this analysis requires more detailed studies
considering the new post-Covid reality, where mobility in the city will be different and
new consumer habits will require more resilient and efficient urban logistics. These aspects
will be developed in future research.
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Appendix A

• Productivity of LVCs in Madrid: 80–125 parcels/day
• Kms driven by LCVs in Madrid: 70–125 kms/day
• Emissions per van: 180–250 g CO2/km

The values considered in the case of the Madrid Central area are as follows:

Operational Aspect

Traffic: Dense

Loading/Unloading: Difficult

(Pre-Covid Period)

Traffic: Fluid

Loading/Unloading: Easy

(Covid Period)

Productivity LVCs/day 80 125

Kms driven LVCs/day 72 90

Emissions per LCV 250 g CO2/km

Interval of 80–125 parcels/LCV considers traffic intensity (Deloitte 2020; International
Post Corporation 2018; DPDgroup 2019).
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Abstract: As it is predicted that there will be a decrease in production at the oil and gas facilities that
are currently operating, it becomes necessary to start developing new oil and gas fields. This results
in changes to the state’s policy regarding the participation of private companies in the development
and implementation of oil and gas offshore exploration and production new projects. Access to
unique fields can be provided to the most socially responsible companies. The purpose of this
study is to present the author’s methodology for assessing the dynamics of corporate sustainability.
The methodology is based on the assessment of individual, well-founded indicators of sustainable
development of companies. The proposed methodology takes into account factors in areas such
as occupational health and safety, environmental protection and economic efficiency and identifies
two performance indicators. The first indicator is an aggregated index for three groups of factors
to assess company ratings relative to the performance of the best company. The second indicator is
an assessment of the dynamics within the company relative to the previous values of indicators of
corporate social responsibility. The research results obtained using the proposed methodology show
that oil and gas companies differ significantly in terms of corporate sustainability. The developed
methodology for assessing corporate sustainability is of practical importance and can be used by
companies in the analysis and planning of operating and investment activities that ensure the
achievement of goals of corporate social responsibility.

Keywords: corporate sustainability; corporate social responsibility; economic results; environmental
responsibility; social welfare; oil and gas fields

1. Introduction

At present, corporate social responsibility (CSR), a sustainable development (SD)
assessment, is a rather difficult procedure for a number of reasons. Theoretical and method-
ological approaches to measuring corporate indicators for assessing sustainability (CS)
and CSR are being actively developed, but this is happening in a somewhat haphazard
way. There are several reasons for this. First, SD is predominately studied at the global
and national levels, with CS concepts being hardly developed. Second, the relationship
between CS and CSR has not been studied thoroughly enough. Third, there is a variety
of CS assessment indicators, which is a result of various concepts underlying research
methodologies and the fact that there is no single definition of CS. It follows that the
methodology for assessing SD effectiveness requires further research and development
(Ponomarenko et al. 2020; Szewrański and Kazak 2020).

Corporate sustainability assessment methods differ in the number and composition of
indicators, the degree of aggregation, the method of calculating the resulting value, weight-
ing factors and assessing the degree of the company’s progress in corporate sustainability.
Official methods are universal and can be applied to all companies regardless of their
specifics. However, some researchers have proposed methods that take into account the
specifics of the industry but they are hardly used in practice and have not been officially
recognized. The peculiarity of corporate sustainability assessment methods lies in the
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fact that the algorithm is usually unknown for selecting the criteria, weighting factors
and calculation rules and the reliability of the procedure should be verified by disclosing
information on the approach to collecting and verifying information relevant for research.

The purpose of this study is to develop a methodology for assessing corporate sus-
tainability and changes in the field of sustainable development and benchmark oil and
gas companies using social and environmental indicators in order to reveal potential
participants in the joint development of oil and gas fields.

The article provides an analysis and systematization of corporate sustainability assess-
ment methods aimed at identifying the limitations and possibilities of using the method-
ology for assessing the level of CSR in oil and gas companies. A new methodology is
proposed for assessing corporate sustainability in order to analyze the level of and changes
in corporate sustainability taking into account target indicators. The results are given
and conclusions are made on testing the methodology using a case study of oil and gas
companies. The article discusses the limitations of the methodology for assessing the level
of CSR and reflects on how it can be developed in the future.

The structure of the article includes:
Section 1 (“Corporate sustainability: definition and assessment methods”), which

discusses some interpretations of corporate sustainability in comparison with corporate
social responsibility and sustainable development, as well as characteristics of the most
popular methods for assessing corporate sustainability.

Section 2 (“Materials and Methods”), which presents the details of the methodology
that was developed by the authors, including the set of methods for assessing, the selection
of indicators and the development of integral indicators for assessing corporate sustain-
ability. The technique, which was chosen as the main one for the further development of
the author’s technique, is analyzed. The choice of mining companies as a base for testing
the method is substantiated.

Section 3 (“Results”), which contains the details of the methodology that was devel-
oped by the authors, including the selection of indicators and the development of integral
indicators for assessing corporate sustainability at present and over time; analytical and
graphical results of assessing corporate sustainability in six Russian oil and gas companies.

Section 4 (“Discussion”) includes a study of the place that the proposed methodology
takes in the classification of methods for assessing corporate sustainability based on various
criteria and identifies the limitations of the methodology.

Section 5 (“Conclusion”) contains the key findings of the study.

1.1. Definitions of Corporate Sustainability, Corporate Social Responsibility and
Sustainable Development

Despite a geometric growth of works on this issue, there has not been a common
definition of CS for 30 years of the concept development. Many researchers confuse the
concepts of corporate social responsibility (CSR) and corporate sustainability (CS), while
others replace corporate sustainability by environmental sustainability; thus, corporate
sustainability is the most uncertain among the related categories. It results from the logical
course of the concept development: from environmental and social sustainability to CS
based on a threefold approach. The weakest theoretical points of CS are non-formalized
relations between various CS spheres and an unaccounted-for long-term nature of CS. In
the existing systems of indicators, the proportion of each sphere has no rational backing
and a long-term nature of CS is practically not counted. Apart from that, the fact that
oil and gas companies use public-owned valuable mineral resources and have a special
environmental impact (soil, air, water, biodiversity) complicates creation of a valid system
of indicators.

Theoretical and methodological approaches to measuring corporate indicators used in
CS assessment are being actively developed but they do not form a system. This is due to a
number of circumstances. First, in various studies on the issue, the relationship between
CS and CSR has not been analyzed thoroughly enough. Second, there is a variety of CS
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assessment indicators, which results from the fact that there is no universally accepted
definition of CS and the concept itself is analyzed from different points of view.

Over the past three decades, a lot of attention has been paid by academic circles to
different CS aspects.

Development of the stakeholder approach, according to the theory of E. Freeman
(Freeman 1984), is based on an expanding interest range of stakeholders and their obliga-
tions to the society (Smol et al. 2020; Tulaeva et al. 2019; Novikova 2020).

An institutional approach to CSR, development of the concepts of corporate citizen-
ship, corporate susceptibility and corporate activity as a result of expanding spheres of influ-
ence and functions of large businesses (Montiel and Delgado-Ceballos 2014; Freeman 1984).

From 1987 (Brundtland reports) until the middle of 1990 the research of CS was aimed
at identifying and formulating signs of CS; later (until mid-2000) strategic management
research was focused on finding tools and strategies of CS and maximizing the level of
CS. Then, the concept of CS became comprehensive and combined all three spheres. The
theoretical background of CS includes: a stakeholder and institutional theory, a resource-
oriented concept, a new theory of “sustaincentrism”. A stakeholder theory explains CS
drivers by satisfied respective interests of stakeholders; an institutional theory explains
evolution and diffusion of institutions into various areas of CS; a resource approach
identifies what resources a company needs for an effective CS strategy; while the new CS
theory formulates a detailed definition of CS and focuses on a shift from anthropocentric to a
“sustainable centric” approach (Drucker 1984; Berman et al. 1999; Margolis and Walsh 2003;
Johnson 2003; Halme and Laurila 2009; Blagov 2011; Nedosekin et al. 2019).

In this article, we treat corporate sustainability as a successful establishment of a
company in three traditional spheres of sustainable development (economic, social and
environmental), taking into account long-term relations of these spheres and a compre-
hensive concept of CS. When determining CS of a mining company, we should take into
account whether the corporate economic quantitative and qualitative profile complies with
environmental and social requirements, how the company responses to relevant challenges
in the long term. Thus, the idea of socially responsible business is becoming mandatory in
modern conditions.

A review of literature on the issue of sustainable development at the micro level
(corporate sustainability) shows that there has been a significant interest in this issue for
decades, which led to the emergence and development of various ideas and views. At the
same time, the variety of studies in this area stems from the fact that there is no universally
accepted definition of the basic concept of sustainable development at the micro level
(i.e., corporate sustainability), with this term being used along with similar ones, such as
corporate social responsibility, sustainable development and others.

By systemizing the approaches to defining the concept of corporate sustainability
presented in current foreign literature on the topic (Endovickij et al. 2017), the following
types were identified:

(1) corporate sustainability in relation to and in connection with corporate social
responsibility (CSR):

• corporate sustainability in the sense that is synonymous with CSR;
• corporate sustainability in the sense that is not synonymous with CSR;
• CSR as a factor ensuring corporate sustainability;

(2) a monofocal definition of corporate sustainability:

• corporate sustainability is the observance of moral standards;
• corporate sustainability is a strategy implemented by executives;

(3) umbrella approaches to defining corporate sustainability:

• corporate sustainability is determined by many indicators and characteristics of a com-
pany (economic growth, product quality, business reputation, organizational structure,
stakeholder relationships, environmental protection and others) simultaneously;

• the triune concept of corporate sustainability (based on TBL);
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• corporate sustainability as a driver of economic results;
• corporate sustainability as a consequence of achieving particular results that are

measured using instruments developed by organizations (for example, the Dow
Jones Sustainability Index, the Shanghai Stock Exchange Sustainable Development
Industry Index).

A closer look at these interpretations shows that there is some confusion between
corporate sustainability and CSR, but attempts are made to identify the specific features
of corporate sustainability; the emphasis is placed on the activity (both strategic and
operational) aimed at achieving sustainability, its long-term nature and the creation of
different values at the company level. The most important task is to identify the range of
issues discussed within the framework of corporate sustainability, relationships between
them and their significance. Two approaches can be distinguished here.

Proponents of the first approach understand by corporate sustainability the company’s
economic sustainability which manifests itself in its long-term economic performance
(Epstein and Roy 2003), sustaining its competitive advantages, profitability, a high market
capitalization, highly priced stocks and successful risk management. This approach gen-
erally corresponds with strategic management but even though it is long-term oriented,
its focus is on economic performance. It is known that today’s strategic and operational
management takes into account the combination of goals and tools for achieving them in
the economic, environmental and social spheres (Klimova et al. 2018). In the approach dis-
cussed above, environmental and social factors become boundaries and they are not equal
to economic factors in terms of their importance. At the same time, quantitative research
proves that there is a relationship between companies’ performance indicators and the im-
plementation of corporate sustainability practices (see, for example, (Ivashkovskaya 2009)
I.V. Ivashkovskaya puts emphasis on the influence of environmental and social factors on
the value of a company).

In the second approach, corporate sustainability is understood as a holistic view of
the company in the context of achieving economic, environmental and social goals. This
raises the issue of developing a balanced assessment system covering different types of the
company’s activities, including those in the economic, social and environmental spheres,
giving an overall assessment and solving all management problems in the context of
corporate sustainability at both the strategic and operational levels.

Analysis of scientific publications and official materials (GOST R ISO 9004 2010;
GOST R ISO 20121 2014; GOST R 54598.1 2015) of organizations engaged in methodological
guidance of SD showed that all methods differ in the number and set of assessment indica-
tors, degree of their aggregation, methods for value calculation, proportion of indicators
and assessment of corporate progress degree in CS. Official methods have a universal
nature and can be applied to all companies without regard to their type of business. At the
same time, methods of individual researchers have little practical application and are not
officially recognized, although many of them are industry-specific and, therefore, show a
certain progress in the scientific understanding of CS. What is distinct about CS assessing
methods is that the algorithm for selecting the criteria, proportions of indicators and rules
of calculations is unknown, so consistency and reliability of assessing procedures must
be confirmed by explaining the approach to collection of reasonable information and a
verification system.

Analysis of CSR and CS assessment methods showed that according to the target
orientation and selection of key indicators or the main indicator (index), they can be divided
into the following groups: (1) methods focused on collection of environmental information;
(2) methods focused on assessment of social welfare, calculation of social indicators and
indicators of social efficiency; (3) methods based on a comprehensive assessment of CSR;
(4) methods of assessing corporate sustainability with a comprehensive assessment of
corporate activities in environmental, social and economic areas (Table 1).
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Table 1. The development of CSR concepts. Source: compiled by the authors. (Ponomarenko et al. 2020; Szewrański and
Kazak 2020; Smol et al. 2020; Tulaeva et al. 2019; Novikova 2020; Montiel and Delgado-Ceballos 2014; Freeman 1984; Drucker
1984; Berman et al. 1999; Margolis and Walsh 2003; Johnson 2003; Halme and Laurila 2009; Blagov 2011; Nedosekin et al.
2019; Endovickij et al. 2017; Epstein and Roy 2003; Klimova et al. 2018; Ivashkovskaya 2009).

Attributes Stakeholder Theory Corporate Social Performance Corporate Citizenship

Object The relationships between the
company and its key stakeholders

The company’s activities in relation
to its stakeholders

The relationship between the
company and society

Essence

Identifying and taking into
account the interests of parties
involved, i.e., those who can
influence the company’s activities
or be influenced by the side effects
of the company’s main activities

The company’s ability to
understand its impact on society
and respond to the needs of
stakeholders in the economic, social
and environmental spheres

An integrated approach that
includes not only legal rights and
obligations but also additional
responsibilities that lie beyond the
company’s boundaries and exist in
the economic, social and
environmental dimensions

Principles

The corporation is involved in
resource mobilization in order to
create well-being for its
stakeholders and competitive
advantages for itself

The underlying links between the
principles of corporate social
responsibility, corporate social
performance and corporate strategy:
1. risk minimization,
2. profit maximization,
3. accountability to and
responsibility for stakeholders

Companies take the position of a
social institution and, having
become a “good corporate citizen”,
share a number of social functions
with the government.
They contribute to sustainable
development at the regional or even
global level.

Implementation
methods

It is not required to meet the
social interests of all the
company’s stakeholders. The
management should not pay too
much attention to minor
stakeholders who cannot
influence the company’s
sustainability in the mid-term

Three strategies of stakeholder
communication: information
strategy, response strategy and
involvement strategy

Identification of socially anchored
competences, elimination of
contradictions between the interests
of the company and society in terms
of social, environmental, ethical and
economic aspects

Principal
authors

Freeman R.E., S. Ramakrishna
Velamuri, Brian Moriarty, Preston
L., Post J.

Sethi S. P., Wood D.J., Carroll A. B. Logsdon J.M., Wood D.J., Carroll A.
B., Matten D., Crane A., Chapple W.

The methodology proposed by the authors for assessing corporate sustainability
in mining companies was developed taking into account the essence, principles and
methods of stakeholder theory, corporate social performance and corporate citizenship.
The principles of stakeholder theory that was used includes resource mobilization, creating
competitive advantages and creating stakeholders’ well-being. According to the principles
of corporate social performance, three aspects of interaction are assessed—economic,
environmental and social—along with “inputs” (resource consumption) and “outputs”
(impact). The concept of corporate citizenship takes into account the link between the
regional and national levels of sustainable development, which was reflected in the choice
of indicators that can be aggregated starting from the corporate level.

1.2. Methods Focused on Collection of Environmental Information and Calculation of
Environmental Indicators

Such methods exist due to the fact that for several decades the environmental approach
to SD assessment had dominated, with its close relations to the stakeholder theory, popular
and clear definition of many environmental indicators. However, such methods are only
aimed at the environmental side of activities of the companies (Larsena et al. 2018). An
example of this is Carbon Disclosure Project (CDP) (CDP 2015), an independent non-
profit organization that maintains the world’s largest climate change database. CDP is
the author of disclosure guidelines, as well as several environmental ratings (Carbon
Disclosure Leaders Index—CDLI and Carbon Performance Leaders Index—CPLI). The
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world’s largest companies measure and publish climate change and gas emission data
using a CDP survey-based method in order to set emission-reducing goals as part of their
CS strategies. International principles for assessing social consequences and results (IAIA,
International Association for Impact Assessment).

Of course, the issue of greenhouse gas emissions is one of the key environmental
problems, it is very grave for companies in the mineral, oil and gas industry and allows us
to assess the company’s contribution to reduction of hydrocarbon emissions at a global
level; however, this method does not allow consideration of the SD of companies in social
and economic aspects.

1.3. Methods Focused on Assessment of Social Welfare, Calculation of Social Indicators and
Indicators of Social Efficiency

Such methods are focused solely on social results that can be assessed by such param-
eters as demography, health and income, poverty level, educational level, migration, etc.
“A high aggregation of social parameters makes them universal and allows adapting them
to a particular country, collecting and summarizing a large array of statistical information”
(Kanaeva 2018). One of the challenges for using such methods is a constant complication
of social indicators (index). For example, introduction of such indicators as “degree of
vulnerability”, “social insecurity”, “level of material and social inequality” and “level of
public resilience to weather and climate anomalies” require a new justification of criteria,
methods for their calculation and possible modification. Apart from that, existing systems
of social indicators used at the global level sometimes cannot objectively assess social
results at national levels, since they do not take into account geographical and climatic
features of the countries and related national, traditional and cultural characteristics of
natural resources consumption, need for social benefits, etc.

Methods focused on assessment of public welfare, calculation of social indicators and
indicators of social efficiency include (Prokopov and Feoktistova 2008):

1. Social Impact Assessment (SIA), which is a method for considering social impacts and
a way to assess the impact of certain projects on society (roads, industrial facilities,
mines, dams, ports, airports and others);

2. Among methods for assessing social effectiveness, based mainly on a qualitative data
analysis, it is worth noting SRA (Social Return Assessment);

3. The LBG model allows assessing the value and achievements of corporate investment
into the community, as well as properly report to stakeholders. This model presents a
matrix, which can be used to summarize and obtain quantitative information on the
results of work with local communities. Dividing corporate activity into elements,
the matrix offers a detailed study of various types of resource inputs, determines
immediate or intermediate results/products (outputs) and, ultimately, presents the
nature and degree of environment impacts (LBG Model 2017).

1.4. Methods Based on a Comprehensive Assessment of CSR

1. The SROI (Social Return on Investment) is based on the SCBA method and allows
calculation of social efficiency of investments (social return on investment) (Emerson
et al. 2000; Lingane and Olsen 2004). Social results are determined given the interests
of stakeholders and are assessed by using subjective and objective indicators that
most fully reflect the results obtained (A Guide 2012). This method does not use
any sustainable indicators or results selected for specific conditions, company or
project. However, this approach is focused on projects and does not allow assessing
effectiveness of CSR of an operating company.

2. The SCBA (Social Costs-Benefit Analysis) is a tool of the welfare economy and it
assesses social costs-benefits. As a rule, it is used to justify a state support of large so-
cially significant projects (Wells 1975). It is supposed to make monetary assessment of
private and external social costs (including environmental ones) (Manning et al. 2016).
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The disadvantage of this method in assessing CSR is that it cannot take into account
qualitative results to the full extent.

3. The DEA (Data Envelopment Analysis) is used to evaluate CSR activities in order
to determine effectiveness of management decisions based on profitability criterion.
This method presents only final ratings.

4. Since 1991 the KLD (Dowling Grahame 2013) index has been one of the most widely-
used company analysis indices in seven areas: product quality and safety, relations
with employees, corporate management, relations with the local community, human
rights, environment, diversity, thus covering all main directions of SD. The method
links social and financial indicators and demonstrates only final ratings.

5. Econometric Impact Index, offered by Smith O’Brien, allows assessing the total impact
of the company on the local community. This index can be used both by the companies
and local authorities involved in assessing the impact of those companies on the
local community, including expanding or reducing production, pricing policy, tax
payments and the impact on decision-making in regional development.

1.5. Methods for Assessing Corporate Sustainability with a Comprehensive Assessment of
Corporate Activities in Environmental, Social and Economic Areas

The fourth group combines in-company methods of assessing corporate sustainability
and comprehensive assessment of corporate activities in all areas of SD: environmental,
social and economic. Assessment of CS indicators means assessment of economic results,
impact on society (CSR) and impact on the environment.

The most common rating methods are as follows:

1. The ISS-oekom corporate rating (ISS-oekom Universe) includes assessment of more
than 3900 companies; Oekom Corporate Ratings assess companies by using 100 social,
managerial and environmental criteria (ISS-oekom 2019) weighted, aggregated and
presented as a score, which makes up the background of rating of the companies;

2. ESG ratings are based on assessing the optimal set of special indicators reflecting the
level of the company’s impact on the natural and social environment, as well as the
degree of corporate exposure to social and managerial risks (ESG Rating 2020);

3. DJSI Index (The Dow Jones Sustainability Index) is a set of indicators for assessing
sustainability of large public companies-stock market players, selected under the
corporate sustainability assessment made by RobecoSAM agency. DJSI indices are
global benchmarks based on a set of criteria for assessing environmental, social and
economic capacities of companies (JSI/CSA 2020), including weighting factors. The
content and number of indicators within each criterion, as well as their weight factors
can be adjusted in accordance with the recommendations of RobecoSAM;

4. The RobecoSAM agency methods are used not only to evaluate DJSI, but also to assess
sustainable development of companies given their industrial profile. In this case,
assessment uses specific industry criteria. For example, for mineral companies, eco-
nomic criterion included payment transparency, environmental one—mineral waste
mgmt., water related risks, biodiversity, social one—asset closure mgmt, community
impact, stakeholder engagement (Corporate 2018).

Despite high popularity of SAM and DJSI methods, they have a drawback: information
can be distorted as a result of self-assessment of companies (RepRisk Provides ESG 2014;
Rahdari and Rostamy 2015);

5. Fortune ranking is based on comparison with the “top companies” and presents the
final ranking data. It limits the ability of companies to self-evaluate and analyze
internal effects, relies on fixed indicators not ranked by their significance, that is, it
does not count for effectiveness as a reason of certain social investments;

6. The 2008 World Business Council for Sustainable Development (WBCSD) Guidelines
together with the International Finance Corporation (IFC) define universal framework
principles for identifying, measuring, assessing and prioritizing social effects, as well
as indicators by value chain elements (WBCSD 2017).
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Among national methods, the following are worth noting:

(a) method for assessing basic performance indicators (BPI), developed by the Rus-
sian Union of Industrialists and Entrepreneurs (RUIE) under the Global Reporting
Initiative (GRI) and intended for preparing corporate non-financial reports (social,
sustainable development, environmental ones) and for corporate management sys-
tems in order to organize monitoring, control and assessment of key performance
results. Basic performance indicators include 48 indicators in economic, social and
environmental areas of the company (Global 2014);

(b) The Social Reporting of Enterprises and Organizations Registered in the Russian
Federation. Guidelines Standard prepared by the Chamber of Industry and Commerce
under AA 1000 and GRI principles (Prokopov and Feoktistova 2008).

2. Methodology

The purpose of the study was to develop a method for assessment of corporate
sustainability (CS) based on accumulated assessment tools.

For this purpose, more than 100 CSR and CS methods were analysed (Table 2). For
analysis purposes the following methodologies were selected:

• International methods for assessing CS and social performance
• Methods for assessing CS and social performance with the industry specifics
• Methods and approaches for assessing social performance
• Russian rating methods for assessing CS and social performance
• Individual researchers’ methods of assessing companies’ performance.

The methodology of express assessment of CSR methodology Barzakova D.I. was cho-
sen as the basis for the development of the methodology for assessing corporate governance.
In the method of Barzakov D.I., the author proposes assessment indicators harmonized
with the provisions of the global standard Global Reporting Initiative G4 (GRI G4) and
combined into three groups: interaction with personnel, interaction with the local commu-
nity and environmental protection. The final indicator is determined based on the point
assessment of the dynamics of growth/decline of the GRI G4 indicators. The methodology
allows for diagnostics and comparative analysis of companies in the field of CSR.

In our methodology, in addition to indicators from the Global Reporting Initiative
G4 standard, economic indicators from the company’s profit and loss statement have
been added to focus more on the company’s sustainability and not just corporate social
responsibility. The proposed methodology takes into account three groups of indicators
in the areas: labor protection, environmental protection and economic efficiency. Three
indicators were selected in each group to create a balanced system of indicators.

Thorough consideration was given to the specific features of oil and gas companies.
Among the social indicators, three indicators were chosen that reflect social impact

and the impact of the company on its employees (data on occupational injuries, Deloitte
surveys), the local community (company reports) and the population at the regional and
national levels, as they all form a single ecosystem. All the indicators correspond with the
stakeholder approach.

Among the environmental indicators, three indicators were chosen that characterize
the consumption of key natural resources and the impact on the environment) (Chere-
povitsyn et al. 2018; Lipina et al. 2018; Ilinova et al. 2020), including energy consumption
(as well as CO2 emissions), water consumption (which is high in oil and gas companies)
and waste (Vasilev et al. 2019; Ivanova 2020; Kirsanova et al. 2020). In the economic
area, such indicators were chosen as cost-to-revenue ratio as a key indicator of economic
performance, revenue as an indicator of the cumulative effect and oil and gas reserve life
as a key factor connected with resources (Carayannis et al. 2021; Litvinenko et al. 2020;
Rudakov et al. 2021).
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Table 2. Classification of CS methods, ratings, indices. Source: (Wong et al. 2019; ESG 2019; ESG Factors in Investment,
MIRBIS 2019; Rate the Raters 2020; Corporate 2018; RepRisk Provides ESG 2014; International Integrated Reporting Council
‘IIRC’ 2021; Leadership GRI SRS 2013; Global 2014; LBG Model 2017; Borzakov 2016; Sklyar and Zverkovich 2007; Pence
and Furs 2008; Saprykina 2012; Endovitsky et al. 2014; Ponomarenko et al. 2020) compiled by the authors.

Kinds of Methodologies Methods

Russian methodologies (ratings)
for assessing CS and social

performance

Basic indicators of RSPP (Methodology of the Russian Union of Industrialists and
Entrepreneurs)

RSPP indices (Interfax-Era methodology)

CCI Social Reporting Standard (Chamber of Commerce and Industry)

Fundamental efficiency ratings (compiled by the environmental and energy rating agency
Interfax-ERA)

Methodology for assessing energy efficiency class from E to A ++ (RERA) (RUSSIAN
ENERGY RATING AGENCY)

Russian Regional Network for Integrated Reporting (RRS)

Employer Attractiveness Rating NRA (National Rating Agency)

International methodologies for
assessing CS and social

performance

Dow Jones Sustainability Index (мeтoдoлoгияRobecoSam).

FTSE4GOOD

Global 100 Index methodology.

Global Reporting Initiative (GRI) methodology.

Bloomberg ESG Index methology.

DEA (Data Envelopment Analysis)

KLD (Kinder, Lydenberg and Domini)

Econometric Impact Index (economic benefit index) proposed by Smith O‘Brien.

Carbon Disclosure Project (CDP) (carbon reporting and performance leaders: Carbon
Disclosure Leadership Index, CDLI; Carbon Performance Leadership Index, CPLI)

Methodologies for assessing CS
and social performance with

industry specifics

Oil and Gas Industry Guidance on Voluntary Sustainability Reporting. IPIECA/API (in the
field of oil, gas production)

Rating agency Tomorrow’s Value Rating (TVR) (oil, gas)

Equitable Origin has released the EO100 Standard (in the field of oil, gas)

Rating of openness of oil and gas companies in the field of environmental responsibility
(organized by KREON Group)

Rating of the openness of mining and metallurgical companies in Russia in the field of
environmental responsibility

Methodologies and approaches
for assessing social performance:

SIA (Social Impact Assessment),

SRA (Social Return Assessment),

SCBA (Social Costs-Benefit Analysis),

SVA (Stakeholder Value Added)

Total Impact Measurement and Management (PWC-developer, approach to assessing the
impact of business on the economy, society and the environment, as well as the tax

contribution of the company)

Coalition for Environmentally Responsible Economies (CERES)

Institute for Social and Ethical Responsibility (ISEA)

Social Reporting Standards
AA1000 KCO Institute of Social and Ethical Accountability

SA8000 Social Accountability International

Social Responsibility Guide ISO 26000

Methodologies of Russian
researchers for assessing

performance (more than 100)

Borzakov; Skliar E., Zverkovich I.; Penc I., Saprikina O.; D. A. Endovitsky, Ponomarenko T.V.,
Marinina O.A. etc.
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The effectiveness of CS is assessed by two final indicators. The first indicator is an
aggregated index for three groups of factors to assess the ratings of companies relative
to the performance of the best company. The second indicator is an assessment of the
dynamics within the company relative to the previous values of the indicators of corporate
social responsibility.

Methodology: analysis of CS assessment methods; systematization of assessment
methods for mining companies in order to identify limitations and opportunities for
application of CS assessment methods in mining companies; development of a method for
CS assessment in order to determine the achieved level and dynamics of CS indicators in
terms of the target industry indicators; assessment and analysis of CS results using data
from oil companies.

We selected oil and gas companies, on the one hand, due to an important role of the
oil and gas industry for the Russian economy in general and for the regions of operation, in
particular, plus the ability to use high-quality secondary sources of available and accessible
information and, on the other hand, because of a significant environmental impact of
such companies. An important factor for selection of oil and gas companies is the fact
that, for example, in Gazprom PJSC, the number of employees makes up almost half of
the total number of employees in the mining sector. We formed a database using the
reports of oil and gas companies published on the Russian Union of Industrialists and
Entrepreneurs website, in particular, reports on sustainable development. We assessed
CS taking data from six largest Russian oil and gas companies: PJSC NK Rosneft, PJSC
Gazprom, PJSC NOVATEK, PJSC Tatneft, PJSC Lukoil and PJSC Surgutneftegas, over 5
years (National Register 2020).

In order to comprehensively assess the CS level of oil and gas companies and the
degree of progress towards the target industry indicators, we developed and applied a
method to assess the achieved level and dynamics of changes in CS indicators. The choice
of oil and gas companies for the study was based on the availability of sustainability reports
that needed to be used to collect source data. These oil and gas companies are among the
biggest ones in Russia. Three of them are controlled by the government and another three
are private.

3. Results

Based on an analysis of CS concepts, existing methods, recommendations given in the
GRI G4 standard and disclosure requirements concerning non-financial information, a set
of indicators reflecting the specific features of oil and gas companies was selected as the
initial data for developing a methodology for CS assessment.

The choice of indicators stems from the fact that it is essential to meet two requirements:
to assess impact in three spheres (economy, ecology and environment) and to characterize
the long-term development of a company (by analyzing revenue, profitability and natural
resource assets).

The indicators are grouped by three areas (environmental, social and economic) and
divided into two groups based on the desired trends (ESG 2019; Rate the Raters 2020;
Corporate 2018; Borzakov 2016; Ponomarenko et al. 2020):

• indicators that should be minimized: energy consumption per unit, water consump-
tion, production waste, occupational injury frequency rate;

• indicators that should be maximized: average cost-to-revenue ratio, revenues, oil and
gas reserve life, investment in environmental protection and costs associated with
supporting local communities.

Information for developing a system of CS (Corporate Sustainability) assessment
indicators was obtained from several sources: CSR (Corporate Social Responsibility) and SD
(Sustainable Development) reports, annual corporate reports and annual financial reports.

Indicators (Rt
i), their desired trends and information sources are shown in Table 3.
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Table 3. Set of CS assessment indicators. Source: compiled by the authors.

Sphere/Indicator (Rt
i) Information Source Desired Trend

Social sphere
- occupational injury frequency rate CSR and SD reports →min
- growth in costs associated with supporting local communities, RUB USD,
EUR) billion CSR and SD reports →max

- environmental protection costs, RUB (USD, EUR) billion CSR and SD reports →max

Environmental sphere
- energy consumption per unit, RUB/RUB; RUB/t ($, €) CSR and SD reports →min
- water consumption per unit, m3/t; m3/RUB ($, €) CSR and SD reports →min
- production waste, million tons CSR and SD reports →min

Economic sphere
- average cost-to-revenue ratio Annual report →max
- revenues, RUB billion (USD, EUR) Financial report →max
- oil and gas reserve life, years Annual report →max

3.1. Calculating the Aggregate CS Index

Aggregation is carried out based on equal weights and assessments are given in
points to ensure that parameters which differ in units of measurement can be compared.
The aggregate CS index is meant for ranking companies in relation to the best one in the
industry. To find the aggregate CS index, it is necessary to replace quantitative indicators
(Rt

i) with points.
Scores (Pt

i ) of indicators (Rt
i ) are determined proportionally to the maximum value of

i-indicator of CS assessment in t-year. The maximum value of the indicator corresponds to
the maximum score of 10 points.

Assessment of the achieved CS level is determined by summing up the scores of CS
assessment indicators (APt

i ):

APt
i = ∑ Pt

i (1)

where Pt
i —is the score of i-indicator of CS assessment in t-year.

Points (Pt
i ) are assigned to the indicators (Rt

i) in proportion to the maximum (min-
imum) value of the i-th indicator of the top company in the industry. The maximum or
minimum value (depending on the desired trend) corresponds to the maximum score,
which is 10 points.

3.2. Assessment of Changes in Companies’ CS Indicators

The assessment of changes in CS is based on information on the companies’ CS
indicators covering a period of three years. Taking each company’s indicators separately,
change (PCt

i ) (deviation) (+/−) relative to the previous period is found.

PCt
i = APt+1

i − APt
i (2)

where APt
i is the value of the score of i-indicator of CS assessment in t-year.

The absolute change is then converted to relative change, which will be presented
in percentage. In order to analyze indicators in dynamics, we calculated the Percentage
change (PCt

i ) for each indicator, which has a certain number of scores (from 1 to 10) by the
scale (see Table 4). The rating of sustainable development indicators, given their dynamics,
is determined by summing up the scores (∑ Et

i ) of each indicator in a year.

Table 4. Score scale. Source: compiled by the authors.

Percentage change
(PCt

i )
1–10 11–

20
21–
30

31–
40

41–
50

51–
60 61–70 71–80 81–90 91–100

Point (∑ Et
i )

1
(−1)

2
(−2)

3
(−3)

4
(−4)

5
(−5)

6
(−6) 7 (−7) 8 (−8) 9 (−9) 10

(−10)
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The methodology for assessing CSR is presented in Figure 1.

 
Figure 1. Methodology for assessing corporate social responsibility. Source: compiled by the authors.

To see how this method is applied, we shall consider creation of a system of economic
indicators for the three largest Russian oil and gas companies: PJSC NK Rosneft, PJSC
Gazprom, PJSC NOVATEK, PJSC Tatneft, PJSC Lukoil, PJSC Surgutneftegas over 5 years.
The final indicators of CSR assessment are shown in the Figures 2 and 3. Intermediate
calculation indicators are presented in the Appendix A (Tables A1–A3).

Figure 2. Assessment of the rate of change CS (economic, environmental and social indicators) oil
and gas companies on the dynamics of change of indicators.
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Figure 3. Assessment of the level of CSR (economic, environmental and social indicators) oil and gas
companies on the absolute value of the indicators.

When being tested, the methodology showed significant deviations in SD indicators,
which means that additional analysis of the results at a qualitative level is required.

According to the final indicator of social corporate sustainability, the company can be
ranked in the following order:

(1) PJSC Gazprom (2018-the level of CSR-41)
(2) PJSC Lukoil (2018, the level of CSR-38)
(3) PJSC NK Rosneft (2018-the level of CSR-32)
(4) PJSC Tatneft (2018-the level of CSR-31)
(5) PJSC Surgutneftegas (2018-the level of CSR-18)
(6) PJSC NOVATEK (2018-the level of CSR-8)

All calculations and graphs show that for the companies the dynamics of changes in
indicators (rate of change) is differently directed. Within the study period, Gazprom PJSC
has had a tendency for increasing indicators; however, the indicator values themselves
were minimal compared to other companies. In terms of the achieved CS level among
the analyzed companies, the leading position belongs to Lukoil PJSC, with the average
score of 38 points. This allows us to conclude that this Lukoil PJSC is the most sustainable
(after Gazprom PJSC), because the absolute value of the indicator plays a more important
role than the dynamics of its change, since it reflects the actual status of the company by a
certain indicator and allows comparing companies with each other.

4. Discussion

As you can see, the leading position in terms of static values is occupied by PJSC
Gazprom with a margin of about 28% from its closest competitors (Rosneft and LUKOIL)
(in terms of points). The maximum number of scores the company had for the social
component, which can be correlated with the scale of implemented social programs and
joint activities with the state.

In terms of dynamics, the most effective activity was performed by PJSC NOVATEK,
followed by PJSC Rosneft. To ask why Gazprom does not show a leading position here, it
should be understood that showing the highest values among all the considered companies,
GAZPROM just may not have reserves for noticeable leaps in development.

In the process of evaluating and analyzing the results, we concluded that the methodol-
ogy requires further work. For example, it would be good to consider the issue of weighting
factors and then mechanism for mutual influence of spheres (for example, PJSC Gazprom
with 29 points in social sphere has only 1.7 points for the environmental component, which
means unstable development). We also aim to work with the technique of estimation in
dynamics so that the obtained results can be interpreted more effectively.
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The review and analysis of methods for assessing CSR and CS that, despite a great
number and variety of methods, they can be classified by the following categories:

1. By the area of research—the methods are aimed at study and assessment of corporate
activity areas. Based on this criterion, there are methods focused on assessing envi-
ronmental sustainability or social component of SD in the CSR system, methods of
integrated (socio-environmental) assessment of CSR, integrated methods for assessing
CSD combined with the analysis of environmental, social and economic components.

2. By the objectives—the methods are aimed at monitoring of the situation in the areas
of research; assessment of social and environmental results of projects or activities of
the companies; making company ratings (comparative assessment).

3. By applicable assessment criteria and indicators—the methods for making assessment
criteria and indicators include: -quantitative indicators, for example, emissions in as-
sessing environmental impact; cost performance indicators of companies; quantitative
indicators for business areas of the company; quality indicators for assessing social
and environmental effects; aggregate indicators (indices); score-rating indicators.

4. By sources of information for CS assessment—secondary sources (open); primary
sources (special surveys of companies); primary sources (special surveys for local com-
munities).

5. By rapid and detailed assessment of CS—rapid assessment generates an overall
idea of socially responsible activities of the company confirmed by facts and non-
financial reports and serves as an informational background for subsequent analysis,
identification of potential risks and making informed decisions. The list of rapid
assessment indicators includes the most important indicators characterizing social,
economic and environmental role of the company.

The analyzed methods for CS level assessment have several disadvantages, since
they do not take into account many factors affecting oil and gas companies. For example,
one of the CSR level assessment methods based on non-financial reporting reflects only
dynamics of changes in indicators for a particular company. Thus, the rapid assessment
only counts for the rate of change in the indicators used for that method, but it does not
compare companies with each other by the achieved CSR level. This fact does not allow for
making an objective conclusion regarding the CSR level of the companies.

In order to comprehensively assess the CS level of oil and gas companies and the
degree of progress towards the target industry indicators (according to the “Energy Strategy
of Russia for the Period until 2030”), we developed and applied a method for assessing the
achieved CS level and dynamics of changes in CS indicators.

An analysis of CS assessment methods showed that only the fourth group offers
a comprehensive assessment. Methods based on environmental information focus only
on the environment. Methods based on social welfare deal with the impact on society.
Methods based on CSR predominantly focus on social issues, with environmental ones also
taken into account. CS assessment methods cover three areas of sustainable development
and three groups of indicators.

Three indicators were selected in each group to create a balanced system of indica-
tors. Thorough consideration was given to the specific features of oil and gas companies.
Among the social indicators, three indicators were chosen that reflect social impact and
the impact of the company on its employees (data on occupational injuries, Deloitte sur-
veys), the local community (company reports) and the population at the regional and
national levels, as they all form a single ecosystem. All the indicators correspond with the
stakeholder approach.

Among the environmental indicators, three indicators were chosen that characterize
the consumption of key natural resources and the impact on the environment), including
energy consumption (as well as CO2 emissions), water consumption (which is high in oil
and gas companies) and waste.
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In the economic area, such indicators were chosen as cost-to-revenue ratio as a key
indicator of economic performance, revenue as an indicator of the cumulative effect and
oil and gas reserve life as a key factor connected with resources.

The choice of all these indicators makes it possible to subsequently trace the relation-
ship between CS and SD at the national level.

A limited combination of indicators was chosen in order to give a brief assessment of
the main “outputs” of the company. In this kind of assessment, a number of indicators are
not taken into account.

The developed method for CS assessment and can be used by large companies in the
analysis and planning of operational and investment activities that ensure achievement
of CS goals and growth. Oil and gas companies can use the method for CS assessment to
achieve their strategic goals and strengthen their market positions by investing in certain
problem areas. In this regard, oil and gas companies are advised to monitor the CS level,
effectively manage interaction with various stakeholders and involve the local community
in solving environmental and social issues.

In practice, oil and gas companies can use the methodology for benchmarking between
both companies and separate spheres based on the values for a particular moment. For
example, scores in different CS spheres enable companies to make conclusions about their
status and progress.

An interesting feature of the methodology is that it provides for analyzing changes in
the company’s indicators in comparison with those of other companies. This is an indirect
measure of its competitiveness.

The methodology provides tools for achieving CS goals related to the global SDGs.
Many companies discuss the SDGs in their reports but do not assess whether they can
be achieved.

The methodology takes into account the resource and stakeholder ideologies.
The limitation of the proposed methodology lies in the fact that additional qualitative

analysis is required that will characterize the causes of significant deviations in corporate
sustainability indicators. The set of indicators consists of multidirectional SD indicators
that are combined into an aggregate index, which makes it difficult to find the reason
for such deviations. Another limitation is that companies should provide CSR reports
compiled according to the GRI standards since the source data for different companies
must be comparable to each other. In addition, comparisons should be made within one
industry, for example, oil and gas production, mining metal ores or coal mining as different
industries are characterized by different environmental indicators. A survey should be
conducted among oil and gas companies to see whether this methodology proves useful in
their practice.

The author’s technique presented in the article is truly applicable for the mining
industry in general. The special features of the methodology are that we have chosen
indicators that characterize the features of the activities of mining companies from many
indicators of GRI. Since, to date, many companies do not use GRI indicators in their reports,
we have shown the applicability of our methodology to oil and gas companies. Large oil
and gas companies report regularly. Coal, gold and copper mining companies publish
reports only in fragments. To use the proposed methodology, it is necessary to have the
dynamics of indicators, which already creates certain limitations in choosing companies
for analysis.

5. Conclusions

1. The main shortcomings of certain CS assessment methods are their static nature; lack
of relation of social–environmental results to economic indicators characterizing a
dynamic development of the company; lack of feedback from the companies; lack
of count for industry specifics and differences in the level of disclosure and quality
of information.
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2. For oil and gas companies, the set of CS indicators should include indicators reflect-
ing business in harsh climatic conditions, increased injuries, generation of a large
amount of various wastes, exploitation of mineral resources, vast economic impact of
companies on the regional development, value of GDP and budgets.

3. The method for CS assessment of mining companies is developed taking into account
the stakeholder approach, institutional theory, the resource approach and the new
theory of corporate sustainability.

4. Analysis of CS indicators allows determining the place of CSR in the system of
corporate values, identify the relations between CSR and corporate sustainability,
explore the nature of relations with external stakeholders of mining companies and
main directions of social programs, analyze the results achieved and the dynamics
of the main performance indicators in CS. Comparing mining companies in terms
of values and changes in CS indicators by industry reveals problems and creates
incentives for further sustainable development of companies.

5. The relevance of the study aimed at assessing corporate sustainable development
in oil and gas companies operating stems from the fact that they have significant
impact on the environment, the development of areas where they operate and the
social landscape, which is accompanied by specific technological, macroeconomic
and regulatory conditions for the development of oil and gas fields. Analysis of
the integrated reporting showed that the volume of corporate social responsibility
of mining companies is different and is characterized by different indicators that
reflect the impact of companies on the society: impact on the social, environmental
and economic sphere. In the voluntary reporting on sustainable development of the
mining companies, CSR monitoring indicators are distributed in the following areas:
participation in development, communities, human rights, environmental protection,
economic impact, staff development, labor relations and management.

6. Taking into account the purpose of this work to develop a methodology for assessing
the CSR of oil and gas companies, the authors proposed the principles and method of
assessment. The methodological principles are focused on the specifics of the industry
and the long-term development of the company. The methodology contains indicators
that allow to assess the impact in three areas (economy, ecology and environment) and
characterize the prospects for long-term development of the company (by analyzing
revenue, profitability and natural resource assets). The aggregate CS index is meant
for ranking companies in relation to the best one in the industry. Assessment of
changes in companies’ CS indicators determines the dynamics of indicators relative
to previous periods for the company.

6. Patents

Program of Corporate Sustainability Rating for Mining Companies: Certificate of
registration of the computer program 2021611713, 03.02.2021. Application No. 2021610736
dated 28.01.2021.
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Appendix A

Table A1. Economic, Social and Environmental Indicators of Corporate Sustainability.

Actual Figures Points

Year
PJSC NK
Rosneft

PJSC
Gazprom

PJSC
NOVATEK

PJSC
Tatneft

PJSC Lukoil
PJSC

Surgutneftegas
PJSC NK
Rosneft

PJSC
Gazprom

PJSC
NOVATEK

PJSC
Tatneft

PJSC Lukoil
PJSC

Surgutneftegas

Economic

average product profitobility, %

2014 19.2 1.54 14.53 20.5 11.4 - 9.37 0.75 7.09 10 5.56 0
2015 23.8 5 10.6 19.1 9.7 - 10 2.1 4.45 8.03 4.08 0
2016 25 6 29.29 18.3 15 76 3.29 0.79 3.85 2.41 1.97 10
2017 22.6 4 16.23 18.2 8.1 16.6 10 1.77 7.18 8.05 3.58 7.35
2018 24.8 8 15.68 23.2 10.25 54.7 4.53 1.46 2.87 4.24 1.87 10

revenue, billion rubles

2014 5503 5589.8 357.6 476.36 1710 - 9.84 10 0.64 0.85 3.06 0
2015 5150 6073.3 475.3 552.712 1877 1020.8 8.48 10 0.78 0.91 3.09 1.68
2016 4988 6111.1 537.5 580.127 5227 1002.6 8.16 10 0.88 0.95 8.55 1.64
2017 6011 6546.1 583 681.159 5936.7 1175 9.18 10 0.89 1.04 9.07 1.79
2018 8238 8224.2 832 910.534 8035.9 1556 10 9.98 1.01 1.11 9.75 1.89

availability of mineral resources, years

2014 16.6 51.6 27.5 32 20.6 0 3.21 10 5.33 6.15 4 0
2015 18.2 49.6 24.6 32 18.9 0 3.67 10 4.96 6.45 3.81 0
2016 19.3 54.1 23.8 30.4 20.4 0 3.57 10 4.4 5.62 3.77 0
2017 19.4 49.5 29.4 30 19 0 3.92 10 5.94 6.06 3.84 0
2018 19.9 47.5 28.8 31.4 18.9 0 4.19 10 6.06 6.61 3.98 0

Social

frequency factor of industrial injuries

2014 0.33 0.18 0.4 0.1 0.13 - 3.03 5.56 2.5 10 7.69 0
2015 0.327 0.17 0.5 0.3 0.28 - 5.2 10 3.4 5.67 6.07 0
2016 0.21 0.16 0.3 0.14 0.21 - 6.67 8.75 4.67 10 6.67 0
2017 0.36 0.11 1.27 0.1 0.19 - 2.78 9.09 0.79 10 5.26 0
2018 0.41 0.17 0.79 0.14 0.19 - 3.41 8.24 1.77 10 7.37 0

increased costs of local community support, million rubles

2014 8000 46,429 727 135.87 290.6 - 1.72 10 0.16 0.03 0.06 0
2015 9000 32,485 1000 165.7 304.9 - 2.77 10 0.31 0.05 0.09 0
2016 11,000 35,516 1324 195.65 304.3 - 3.1 10 0.37 0.06 0.09 0
2017 19,000 34,461 1377 281.64 341.9 - 5.51 10 0.4 0.08 0.1 0
2018 23,000 42,789 2000 257 384 - 5.38 10 0.47 0.06 0.09 0

costs and investment into environmental protection, billion rubles

2014 36.93 48.98 0.63 5.8 59 18.58 6.26 8.3 0.11 0.98 10 3.15
2015 44.65 49.71 0.77 5.7 48 17.89 8.98 10 0.15 1.15 9.66 3.6
2016 47.14 57.47 1.19 13.29 53 17.73 8.2 10 0.21 2.31 9.22 3.09
2017 67.24 70.82 2.06 13.63 23 21.1 9.49 10 0.29 1.92 3.25 2.98
2018 45.61 68.96 2.4 11.68 58 17.4 6.61 10 0.35 1.69 8.41 2.52

Environmental

water consumption per unit of production/activity; m3/tons

2014 1.159 4.895 1.347 - 0.4 1.49 3.45 0.82 2.97 0 10 2.68
2015 1.467 4.511 1.716 - 0.5 1.63 3.41 1.11 2.91 0 10 3.07
2016 1.679 4.538 2.701 1.018 0.6 1.65 3.57 1.32 2.22 5.89 10 3.64
2017 2.26 4.523 2.779 1.005 0.5 1.418 2.21 1.11 1.8 4.98 10 3.53
2018 2.28 4.28 2.993 1.134 0.5 1.408 2.19 1.17 1.67 4.41 10 3.55

mass of waste generated, thousand tons

2014 208 4831 - - 1437 716.1 10 0.43 0 0 1.45 2.9
2015 5393 4954 - - 1015 725.8 1.35 1.47 0 0 7.15 10
2016 5377 4289 - 92.7 1033 714 0.17 0.22 0 10 0.9 1.3
2017 6325 4130 - 80.1 1434 837.66 0.13 0.19 0 10 0.56 0.96
2018 7155 3555 - 78.6 1529 824.49 0.11 0.22 0 10 0.51 0.95
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Table A2. Total Company Ratings by years (Statics).

Year PJSC NK Rosneft PJSC Gazprom PJSC NOVATEK PJSC Tatneft PJSC Lukoil PJSC Surgutneftegas

Economic

2014 22.42 20.75 13.06 17 12.62 0
2015 22.15 22.1 10.19 15.9 10.98 1.68
2016 15.02 20.79 9.13 8.98 14.29 11.64
2017 23.1 21.77 14.01 15.15 16.49 9.14
2018 18.72 21.44 9.94 11.96 15.6 11.89
Total 101.41 106.85 56.33 68.48 69.98 34.35

Social

2014 11.01 23.86 2.76 11.01 17.75 3.15
2015 16.95 30 3.86 6.86 15.82 3.6
2016 17.97 28.75 5.25 12.37 15.97 3.09
2017 17.79 29.09 1.48 12.01 8.61 2.98
2018 15.4 28.24 2.59 11.75 15.87 2.52
Total 79.12 139.94 15.94 54 74.02 15.34

Environmental

2014 13.45 1.25 2.97 0 11.45 5.59
2015 4.75 2.57 2.91 0 17.15 13.07
2016 3.75 1.54 2.22 15.89 10.9 4.93
2017 2.34 1.3 1.8 14.98 10.56 4.48
2018 2.3 1.39 1.67 14.41 10.51 4.5
Total 26.59 8.05 11.57 45.28 60.57 32.57

Table A3. Total Company Ratings by years (Dynamics).

Actual Figures Growth Rate (Points)

Year Rosneft Gazprom NOVATEK Tatneft Lukoil Surgutneftegaz Rosneft Gazprom NOVATEK Tatneft Lukoil Surgutneftegaz

Economic

average product profitobility, %

2014 19.2 1.54 14.53 20.5 11.4 - - - - - - -
2015 23.8 5 10.6 19.1 9.7 - 0.24 2.25 −0.27 −0.07 −0.15 -
2016 25 6 29.29 18.3 15 76 0.05 0.20 1.76 −0.04 0.55 -
2017 22.6 4 16.23 18.2 8.1 16.6 −0.10 −0.33 −0.45 −0.01 −0.46 −0.78
2018 24.8 8 15.68 23.2 10.25 54.7 0.10 1.00 −0.03 0.27 0.27 2.30

revenue, billion rubles

2014 5503 5589.8 357.6 47.36 1710 - - - - - - -
2015 5150 6073.3 475.3 552.712 1877 1020.8 −0.06 0.09 0.33 0.16 0.10 -
2016 4988 6111.1 537.5 580.127 5227 1002.6 −0.03 0.01 0.13 0.05 1.78 −0.02
2017 6011 6546.1 583 681.159 5936.7 1175 0.21 0.07 0.08 0.17 0.14 0.17
2018 8238 8224.2 832 910.534 8035.9 1556 0.37 0.26 0.43 0.34 0.35 0.32

availability of mineral resources, years

2014 16.6 51.6 27.5 32 20.6 0 - - - - - -
2015 18.2 49.6 24.6 32 18.9 0 0.10 −0.04 −0.11 0.00 −0.08 -
2016 19.3 54.1 23.8 30.4 20.4 0 0.06 0.09 −0.03 −0.05 0.08 -
2017 19.4 49.5 29.4 30 19 0 0.01 −0.09 0.24 −0.01 −0.07 -
2018 19.9 47.5 28.8 31.4 18.9 0 0.03 −0.04 −0.02 0.05 −0.01 -

Social

frequency factor of industrial injuries

2014 0.33 0.18 0.4 0.1 0.13 - - - - - - -
2015 0.327 0.17 0.5 0.3 0.28 - −0.01 −0.06 0.25 2.00 1.15 -
2016 0.21 0.16 0.3 0.14 0.21 - −0.36 −0.06 −0.40 −0.53 −0.25 -
2017 0.36 0.11 1.27 0.1 0.19 - 0.71 −0.31 3.23 −0.29 −0.10 -
2018 0.41 0.17 0.79 0.14 0.19 - 0.14 0.55 −0.38 0.40 0.00 -

increased costs of local community support, million rubles

2014 8000 46,429 727 135.87 290.6 - - - - - - -
2015 9000 32,485 1000 165.7 304.9 - 0.13 −0.30 0.38 0.22 0.05 -
2016 11,000 35,516 1324 195.65 304.3 - 0.22 0.09 0.32 0.18 0.00 -
2017 19,000 34,461 1377 281.64 341.9 - 0.73 −0.03 0.04 0.44 0.12 -
2018 23,000 42,789 2000 257 384 - 0.21 0.24 0.45 −0.09 0.12 -
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Table A3. Cont.

Actual Figures Growth Rate (Points)

Year Rosneft Gazprom NOVATEK Tatneft Lukoil Surgutneftegaz Rosneft Gazprom NOVATEK Tatneft Lukoil Surgutneftegaz

costs and investment into environmental protection, billion rubles

2014 36.93 48.98 0.63 5.8 59 18.58 - - - - - -
2015 44.65 49.71 0.77 5.7 48 17.89 0.21 0.01 0.22 −0.2 −0.19 −0.04
2016 47.14 57.47 1.19 13.29 53 17.73 0.06 0.16 0.55 1.33 0.10 −0.01
2017 67.24 70.82 2.06 13.63 23 21.1 0.43 0.23 0.73 0.03 −0.57 0.19
2018 45.61 68.96 2.4 11.68 58 17.4 −0.32 −0.03 0.17 −0.14 1.52 −0.18

Environmental

water consumption per unit of production/activity; m3/tons

2014 1.159 4.895 1.347 - 0.4 1.49 - - - - - -
2015 1.467 4.511 1.716 - 0.5 1.63 0.27 −0.08 0.27 - 0.25 0.09
2016 1.679 4.538 2.701 1.018 0.6 1.65 0.14 0.01 0.57 - 0.20 0.01
2017 2.26 4.523 2.779 1.005 0.5 1.418 0.35 0.00 0.03 −0.01 −0.17 −0.14
2018 2.28 4.28 2.993 1.134 0.5 1.408 0.01 −0.05 0.08 0.13 0.00 −0.01

mass of waste generated, thousand tons

2014 208 4831 - - 1437 716.1 - - - - - -
2015 5393 4954 - - 1015 725.8 24.93 0.03 - - −0.29 0.01
2016 5377 4289 - 92.7 1033 714 0.00 −0.13 - - 0.02 −0.02
2017 6325 4130 - 80.1 1434 837.66 0.18 −0.04 - −0.14 0.39 0.17
2018 7155 3555 - 78.6 1529 824.49 0.13 −0.14 - −0.02 0.07 −0.02
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Abstract: Externality problems hinder solutions to existential threats, including climate change and
mass extinction. To avert environmental crises, policymakers seek mechanisms that align private
incentives with societal exigencies. Successful solutions bring individuals to internalize the broad
repercussions of their behavior. In some cases, privatization, Coasian bargaining, or Pigouvian
taxes effectively place the weight of externalities on the relevant decision makers. Yet, the available
remedies often fail to provide satisfactory outcomes, and inefficiencies persist in the markets for
energy, transportation, and manufactured goods, among others. This article explains how a simple
voting mechanism can achieve socially optimal decisions about many of the innumerable externality
problems that remain.

Keywords: externalities; social cost; environmental protection; efficient voter rule

JEL Classification: G50

1. Introduction

Private decisions about environmental protection are fraught with externality problems,
while public decisions are vulnerable to special interests and incomplete information. Trends in
resource degradation and climate change continue at alarming rates despite considerable attention
from economists over the past century. Coase (1960) advanced the theorem that private bargaining will
achieve socially optimal resolutions to externality problems when property rights are clearly defined
and transaction costs are negligible. The bargaining approach, like several others discussed below,
works under some circumstances and fails under others. Progress toward efficiency on environmental
fronts requires the identification of additional, complementary means of addressing externalities.
This article advances voting as a straightforward approach to efficient decision-making that is useful
in situations not well served by other approaches. Like Coase’s solution of bargaining, voting is a
familiar practice for other purposes; what is novel is substantiation that under appropriate conditions,
the practice yields socially optimal resolutions to pressing policy dilemmas.

Externality problems arise when some of the effects of a decision are felt beyond, or external to,
the person making the decision. In that case, the decision maker’s private benefit or cost—that which
is internalized by the decision maker—differs from the benefit or cost for all of society. Social efficiency
is achieved when actions are carried out if and only if the benefit to society exceeds the cost to
society, thereby maximizing the net gains for society. Socially inefficient decisions about environmental
protection and resource conservation are expected when the private cost falls between the private
benefit and the social benefit. Consider a $100 expenditure on tree seedlings that would provide a $50
benefit to the consumer by increasing the value of the consumer’s property, and a $200 benefit to society
by providing a carbon sink and beauty for passersby to enjoy. The consumer would decide against
the expenditure because $50 < $100, while the socially optimal decision would be to purchase the
seedlings because $100 < $200. The consumer would make the best decision for society if the consumer
internalized the $150 benefit the purchase conferred on others. To that end, policymakers seek to align
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private incentives with broader repercussions, such that decision makers weigh the social marginal
benefit of each decision against the associated social marginal cost. Legislators in the United States and
elsewhere currently establish environmental policies using deliberative processes whose influences can
depart from that criterion for allocative efficiency (EPA 2020). On a global scale, the private disregard
of external costs can fuel environmental crises including air and water pollution and climate change
(Zhang and Wang 2017).

Buchanan and Tullock’s (1962) seminal work shows how voting leads to outcomes in the public
interest. Anderson (2011) explains how voting can elicit efficient decisions on topics ranging from
community requirements for septic systems to wine consumption by a group that is splitting the
check at a restaurant. The present article expands on those findings and highlights the power of
a referendum—a simple up or down vote on a contemplated action—to navigate decisions about
externalities and maximize the resulting net benefits for society.

The social efficiency of a referendum on environmental policy can be summarized by what we
shall refer to as the efficient voter rule: A vote among fully informed parties on the provision of a
uniformly distributed positive externality at a given cost per party will reveal the socially efficient
outcome, regardless of the amount of the externality attributable to each party. The rule applies
equivalently to the abolishment of negative externalities.

The efficient voter rule extends to externality problems beyond environmental issues. For example,
the rule suggests that when the citizens of Tuscon, Arizona, voted on whether to use cameras to detect
drivers who failed to obey traffic signals (Smith 2015), the outcome was socially efficient. Likewise,
decisions about whether to mandate vaccines during a pandemic would be efficient if citizens paid the
same price for vaccines and received equivalent benefits from broad immunity. The purpose of this
article is to explain how and why the rule applies to critical environmental policy decisions.

Section 2 of this article provides a review of the related literature. Section 3 explains the theoretical
foundation for the efficient voter rule. Section 4 discusses further applications of the rule. Section 5
concludes the paper.

2. Literature Review

The previous literature on externalities offers several approaches that are effective under particular
circumstances. Pigou (1932) describes how taxes and subsidies can cause decision makers to internalize
negative and positive externalities, respectively. Pigouvian solutions can lead to efficient decisions,
the caveat being that policymakers need full information on the marginal external cost or marginal
external benefit involved in order to establish the appropriate value for the tax or subsidy. Even with
full information, this solution may not lead to the optimal outcome. For instance, taxes can lead to
excessive deterrence when overlapping remedies, such as litigation, benevolence, regulation, or risk
burdens are in place (Viscusi 1991, p. 129). Furthermore, the application of taxes or subsidies can
obscure preferable alternatives, such as options to move polluters or pollution victims to new locations
when the benefit of such a move exceeds the cost.

The introduction noted Coase’s (1960) finding that private bargaining can lead to efficient
decisions in the face of externalities when property rights are clearly defined and transaction costs are
insignificant. Anderson (2019) explains that Coasian solutions may fail in cases involving multiple
victims, multiple sources, incomplete information, strategic behavior, time lags, asymmetric information,
or social mores against such bargaining. Similarly, Anderlini and Felli (2006) show that common
transaction costs can upset the efficiency of Coasian bargaining.

Hardin (1968) advocated private property rights to place the otherwise external costs of activities
that degrade open-access land onto property owners. For similar reasons, Libecap (2009) advocates
rights-based solutions such as tradable emissions permits, individual transferable quotas, and private
water rights. However, all such market-based instruments rely on the ability to privatize and enforce
rights to emissions or resources. It may be impossible to privatize resources such as flowing water
or air. Ocean fisheries are among the resources that are difficult to monitor. And national forests are
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among the natural resources that provide public goods, such as oxygen and carbon sequestration,
the benefits of which are not internalized even if the forests become private.

Economists have long understood that votes can reveal valuable information and guide socially
efficient decisions. Wicksell (1958) advocates votes to select both public expenditures and taxes that are
optimal for society. Musgrave (1959) explains that externalities thwart the efficiency of markets and
advocates voting mechanisms to reveal consumers’ true preferences. In his discussion of regulations
and taxes that impose burdens on other countries, Piketty (1996, p. 16) describes voting as a “natural
way to induce individual agents to internalize an externality”. The present article shares that objective,
but uses a model unlike that of other authors to explain how the virtues of voting extend to social
optimality in environmental policy decisions.

3. The Theoretical Model

The efficiency of environmental policy depends on the incentives that drive decision makers.
Let ρ be the price of a product that consumers could buy to reduce their carbon footprint, such as
supplemental home insulation, a windmill, an electric car, or bamboo flooring. Let α represent the
discounted present value of the entirely private benefit from that purchase, such as the savings on
utility bills achieved with added insulation or a windmill. Let β represent the discounted present value
of the benefit to society of purchasing the product.

Assuming n citizens share the social benefit equally, each consumer’s share of the social benefit
is β/n. It is privately optimal to purchase the product if the consumer’s benefit exceeds the price:

α + β/n > ρ.

It is socially optimal to purchase the product if the benefit to society exceeds the price:

α + β > ρ.

The private solution differs from the socially optimal solution, in that the consumer will not
purchase the good even though it provides a net gain to society, if

α + β > ρ > α + β/n.

Inefficiency arises from the product’s external benefit,

β − β/n.

Under conditions that include an absence of transaction costs, the citizens experiencing the
negative externalities would be willing to offer consumers Coasian bribes of up to β − β/n to purchase
the product. However, if n is large, coordination and negotiation among the affected citizens create
transaction costs that generally obstruct socially efficient outcomes.

Although a fully informed and benevolent government could offer a subsidy of β − β/n for
purchases of the good, government authorities may have poor estimates of β or be influenced by
ulterior motives. Privatization is unlikely to lead to social efficiency because, as discussed in Section 2,
the privatization of oceans, forests, and other resources affected by carbon emissions is often unrealistic
or ineffective.

An alternative solution would be to hold a referendum in which each citizen would vote on
whether everyone should be required to purchase the product. A simple majority would determine
the outcome. Each citizen’s decision on the purchase mandate hinges on a criterion that differs from
the private purchase decision because the vote determines whether everyone purchases the product.
A citizen’s successful vote in favor of the mandate leads to a benefit to that citizen of the private savings
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plus the share of the per-capita social benefit the citizen receives from each mandated purchase times
the number of purchases:

α + n(β/n) = α + β.

Hence, the benefit of voting in favor of the mandate equals the social benefit of purchasing
the good, and each citizen will vote in favor if and only if that benefit exceeds the product price:
α + β > ρ. In other words, citizens will make the socially optimal decision. Section 4 provides a
numerical example.

The result holds even if the social benefit of purchasing the product differs across citizens.
For example, suppose a purchase lowers some users’ carbon footprint more than others’. That would
be true in the case of electric cars if some car owners were replacing cars that polluted heavily and
others were replacing cars with minimal emissions. Let B represent the discounted net present value
of the benefits to society from a purchase by a citizen who creates high benefits, and b represent the
discounted net present value of the benefits to society from a purchase by a citizen who creates low
benefits. Let h be the number of citizens whose purchase creates high benefits, while a purchase by
the remaining n-h citizens creates low benefits. The criterion for a socially optimal outcome is that
each citizen votes in favor of the mandate if and only if α + β > ρ, with β representing the mean social
benefit from the product.

Whether a citizen’s purchase creates high or low benefits, a successful vote in favor of the mandate
gives each citizen

α + (hB)/n + [(n− h )b]/n = α + [hB + (n− h)b]/n = α + β.

Thus, whether their purchase creates high or low benefits, citizens will vote in favor of the mandate
if and only if the criterion for social optimality is met: α + β > ρ.

Because each citizen will vote for the socially optimal outcome, a referendum yields the best
decision for society regardless of how many citizens vote. It also does not matter whether the
associated externalities are positive or negative. As an example of the latter, consider the decision of
whether car owners should be required to have their exhaust systems checked annually for excessive
emissions. In that case α and β represent the private and social benefits of eliminating the negative
externality of emissions, and the model as shown above demonstrates that a vote leads to the socially
optimal outcome.

The efficient voter rule rests on the assumption that citizens are informed about the price of the
product, ρ, their entirely private benefit, α, and the equally shared social benefit they receive from each
user, β/n. The socially efficient outcome is not assured if citizens lack information on their own costs or
benefits. Hidden costs or benefits will similarly derail the social efficiency of Coasian bargaining and
privatization. The Pigouvian approach of taxes or subsidies may be preferable if the government holds
information on the associated externalities and the citizens do not know their own costs and benefits.
If neither the citizens nor the government knows the relevant values, none of these approaches can
assure the appropriate decision and the path to a socially efficient outcome begins with a pursuit of
information. Prohibitive information costs send the question into a realm of decision making under
uncertainty that is beyond the scope of this article.

4. Discussion

The efficient voter rule applies to a broad set of environmental exigencies. Consider a numerical
example. With single-use plastics overwhelming waste systems around the world, economies must
decide whether to ban plastic shopping bags. Suppose each citizen receives $200 worth of convenience
annually from the use of plastic shopping bags. Suppose also that each citizen who does not use plastic
shopping bags creates two types of benefits: $50 worth of personal pride or “warm glow” from helping
the environment, and $500 worth of avoided environmental damage, a benefit that is spread evenly
among 1000 citizens.
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In this scenario, it is not socially optimal to use plastic shopping bags because each citizen’s $200
value of convenience from using the bags is less than the $550 worth of pride and damage-avoidance
to be gained by giving them up. Even so, citizens would use the bags because their $200 private
benefit would exceed their $50.50 opportunity cost of bag use—the sum of $50 worth of forgone pride
and $500/1000 = $0.50 in forgone environmental benefits. An externality problem arises because each
citizen fails to internalize the $499.50 worth of environmental benefits a decision against bags would
confer on the 999 other citizens.

Given the opportunity to vote on an economy-wide plastic bag ban, the citizens know that
their decision could affect everyone’s behavior, not just their own. The citizens would each weigh
their $200 loss of convenience from the ban against their $50 gain in pride plus their $0.50 share of
each of 1000 citizens’ environmental benefits from the ban, for a total of $50 + 1000 × $0.50 = $550.
Because $200 < $550, citizens would vote in favor of the ban, and the vote would achieve the socially
optimal outcome.

To examine a case in which the proposed policy is not socially efficient, consider an alternative
scenario in which each citizen’s annual convenience from using plastic shopping bags is worth $600.
In that case, each citizen’s $550 annual benefit from a ban falls short of the $600 cost of lost convenience.
Given the opportunity to vote, citizens would weigh their $600 loss from a ban against their $550 benefit,
and they would vote against the ban. Again, the vote would achieve the socially optimal outcome.

The viability of a voting solution depends on the cost of a referendum. It may be possible to
add referendum items to the ballot for a scheduled election at a negligible cost. In the event that a
referendum would require a special election involving substantial costs, the added expense might be
prohibitive and an alternative solution may be preferable. Other approaches face similar considerations.
As discussed in Section 2, Coasian bargaining can involve prohibitive transaction costs. Likewise,
Pigouvian taxes and subsidies impose implementation costs and deadweight loss. When several
contemplated approaches involve associated costs, a comparison of those costs will inform the choice
among those options.

Note that the workings of the efficient voter rule are not reliant on a well-informed government.
Authorities do not need to estimate the value of citizens’ pride from not using plastic shopping
bags or the value of citizens’ convenience from using the bags. The government only needs to call a
referendum. The citizens only need to know how bag use would affect them personally, which is a
combination of the value of their lost pride, their convenience, and their share of the cost of everyone’s
environmental damage.

Myriad environmental policy decisions are well suited for voting solutions. Examples include a
community’s decision whether to welcome a natural gas pipeline to run through its soil (Anderson 2020).
In 2020, California governor Gavin Newsom signed an executive order banning electric cars by the
year 2035 (Sommer and Neuman 2020). The controversial decision was not made using a vote. To the
extent that citizens are able to purchase the most basic electric cars for approximately the same price
(e.g., Tesla plans to make a model available to everyone for $25,000 by 2025), and that citizens face
similar repercussions from pollution and climate change, a vote on a requirement that every car be
electric would lead to a socially optimal outcome. The same is true for votes on mandates for solar
panels, limits on deforestation, taxes on carbon, and regulations on lawn chemicals.

Votes could lead to efficient decisions about participation in environmental agreements as well.
The United States withdrew from the Paris Agreement on climate change, while a majority of Americans
preferred participation (Marlon et al. 2017). If an agreement would place a similar burden on citizens
in terms of its influence on lifestyle, taxes, and product prices, and the agreement would provide
uniformly distributed benefits by preventing climate change and offering every citizen a viable living
environment, the efficient voter rule applies. Making any such decision with a mechanism that brings
citizens to internalize the repercussions of their behavior serves the goal of allocative efficiency and
reveals interests of the citizenry that legislators may not fully comprehend.
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Modern practice demonstrates the viability of voting to reach decisions about environmental
issues. In 2020, U.S. voters addressed topics including the reintroduction of gray wolves in wilderness
areas and requirements that electric utilities obtain half of their energy from renewable sources
(Lohan 2020). Other examples include referendums on nuclear power in Japan, Germany, Italy,
Switzerland, and Sweden (Obe 2012; Cyranoski 2001). The widespread use of voting to make
environmental decisions indicates that the associated costs are manageable, and the efficient voter rule
speaks to the desirability of the resulting outcomes.

Voting is not the best approach for every situation. Some decisions involve costs or benefits
for voters that they do not understand despite ambitious informational campaigns. Policies with
inordinate benefits, externalities or abatement costs for a subset of the population are better addressed
by alternative processes. For example, if a minority of voters would experience substantially higher
benefits or costs from a decision than the majority of voters, the outcome could be socially inefficient.
The severity of environmental problems warrants attention to an assortment of remedies that are
effective in varying circumstances. The applicability of the efficient voter rule to common dilemmas
makes it a noteworthy addition to existing options.

5. Conclusions

The prevalence of life-threatening externality problems demonstrates the need for new means
of incentivizing socially optimal decisions. A vote among fully informed parties on the provision
of a uniformly distributed positive externality (or on the abolishment of a uniformly distributed
negative externality) at a given cost per party will reveal the socially efficient outcome, regardless of the
amount of the externality attributable to each party. This efficient voter rule extends to a wide array of
environmental policy decisions whose benefits and costs are shared similarly by community members.
Some groups already make such decisions by vote, and the efficient voter rule can assure policymakers
of socially efficient outcomes. For the many issues currently addressed with laissez-faire or authoritarian
approaches, the efficient voter rule indicates that referendums could shepherd environmental policy
toward better service of society’s needs.
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Abstract: In this paper we model the conflict between the group of polluting firms in a country and
any social planner in the same country who attempts to control the volume of emissions generated
during the production process. Both players of the game have their own control policies, i.e., the
rate of emissions on behalf of the polluting firms and the rate of pollution control (e.g., pollution
abatement or environmental taxation) on behalf of the home country. The common state variable of
the model is the number of polluting firms, which aims to be minimized via the country’s control
policy, but on the polluters’ side it is beneficial to be maximized. Regarding the game model, its
setup belongs to the special class of differential games, which are called ‘state separable differential
games’. An important property of these games is that the open-loop Nash equilibrium coincides with
the Markovian (closed-loop) equilibrium and, in the case of hierarchical moves, analytical solutions
are easily obtained. The game proposed here is analyzed for both types of equilibrium, i.e., Nash
and Stackelberg. In the simultaneous move game (i.e., the Nash game) we find the equilibrium’s
analytical expressions of the controls for both players, as well as the stationary value of the stock of
polluting firms. A sensitivity analysis of the model’s crucial variables takes place. In the hierarchical
move game (i.e., the Stackelberg game) we find the equilibrium values of the controls, as well as of
the state variable. As a result, a comparison between the two types of equilibrium for the game takes
place. The analysis of the comparison reveals that the conflict is more intensive (since both controls
have greater values) for the case in which the polluting firms act as the leader in the hierarchical
move game.

Keywords: pollution control; environmental economics; differential games

JEL Classification: C61; C62; D43; H21; Q50; Q52; Q53

1. Introduction

Environmental pollution is an important topic and its management is particularly
complex, since it has high requirements on governance, manpower and resources (Wang
et al. 2011). Game theory has been proven to be an important tool regarding the investi-
gation of issues of environmental pollution governance (Zhang et al. 2019). Game theory
allows the analysis of different agents’ strategies, while taking into consideration certain
behavioral assumptions (Shi et al. 2016). More specifically, game theory can assist in
investigating actions that individual decision makers can undertake in order to develop
acceptable solutions, while providing valuable insights regarding planning, policy and
design, something that traditional methods cannot offer (Madani 2010).

Game theory can be applied to climate change-related issues, providing a better
understanding of the incentives, the barriers and the facilitation of cooperation in climate
change mitigation. It has been found that the pollution produced by countries when they
have a choice regarding how much to pollute is much more than the optimal measure,
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based on the Nash equilibrium (Wood 2010). Game theory can also be applied to pollution
control problems (Halkos 1996; Gromova et al. 2016; Wang et al. 2011).

For instance, Zhao and Jin (2021) constructed a game model regarding environmental
pollution control between enterprises and local governments, while taking into considera-
tion the constraint of the evaluation mechanism related to ecological values. The authors
obtained a set of Nash equilibrium solutions as feedback and found that enterprises’ pol-
lution could be reduce by the influence of governmental ecological ethos, as well as by
efforts for environmental protection. In addition, according to the authors, pollution man-
agement can be improved if the production cost of an enterprise can be reduced, alongside
a reduction in pollution and severe punishment for wrong-doing.

In addition, game theory can be used to investigate the relationship between the
behavior of a government and the strategies that supply chain enterprises follow, when it
comes to the reduction of carbon emissions. More specifically, Chen and Hu (2018) develop
an evolutionary game theory model, regarding the interactions between manufacturers
and governments, investigating the effect that governments can have on the behavior
of manufacturers, as well as examining whether carbon tax and subsidy mechanisms
used by government will lead to low-carbon manufacturing. The authors conclude that
a dynamic tax and dynamic subsidy mechanism can lead to the adoption of low-carbon
manufacturing, while a static tax and subsidy mechanism is not effective and does not
have the necessary positive impact on low-carbon production.

National policies on pollution can be modeled and investigated using a game theoreti-
cal approach. Schüller et al. (2017) focused on the interactions between EU countries and
their choices regarding green policy investments, presenting different theoretical models:
a Nash game, where the investment is made based on minimal expected costs, and two
imitation approaches, in which a country imitates the investments of its neighbors, either
taking into consideration, or not, its neighbors’ costs or profits. The authors conclude that
a reduction in pollution stock can be achieved, due to external forces increasing pollu-
tion costs. In addition, incentives can be found that will make a country friendlier to the
environment.

Differential game models can be used in order to effectively design conflicting sit-
uations that exist between polluters and pollution victims. For instance, Halkos and
Papageorgiou (2014) set up such a differential game model that involves a country’s pol-
luting firms and its social planning, and identified the analytical expressions regarding
players’ control and the state of the stock variable, i.e., the volume of the polluting firms. In
addition, after the transformation of the Nash game into a Stackelberg game, the authors
found that the conflict becomes more intense in the Stackelberg game, in which playing as
leader is preferred.

The choice of differential game models, in order to efficiently design conflicting situa-
tions between polluters and the victims of pollution, is the rule rather than the exception.
In this paper, we use the efficiency of differential game models to study the dynamic
interactions between the polluting firms in a country and social planning mechanisms
in the same country. The strength of the polluting firms as a group changes over time
and is measured by the unified volume of active polluters, the transactions made among
them, how dangerous to environmental amenities the polluting firms are as a unified
group, and so on. New polluting firms are initiated and encouraged by the existing firms.
Regarding polluter’s attrition, their decay rate is affected by their own actions and by the
counter-pollution actions of the home country. The essential targets of the home country
are to derive utility from the polluting firms’ emissions reduction, but the home country
faces substantial costs in combating the polluters and suffers from disutility stemming from
the size of the polluters. Conversely, each polluting firm wants to maximize the size of the
group of polluters, as well as the utility stemming from emissions. The argument that each
polluting firm wants to maximize the size of the group seems somewhat extraordinary. In
the next paragraph, we will try to shed some light on this intuition.
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The model we deal with in this paper is based on the description of the evolution over
time of polluting firms considered as a stock. A major distinction from other models is
that there are two decision makers, whereas in former models there is only one, i.e., the
social planner. Furthermore, here we consider the strategic interaction of the two decision
makers with conflicting interests. Therefore, it is convenient to refer to the decision maker
on the polluting firms’ side as “the Polluting Organization (PO)”. On the other side, the
opponent of the polluting organization is assumed to be the government of the country
in which the polluting activities take place. Both PO and the target country have (at
least) one strategic weapon in order to alter the status quo. The PO can choose the rate of
emissions and the target country can choose the rate of the measures used against polluting
emissions. In other words, we speak of the strong conflict between the social planner (the
government) on the one hand and the polluting firms as an organization on the other.
Therefore, it is plausible to conclude that the larger the number of polluting firms, the
more powerful the polluting organization (PO). Obviously, the economic benefits for each
polluting firm stemming from a higher level of pollution (as a part of overall emissions
with lower abatement levels) are higher.

In this study we deal with a special class of differential games called state–separable
games. State-separable differential games belong to the special class of dynamic games
which allow, in most cases, derivation of the Nash solutions in explicit form. The advantage
in obtaining analytical solutions, according to Dockner et al. (2000), is of great importance,
because the derived mathematical expressions of the solutions are crucial for the study of
the qualitative properties of equilibrium.

Due to the simplicity of the structure, state separable differential games are charac-
terized by the linearity of the objective functional with respect to the state variable(s) and
by no interaction between control and state variables (Dockner et al. 1985). An important
property of state separable games is related to the information structure employed. The
importance of tis property is that the open loop Nash solution coincides with the closed
loop (Markovian) Nash solution.

Another important property hinges on the way the game is played, i.e., simultaneously
(Nash) or hierarchically (Stackelberg). As is known (e.g., Başar and Olsder 1999; Dockner
et al. 2000), in the Stackelberg games, the adjoint variable of the leader with respect to the
adjoint variable of the follower plays a crucial role in the solution process, but due to state
separability the interconnection between these variables vanishes.

In the rest of the paper, we determine the Nash and the Stackelberg solutions of the
environmental differential game and the state–separability advantage allows us to note
some useful propositions and to carry out a sensitivity analysis. Regarding the design
efficient counter-pollution actions against the polluting firms of a country, the model
parameters of the game and the relevance of the two solutions offer useful information.

The paper is organized as follows. In Section 2, we set up the basic model. Section 3
considers the solutions of the Nash equilibrium and performs a simple sensitivity analysis.
In Section 4, we compute the analytical expressions of the Stackelberg equilibrium, while
the polluting firms lead and the social planner of home country follows. Section 5 compares
the two solution strategies, while the last section concludes the paper.

2. The Model

In the real world scenario, it seems plausible that the mere existence of polluting firms
(POs) is considered as an intertemporal threat to any home country’s environmental quality.
Translated into conflicting strategies, the polluting firms, on the one hand, have to decide
about the volume of the emissions they will carry out, while the home country on the other
hand has to act defensively in the “war on pollution”. In the model presented here the
state variable of the above clash is the volume of polluting firms (the size of PO), which is
denoted by x.

Moreover, the group of polluting firms (the size of PO) does not remain at the same
volume, but without any government intervention new polluters which are supported
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by the existing firms are added, because it is profitable for the firms to pollute since this
reduces their operating costs during the production process. Therefore, it is reasonable to
face the growth of polluting firms (the growth of PO size), as in the population models,
in the absence of controls. As in biological population models, a simple equation suitable
to describe the evolution of the number of polluting firms at time t, (t), is the following
differential

.
x = gx ⇔ x = egx, x(0) > 0 (1)

where g > 0 denotes the endogenous growth rate of the polluting firms (of the PO).
From now on, we deal with the possible controls that can be introduced in Equation

(1). First of all, the volume of emission realizations (hence denoted by υ) reduces the
number of polluting firms due to the compliance costs, i.e., the more (the stronger) the
emissions the higher the penalties imposed by authorities, therefore the lower the number
of the polluting firms that survive due to these costs. We assume for simplicity that this
fact is proportional to the number of emission realizations, i.e., γυ, and as the volume of
the polluters reduces, it is added as an outflow term to Equation (1), i.e., it is entered into
(1) with the minus sign.

Moreover, we set the intensity u of the counter-emissions effort as the control variable
of the home country. The greater the intensity of the counter-emissions effort, the more
resources devoted to investigating the implications of emission realization. Moreover, the
stronger the home country’s counter-pollution effort, the more effective the reduction of the
polluting firms. We assume that this fact is the linear term f (u) = βu, and the parameter
β denotes the percentage losses per emission realization, on behalf the polluting firms,
when the social planner of the country, abates (or taxes) the pollutants (a policy which
often called counter-offensive). Since the above term, f (u) = βu, reduces the volume of
the polluting firms, we add as the second outflow term to (1), weighted by the volume of
emissions υ with the weight βu, i.e., the outflow term is βuυ.

Regarding the control variable of the home country, i.e., the intensity of counter-
pollution effort, this control certainly reduces the number of the polluting firms and
therefore a new negative term is entered into Equation (1). This term represents the losses
due to the intensity of counter-measures at the initiation phase and is proportional to
the control u, i.e., is the term φu. It is worth noting that taking measures against the
polluting firms’ initiation is a very sensitive process as the planner of the home country
has to discriminate among the firms. Since the discrimination processes lurking risks (e.g.,
the environmental taxation must be fair for all the people), we designate this inflow to
Equation (1), as a quadratic cost function of the intensity of pollution control measures (i.e.,
it is based on the square of abatement or taxation).

After all, the volume of polluting firms, i.e., the size of PO, evolves according to the
following equation:

dx
dt

=
.
x = gx − φu +

a
2

u2 − γυ − βuυ

where:

x ≥ 0 the state variable (the number of polluting firms or the size of PO)
u ≥ 0 the control variable of the home country, i.e., the intensity of the home country’s
counter pollution effort;
υ ≥ 0 emissions’ rate (control variable of the polluting firms acting as organization);
g ≥ 0 endogenous growth rate of the group of polluters (of PO);
φ ≥ 0 the rate at which the counter pollution measures would reduces the size of PO;
a
2 ≥ 0 the cost factor which faces the home country due to the unsuccessful discrimination
among the overall firms during the abatement (or taxation);
β ≥ 0 percentage losses of the polluters per emission;
γ ≥ 0 average number of polluting firms which are not able to face the compliance costs.

Regarding the players’ payoffs, we assume in this paper that the social planner of the
home country wishes to minimize the following objectives. First, they want to minimize
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the volume of emissions υ and second to minimize the number of the polluting firms x, i.e.,
the size of PO (which is the state variable of the model). An important reason for which
the social planner may wish to minimize the volume of polluting firms (or the size of PO)
is because the threat of pollutants concentration is costly for the home country. These
costs are in association with the uncertainty of business investments and in turn lead to
market shrinkage. As the third objective, the home country has an interest in minimizing
the counter-pollution effort (e.g., in lowering the environmental tax factor), by minimizing
its control variable u. It is well known that the pollution-control activities cost money, as
almost any control policy exertion. In the decision making literature, the social planning, in
intertemporal formulations, is described as trying to minimize a weighted sum of the state
x and the opponent’s control υ, as well as the effort cost stemming from its own control
variable u. Therefore, after the above simplified assumptions and with a positive discount
rate ρ1, the intertemporal minimized functional of the social planner will be the following

min
u(.)

∞∫
0

e−ρ1t(c1x + c2υ + c3u)dt (2)

The polluting firms as a group, i.e., the PO, on the other hand, are interested to
increasing their number x in order to exert more market power. The emissions’ rate υ
is their control variable which is maximized. However, the emission realizations cost
money and this cost is represented in the objective functional by the quadratic cost function
(c4/2)υ2. Regarding the polluting firms benefits with respect to the counter pollution effort,
i.e., the home country’s control variable u, the high values of that control may work as
an indirect way of stirring up sentiments against the home government’s environmental
policy. Therefore, we represent this displeasure as a polluting firms’ benefit (as PO benefits)
and we set in their objective functional as the weighted term bu.

Therefore, for a positive discount rate ρ2 the intertemporal objective function of the
representative polluting firm may be the following

max
υ(.)

∞∫
0

e−ρ2t
(

b1x + b2υ + b3u − c4

2
υ2

)
dt (3)

with ρi > g i = 1, 2 (4)

Hereafter and in the games that follow, the home country minimizes functional (2)
and the polluting firms, i.e., the PO, maximizes (3) subject to (1) and the path constraints

x, u, υ ≥ 0

In the next sections, we proceed with the calculation of both Nash and Stackelberg
equilibrium solutions.

3. Nash Equilibrium

The Nash equilibrium computation is derived under the assumption that both players
play the game at the same time. Then, every player of the game (i.e., the home country and
the polluting firms) has to solve their own optimal control problem, taking the opponent’s
reaction as given. Finally, the two optimal control solutions determine the game optimal
strategies u∗, υ∗. In the following, we denote by λ and μ the shadow prices of the state
variable x for the country and the polluting firms, respectively. Now, the current value
Hamiltonians of the game described above are given by

H1 = −c1x − c2υ − c3u + λ
(

gx − φu +
a
2

u2 − γυ − βuυ
)

(5)

H2 = b1x +
(

b2 − c4

2
υ
)

υ + b3u + μ
(

gx − φu +
a
2

u2 − γυ − βuυ
)

(6)
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Proposition 1. Along the optimal path, the shadow price λ of the state variable x for the country is
always negative, since one additional polluting firm is always harmful for the environmental quality
of the country. Conversely the shadow price μ of the volume of the polluting firms x (of the size of
PO) for the PO, is positive along the optimal path, because one more polluting firm added to the PO,
increases the benefits of the overall polluting.

Proof. The result is obtained through Pontryagin’s maximum principle optimality condi-
tions, i.e., .

λ = (ρ1 − g)λ + c1 (7)

with the equilibrium
.
λ = 0 ⇒ λ̂ = − c1

ρ1 − g
< 0 (8a)

and the shadow price of the polluting firms evolves according to the following equation

.
μ = (ρ2 − g)μ − b1

with equilibrium μ̂ = b1
ρ2−g > 0

(8b)

According to (8a), the long-run damage associated for the country increases as one
more polluting firm is added to the volume of polluting firms (PO) (i.e., as λ̂ increases).
This is the result of an increasing cost associated with the existence of a polluting firm (i.e.,
the factor c1 in the home country’s objective functional). The latter obvious conclusion is a
prediction of the setup correctness for our model. Note that according to basic theorems
of the optimal control theory, the transversality conditions hold for all admissible state
trajectories (see, e.g., Grass et al. 2008). �

For the following analysis presented here, it is assumed that only interior solutions
exist and they are positive, i.e., (10). According to Pontryagin’s maximum principle, the
maximizing condition of the Hamiltonian for the intensity of the home country’s pollution-
control effort (the home country’s control variable) is given by

∂H1
∂u = 0 ⇔ −c3 + λφ − λβυ + λau = 0 ⇔

u∗ = 1
a
( c3

λ + γ + βυ
) (9)

The result (9) is recorded in Proposition 2.

Proposition 2. The optimal strategy of counter-pollution effort u∗ increases with:

(a) A rising volume of emissions;
(b) An increasing percentage lost of polluting firms (PO) per emissions;
(c) An increasing rate at which pollution-control reduce the polluting firms (PO) (γ)

The cost factor which faces the home country due to the unsuccessful discrimination among the
firms of the country during the exercise of the counter pollution measures (a/2) has a decreasing
influence on the home country’s intensity of conducting the above effort.

Inspecting the analytical expression (9) of the control variable, it is worth noting that
if the cost of control (c3) is large relative to the shadow price λ (which is negative along the
optimal path), the country’s optimal strategy u∗ is to a low value and possibly meets the
boundary at u∗ = 0. Conversely, if the cost of the control is negligible with respect to the
shadow price λ, the country’s optimal strategy is a linear function of emissions υ, since
the term c3/λ in condition (9) vanishes. Therefore, it is optimal, in the former case, for the
country to not exert any counter-pollution control.
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Turning in the polluting firms (PO) problem, we take the Hamiltonian maximizing
condition that is determined by

∂H2

∂υ
= 0 ⇔ b2 − c4υ − μ(γ − βυ) = 0 ⇔ υ∗ = b2

c4
− μ

c4
(γ + βu) (10)

We record the result (10), as

Proposition 3. The optimal rate of the polluting firms’ (of the PO) emissions υ∗ decreases with:

(a) An increasing average number of the polluting firms abandonment (γ)
(b) An increasing percentage looses per emission (βu)
(c) An increasing value of the shadow price u (the shadow price of the polluting firms (PO)).

According to (10) if the shadow price of the polluting firms is raised, then it is optimal
for the polluting firms (the PO) to curb their emissions’ rate. Conversely, along the polluters’
optimal path, the rate of emissions increases as the benefits (b2) accrued by the emissions
increase relative to the costs c4.

The following is a useful corollary according to the optimality conditions (9) and (10):
“Along the home country’s optimal path the intensity of pollution-control measures raises
while the rate of emissions increases, and the rate of emissions declines while the intensity
of the counter-pollution measures is increasing”.

As the next step, we explicitly calculate the stationary values of the crucial variables
of the game.

Proposition 4.

i. The stationary values of the strategies in Nash equilibrium are the following:

ûN =
β(b2−μ̂γ)+c4(φ+c3/λ̂)

c4a+μ̂β2

υ̂N =
a(b2−μ̂γ)−μ̂β(φ+c3/λ̂)

c4a+μ̂β2

(11)

α are given by (8a) and (8b), while the subscript N in (11) means the Nash solution.
ii. the Nash equilibrium value for the number of polluting firms is given by

x̂N =
1
g

[(
φ − a

2
ûN

)
ûN + (γ + βûN)υ̂N

]
(12)

b2 as in (11).

Proof. In the Appendix A. �

Here, it is worth noting that, thanks to the structure of the state-separable games, we
have the competitive advantage in finding the analytical expressions of the controls as
well as the expression of the state variable. Solution (11) is a unique closed loop Nash
equilibrium. This advantage is rather unusual, since multiple equilibrium solutions in
differential games are the most common. Due analytical expressions (11) and (12), it is easy
to proceed with sensitivity analysis with respect to the model parameters.

Table 1 represents the results of sensitivity analysis. Taking the partial derivatives
υ̂N , the symbol “+” means that the partial derivative is greater than zero, the symbol “−”
means the opposite case, 0 indicates that the result of the partial derivative is zero (the
parameter is not a part of the control), and “?” denotes that the result is unknown. The
results in Table 1 make some economic sense. Taking into account (8b), shadow price μ̂ for
the polluting firms decreases with the discount factor ρ2, but increases with the factor b1
and at the endogenous growth rate g. Taking into account (11), the stationary value of the
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polluting firms x̂N decreases with increasing endogenous rate g (as the control factor c3
equals to zero).

Table 1. A summary of the sensitivity analysis results.

φ α β γ c1 c2 b1 b2 c4 ρ1 ρ2

ûN + – ? - 0 0 0 + 0 0 0

υ̂N - ? ? 0 0 0 0 + + 0 0

x̂N + - + + 0 0 0 0 0 0 0

4. The Leader–Follower Game (Polluting Firms (the PO) as a Leader)

In the Nash equilibrium solution, as illustrated above, it is assumed that the two
player game played simultaneously, i.e., the moves of the rivals are made at the same
time. As it is mentioned above, in this paper we explore and the other class of games in
which one player, the leader, moves first, and the opponent, the follower, makes his/her
decision at the second time. This hierarchical or sequential mode of playing is known as
the leader–follower or Stackelberg model. In the game theory literature, e.g., Başar and
Olsder (1999), at least one stepwise procedure to derive the equilibrium solution has been
developed. In order to describe (for completeness) the solution procedure, we assume,
without any loss of generality, the first player (the polluting firms (the PO)) is the leader and
the second (the social planner of the country) is the follower. The control and the adjoint
variables of the leader are denoted with H2 = b1x +

(
b2 − c4

2 υ
)
υ + b3u∗(υ) + μ

.
x + ψ

.
λ,

respectively, and with (16) we denote the same variables for the follower. Moreover, for
simplicity we assume in the analysis that follows that the cost of pollution control vanishes,
i.e., c3 = 0.

The three step procedure for the open-loop Stackelberg solution (e.g., Grass et al. 2008;
Dockner et al. 2000; Başar and Olsder 1999) is as follows:

Step 1: The polluting firms, as group (i.e., the PO), announce their common strategy, υ.
Step 2: For the given strategy υ, the social planner of country (the follower) solves

the same Nash optimal control problem. As it is mentioned in the Nash case (see (9)), the
home’s optimal response to the strategy υ of the polluting firms (the PO), will be

u∗ = u∗(υ) =
1
a
(γ + βυ) (13)

since it is assumed that c3 = 0, and the shadow price λ for the follower is given by
Equation (7).

Step 3: Now, in the last step, the leader has to solve the same as in the Nash case
optimal control problem, but for the known reaction function (13) of the follower:

max
υ(.)

∞∫
0

e−ρ2t
(

b1x +
(

b2 − c4

2
υ
)

υ + b3u∗(υ)
)

dt

subject to the following two equations

.
x = gx −

(
φ − a

2
u∗(υ)

)
u∗(υ)− γυ − βu∗(υ)υ (14)

.
λ = (ρ1 − g)λ + c1 (15)

with u∗(υ) given by (13).
The Hamiltonian of player 2 (the follower) becomes

H2 = b1x +
(

b2 − c4

2
υ
)

υ + b3u∗(υ) + μ
.
x + ψ

.
λ (16)
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The adjoint variables are the shadow values of the states Δ for which the equations
of motion are given by (14) and (15), respectively. Taking the first order condition for the
Hamiltonian (16), i.e., ∂H2/∂υ = 0 we found the optimal strategy υ∗. The calculations of
the stationary strategies are made through the substitutions in (13) the player’s 2 optimal
strategy. Then, the final expressions are given below as (17) and (18) and their associated
propositions.

Proposition 5.

i. The optimal strategies for the social planner and the polluting firms (the PO) of the hierarchical
game are given, respectively by the following expressions

ûS =
β(b2−μ̂γ)+c4φ+b3(β2/a)

c4a+μ̂β2

υ̂S = a(b2−μ̂γ)−β(μ̂φ−b3)
c4a+μ̂β2

(17)

ii. The number of polluting firms (the size of PO) is given by the expression

x̂S =
1
g

((
φ − a

2
ûS

)
ûS + (γ + βûS)υ̂S

)
(18)

and the optimal controls are given by (17), with the subscript S to denote the Stackelberg
strategy.

Proof. In the Appendix A. �

Since the analytical expressions of the optimal strategies are computed for both types
of the game, in the next section we compare these values. The reverse case at which the
country moves first as a leader and the polluting firms follow is not examined here and is
left for future research.

5. Comparison of the Two Solutions

Taking the Nash solutions (11) and the Stackelberg solutions (17) the optimal controls
can be expressed as

ûS = ûN +
β

a
Δ

υ̂S = υ̂N + Δ

while
Δ =

b3β

c4a + β2μ̂
> 0 (19)

the difference between the optimal stationary strategies is given by (19). Some remarks can
be drawn about the difference of the two solutions of the same game. These observations
could be:

(i) The fewer the polluting firm’s losses per emission (β), the smaller the difference Δ.
If the loss rate β vanishes (β = 0), the Nash and Stackelberg equilibrium solutions
become equal.

(ii) If the polluting firms have no objective related to the unsuccessful discrimination of
the social planner (b3 = 0), the Nash and Stackelberg equilibrium solutions are equal.
If the same factor b3 is positive, the group of polluting firms (the PO) announces a
volume of emissions, υS, such that the home country reacts with a higher counter-
pollution effort, υS. As a result, the number of polluting firms (the size of the PO), x,
increases which, in turn, increases the volume of emissions.
As follows from the comparison of (11) and (17),

ûS > ûN and υ̂S > υ̂N
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This means that the conflict will be more intense if the group of polluting firms has the
first mover advantage and announces the volume of emissions to be carried out (compared
to the simultaneous move game). Consequently, the next result became obvious.

Proposition 6. The pollution control hierarchical game in which the group of polluting firms (the
PO) being the leader and the country the follower, results in a higher volume of emissions and in a
more intensive counter-pollution effort, i.e., the conflict between the players is more intensive.

The difference between the equilibrium values (12) and (18) is positive, that is
D = x̂S − x̂N > 0, and therefore we can conclude that for the polluting firms (the PO),
being the leader is verified as the better position due to the increase in the size of D.

Linear state Equations (12) and (18) can explicitly solved with respect to the size of the
PO which is the state variable x(t), yielding:

xN(t) = xN0egt + x̂N
(
1 − egt)

xS(t) = xS0egt + x̂S
(
1 − egt)

Additionally, the value functions for the Nash and Stackelberg equilibrium is easy
computed as:

V2,N =
∞∫
0

e−ρ2t(b1x + b2υ̂N + b3ûN − c4
2 υ̂2

N
)
dt =

= b1
ρ2xN0−gx̂N

ρ2(ρ2−g) +
2b2 υ̂N−c4 υ̂2

N+2b3ûN
2ρ2

and

V2,S =
∞∫
0

e−ρ2t(b1x + b2υ̂S + b3ûN − c4
2 υ̂2

S
)
dt =

= b1
ρ2xS0−gx̂S
ρ2(ρ2−g) +

2b2 υ̂S−c4 υ̂2
S+2b3ûS

2ρ2

Moreover, the difference of the two value functions

V2,S − V2,N =
b3βΔ
2ρ2a

> 0

is positive, and therefore becomes better for the group of the polluting firms to lead
playing the Stackelberg strategy than playing the Nash strategy. This result is recorded as
Proposition 7.

Proposition 7. In the environmental pollution game between the polluting firms of a country and
the social planner of the same country the more beneficial strategy, on the polluters side, is the
strategy in which they lead (and the home country follows) in a Stackelberg setting.

6. Conclusions

In this paper, we set up a differential game model between the polluting firms of
a country and the social planner of the same country. The model belongs to the special
tractable class of state-separable games. This class of games has a special feature in the
Nash equilibrium, for which the open-loop equilibrium coincides with the closed-loop
(Markovian) equilibrium. During the solution process of the simultaneous move game
(the Nash case), we found the analytical expressions of both players’ are controlled as
well as the steady state of the stock variable (which is the volume of the polluting firms).
Sensitivity analysis, which is an analysis between the controls and crucial variables of the
model, makes economic sense.

Some results, based on the proved propositions discussed in the main text, are as
follows. First of all, in the simultaneous move game, the first proposition, which operates
as a verification of the correctness of our model, states that the marginal increment of the
size of the polluting group (one more polluting firm added to the entire stock) is always
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harmful for the environmental quality of the country. The measure of this damage is
indicated by the negative value of the shadow price of the size of polluting firms, but from
the side of the country’s social planner. It is worth noting that the measure of the shadow
price (expressed by the adjoint or costate variable of the state variable) is the more common
and a most accurate measure in the technique of game theory.

Conversely, the same result, but from the polluting firms’ side, says that a marginal
increment of the size of the group of polluting firms increases their benefits. Again, as game
theory dictates, we work with the shadow prices, but from the side of the polluting firms.
The second result considers the conditions under which any counter pollution strategy on
behalf of the social planner would be optimal. The proved results of our model are based
on the variables of the proposed model. More specifically, a counter-pollution strategy
is optimal if this strategy increases with a rising volume of emissions, with increasing
percentage loss of polluting firms and with increased effectiveness of pollution control on
behalf of the social planner of the country. The third result tackles the polluting firms, as a
group, regarding their strategy.

As a policy implication, on the polluting firms’ side, the group of the polluting firms
could have in mind that their optimal strategy decreases with the number of polluting
firms’ abandonment rate, with increasing losses per emission and in the case at which
the shadow price of the of the social planner of the country (which measures the size of
the polluting firms) increases. The latter case, i.e., the shadow price of the social planner
increases, states the beneficial nature of the situation (which is therefore harmful for the
polluting firms as a group). The fourth result is very technical and gives precise computed
expressions of strategies for both players. It is worth noting that the equilibrium value (for
the simultaneous move game) of the number of polluting firms depends on the reversing
of intrinsic growth rate g, but also depends on the equilibrium strategies of both players
(ûN , υ̂N), showing that the evolution of the size of the polluting firms, i.e., the state variable
x̂N , is time-consistent with a more demanding property, which also means that the state
variable is not only a function of time.

In the dynamic hierarchical setting section, in order to compare the simultaneous move
game and the hierarchical game values, we compute the exact values of the Stackelberg
game. This result is recorded in Proposition 5. The comparison of the two results of the
different equilibrium patterns strategies shows that the Stackelberg strategies are superior
to the Nash strategies, showing again that the model and its parameters obey the economic
theory. With this model, we conclude that the difference between the strategies becomes
smaller (i.e., the Nash equilibrium strategies approaches the Stackelberg) as the losses per
emission on behalf of the polluting firms decreases. A major result drawing from this
hierarchical setting is that the conflict between the players of the game is more intense
in this case than in the Nash case, and the first-mover advantage is still present since it
is proved that the size of the polluting firms is greater in the Stackelberg case, in which
the polluting firms lead. Similarly, computing the payoffs for both players, it is proved by
the proposed model that is more beneficial for the polluting firms to play the hierarchical
game, in which they lead.

Finally, let us mention that one major limitation of the proposed model is that, consid-
ering the polluting firms acting as a group, there is no room for further conclusions and
policy implications about the behaviour of the polluting firms involved in a group. This is
a drawback of the proposed model which is under consideration for future improvement.
Another limitation is that the model is restricted, in the Stackelberg setting, only in one
case, at which the polluting firms as a group announce their policy (i.e., the volume of the
pollutants that they would emit), and therefore they are set as the leader of the hierarchical
game. Undoubtedly there is the opposite case in which the policy maker of the country,
announcing its policy first, could be the leader of the same hierarchical game. This case
would be the second extension of our primary model in the future research.
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Appendix A

Proof of Proposition 4. The Hamiltonian of the country’s social planner is given by (5) in
the main text as the following

H1 = −c1x − c2υ − c3u + λ
(

gx − φu +
a
2

u2 − γυ − βuυ
)

and the first order condition ∂H2/∂υ = 0, becomes −c3 + λ(−φ + au − βυ) = 0.
Substituting the optimal value of the opponent’s control υ∗ given by (10) in the main

text, i.e., υ∗ = b2/c4 − μ(γ + βu)/c4 the first order condition yields:

∂H1/∂u = −c3 + λ(−φ + au − β(b2/c4 − μ(γ + βu)/c4)) = 0

from which the optimal Nash strategy for the social planner ûN , is as follows

ûN =
c4
(
φ + c3/λ̂

)
+ β(b2 − μ̂γ)

c4a + μ̂β2

Making the same steps as for the social planner’s Nash strategy, but with the polluter’s
Hamiltonian, we have from (6) and (9) in the main text

H2 = b1x +
(
b2 − c4

2 υ
)
υ + b3u + μ

(
gx − φu + a

2 u2 − γυ − βuυ
) ⇔

∂H2/∂υ = −c4υ + b2 + μ(−γ − βu) = 0
(9)⇔

−c4υ + b2 + μ
(
−γ − β 1

a
( c3

λ + γ + βυ
))

= 0 ⇔

υ̂N =
a(b2 − μ̂γ)− μ̂β

( c3
λ + γ

)
c4a + μβ2

the result x̂N = 1
g
[(

φ − a
2 ûN

)
ûN + (γ + βûN)υ̂N

]
is easily obtained, solving the differential

equation
.
x = gx − φu + a

2 u2 − γυ − βuυ and setting zero the integration constant. �

Proof of Proposition 5. The Hamiltonian of the polluting firms is given by (16) in the main
text and is

H2 = b1x +
(

b2 − c4

2
υ
)

υ + b3u∗(υ) + μ
.
x + ψ

.
λ

while the time differentials
.
x,

.
λ are given by (14) and (15) as

.
x = gx −

(
φ − a

2
u∗(υ)

)
u∗(υ)− γυ − βu∗(υ)υ

.
λ = (ρ1 − g)λ + c1

substituting the values of the adjoint variables back into the follower’s Hamiltonian this
function becomes (after some algebraic manipulations)
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H2 = b1x +
(
b2 − c4

2 υ
)
υ + b3(φ+βυ)

a +

+μ
(

gx − (φ−βυ)
2 · (φ+βυ)

a − γυ − β(φ+βυ)υ
a

)
+

+ψ((ρ1 − g)λ + c1)

while the maximization condition ∂H2/∂υ = 0 finally yields

− c4υ + b2 +
b3β

a
+ μ

(
− β(φ + βυ)

2a
− (φ − βυ)β

2a
− γ − β2υ

a

)
= 0

and the follower’s optimal strategy is easily obtained as (solving the maximization condi-
tion)

υ̂S =
a(b2 − μ̂γ)− β(μ̂φ − b3)

c4a + μ̂β2

repeating similar steps as before we calculate the Stackelberg leader’s optimal strategy as

ûS =
β(b2 − μ̂γ) + c4φ + b3

(
β2/a

)
c4a + μ̂β2

the proof of the expression for the number of polluting firms is the same as in the Nash
case. �
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Abstract: There are several reasons for environmental taxation implementation. Besides its
environmental impact, the main reason for such taxation is its fiscal impact, particularly in
generating revenues of public budgets. The main goal of this paper is to observe possible spatial
patterns in fiscal impacts of environmental taxation in the EU countries, and to depict the groups of
countries with the same (or similar) fiscal impact of these instruments on public budget revenues,
including environmental and economic characteristics. Two methods of cluster analysis are used,
Ward linkage and K-nearest neighbors (spatial) cluster analysis to observe potential geographical
links or implication of fiscal impact. The study is performed for the years 2008 and 2017. Based on
the results, we can say that in the year 2008, the EU countries were divided into “the west” and “the
east”, with some exceptions. The western countries were characterized by high environmental tax
revenues, the eastern countries by low environmental tax revenues. For 2017, the situation is different.
The border between old and new EU member states is not so abrupt and clear. The results show
higher diversification between EU countries concerning the fiscal impacts of environmental taxation.

Keywords: environmental taxation; EU ETS; fiscal impact; cluster analysis; spatial patterns

JEL Classification: H23; Q58

1. Introduction

Currently, raising revenues and addressing climate change are two fundamental challenges
facing governments (Barrage 2020). The European Union (EU) member states use various
economic instruments of environmental/climate protection. The range of instruments includes,
among others, environmental taxes, fees, charges, tradable permits, deposit-refund systems and
subsidies (Eurostat 2013; European Commission 2016). Environmental taxes should play an essential
part in environmental policy as they help to internalize externalities, reduce damage and increase
the quality of life; they also allow for the raising of revenue for national and local governments
(Jurušs and Brizga 2017). Therefore, besides their environmental impact, the main reason for these
economic instruments’ implementation is their fiscal impact—namely, the revenues of public budgets
(OECD 2016).

The EU has increasingly favored such instruments because they provide flexible and cost-effective
means of reinforcing the polluter-pays principle and for reaching environmental policy objectives
(Hájek et al. 2019). Regarding environmental taxation, Eurostat (2013) distinguishes four categories
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of environmental taxes: energy taxes (including fuel for transport), transport taxes, pollution taxes
and resource taxes. Government revenues from the auctioning of emission permits are treated as
tax receipts in the national accounts; therefore, they are part of the energy taxes (Eurostat 2013;
European Commission 2016).

Since environmental taxation represents the additional revenues of state/public budgets,
the questions might emerge: what is the level of economic burden connected with environmental tax
policy in particular EU member states? Are there any common features and trends between countries
or groups of countries?

Concerning practically significant studies in this field we can generally divide them into studies
focusing on environmental impacts and studies focusing on the fiscal impacts of such taxation. Recent
scientific studies in the field of environmental impacts of environmental taxation are mainly case
studies for specific countries. A case study of Spain (Gemechu et al. 2014) included an analysis of
direct and indirect effects of an environmental tax imposed on Spanish products, using environmental
input-output (EIO) and price models. Pereira and Pereira (2014) studied CO2 taxation in its dual
role as a climate and a fiscal policy instrument in Portugal. They developed marginal abatement
cost curves for CO2 emissions associated with CO2 tax using a dynamic general equilibrium model
of the Portuguese economy. Solaymani (2017) focused on carbon and energy taxation in Malaysia.
Van Heerden et al. (2016) analyzed the economic and environmental effects of the carbon tax in South

Africa, using the dynamic CGE modelling approach. Jurušs and Brizga (2017) assessed the role of
environmental taxes used in Latvia’s environmental policy, using desk research. Frey (2017) evaluated
the impact of different carbon tax levels on the Ukrainian economy and the environment, observing
evidence for a robust double dividend. Hájek et al. (2019) analyzed carbon tax efficiency in the energy
industries of selected EU countries, finding out that carbon tax is more effective than CO2 emission
trading in these countries.

Dealing with fiscal impacts of environmental taxation, it is worth mentioning the recent research of
Barrage (2020), who studied the optimal design of carbon taxes both as an instrument to control climate
change and as a part of fiscal policy. Based on the results, the imposition of appropriately designed
carbon taxes could yield substantial benefits, both in terms of raising revenues and by significantly
improving intertemporal production efficiency. Labandeira et al. (2019) analyzed the possibilities
of new green tax reforms, as a consequence of an increased need for public revenues. Their study
explores the possibilities of implementing a new generation of green tax reforms in Spain, focusing on
various impacts, including public revenues and income distribution from taxing various energy-related
environmental damages and by considering fiscal consolidation and funding the costs of renewable
energy support schemes.

There are not many studies focusing on the spatial aspect of environmental taxation in this
field. For example, Xiangmei and Yang (2018) analyzed spatial issues in China, observing temporal
and spatial distribution characteristics of the air pollution index (API) and its correlation with the
improvement of environmental tax law. Their paper discussed the general trend of the China air
pollution index and studied the daily air pollution index of important cities focusing on the three
dimensions of time, space, and trend. For analyzing the relationship of API with environmental tax
laws, the authors used methods of studying regional differences in the economic discipline, especially
the Searl index. The discussion underlines the topic of how to allocate resources in the redistribution
of tax rationally.

Other research papers dealing with spatial aspects carry out firm responses to a carbon price and
corporate decision making under British Columbia’s (BC) carbon tax (Bumpus 2015). The research is
empirical and focuses on firms, which experienced difficulty in making low-carbon changes in response
to fluctuating commodity prices, the low certainty of climate policy over temporal and spatial scales
and the political economy of implementing regional climate policy. The study presents the results of
empirical research of industry participation, and interviews with executives of major emitting firms
in BC.
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Concerning both fiscal aspects and spatial distribution of environmental taxation, using cluster
analysis as a methodological approach, there is a lack of such scientific studies. There are some excise
taxation studies, which are close to the environmental topic. For example, Lin and Wen (2012) carry
out an analysis of temporal changes in geographical disparities in alcohol-attributed disease mortality
(ADM) before and after implementation of the alcohol tax policy in Taiwan. As a methodological
approach, they used local spatial statistical methods to explore the geographic variations in ADM
rates and identify statistically significant clusters among townships. Then, we can find studies
observing spatial patterns in various taxation issues in European countries, as well. For example,
Zaharia et al. (2017) focused on the environmental taxation in EU countries and the comparison of
clusters in the year 2002 with the year 2012, using Ward linkage cluster analysis. Another study,
Liapis et al. (2013), provided clusters of economic similarities between EU countries, calculating with
different categories of economic indicators, including tax revenues. However, this analysis does not
include all EU countries and the environmental tax revenues are not included in the category “tax
revenues”. Stuhlmacher et al. (2019) performed a systematic, spatial-economic assessment of the EU
ETS. They analyzed the spatial pattern of emissions changes using clustering analysis of emissions
changes at the EU and country-level in the period 2005–2012. Pászto and Zimmermannová (2019)
evaluated the development of CO2 emissions and selected economic indicators of EU-28 countries in
the period from 2005 to 2015, capturing the geographical patterns and spatial distribution of countries
emitting pollution. Skovgaard et al. (2019) explored patterns of adoption (both implemented policies
and those scheduled to be) through cluster analysis to investigate factors that could explain policies’
decisions to adopt carbon pricing. The study contributed empirically by studying carbon taxes and
emissions trading together and by clustering the polities adopting carbon pricing.

Currently, there is no such spatial analysis of the fiscal aspects of environmental taxation in EU
countries, observing (Central and Eastern Europe) CEE countries in more detail and simultaneously
taking EU ETS state budget revenues as a separate category. Moreover, the above-mentioned scientific
studies use only one method of cluster analysis—Ward’s or K-nearest neighbors’ method. Focusing on
this gap in the scientific field, we carry out the following research.

The main goal of this paper is (1) to observe possible spatial patterns in fiscal impacts of
environmental taxation in EU countries, with a focus on CEE countries (comprising of Albania,
Bulgaria, Croatia, Czechia, Hungary, Poland, Romania, Slovakia, Slovenia, and the three Baltic States:
Estonia, Latvia and Lithuania (OECD 2019), and (2) to depict the groups of countries with the same
(or similar) fiscal impact of these instruments on public budget revenues, including environmental and
economic characteristics of analyzed countries.

As an input motivation to our research, we were inspired by the EU document
(European Commission 2019) underlining consequences with environmental taxation: “In general,
two groups of Member States can be distinguished: (1) A group of "low-taxing Member States". These are
typically taxing at rates close to the minima and have often, although not in all cases, introduced taxation only as
a consequence of the existence of common minimum rates. Many of the new Member States are in this group
(Slovenia is one exception); (2) A group of "high-taxing Member States" with tax levels more or less clearly
above the minima. For these countries, the existence of common minima is particularly important to reduce
competitive disadvantages for their industry. These countries also often make use of the possibility to apply
reduced rates for energy-intensive businesses. The Nordic countries are among the highest taxing Member States,
especially for heating fuels”.

Concerning this document, our research focuses on observing characteristics of environmental tax
revenues in EU countries to find possible groups of them. The following research questions are defined:

(1) Can we observe similar characteristics between Central and Eastern Europe (CEE) countries,
as representants of a group of “low-taxing Member States”?

(2) Can we observe any spatial-temporal changes in groups of countries in general (focusing on
the years 2008 and 2017)?
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Given the lack of studies focusing on spatial patterns of the environmental taxation, the authors
will examine and evaluate (1) possible geographical patterns in the revenues of the environmental
taxes within the EU, and (2) provide comprehensive spatial analysis of economic and environmental
data of EU-28 countries, with a focus on CEE countries, using two different methods of cluster analysis.
As a result, new findings can represent additional information for policymakers both in the EU and
CEE countries. They can help them to discuss the possible change in environmental taxation in their
countries, concerning both environmental and economic indicators.

2. Methodology

2.1. Data

As the research deals with environmental taxes in EU countries, the key variables in the analysis
are environmental tax revenues. EUROSTAT published them in four categories: (1) energy taxes,
(2) transport taxes, (3) resource taxes and (4) pollution taxes, whereas EU ETS auction revenues are part
of the category energy taxes. For our research, we separated the data for EU ETS revenues and grouped
the categories of resource taxes and pollution taxes to one common class. In particular, we used energy
taxes revenues, excluding EU ETS revenues in EUR/capita (Eurostat 2020), transport taxes revenues in
EUR/capita (Eurostat 2020), pollution and resource taxes revenues in EUR/capita (Eurostat 2020) and
EU ETS revenues (EUA auctions) in EUR/capita (EEX 2020; ICE 2019).

In connection with both the economic and environmental background of environmental tax
revenues, GDP and greenhouse gas emissions are included as the variables to this analysis, to show
us the overall picture within the spatial patterns. The economic power of the country is represented
by GDP in EUR per capita (Eurostat 2020); environmental aspects are described by greenhouse gas
emissions in tons per capita (Eurostat 2020).

For the analysis, the years 2008 and 2017 were selected. The year 2008 represents the first year of
joint energy taxation came into force in all EU countries (including EU countries with a transitional
period); moreover, the second phase of the EU ETS started (so-called “Kyoto period” 2008–2012).
The year 2017 represents the last year with the availability of all necessary data, in particular, greenhouse
gas emissions in tons per capita; simultaneously, results from this year can show us the situation after
almost decade of new environmental taxes came into force. Table 1 contains the essential descriptive
characteristics of the selected variables for EU-28 countries in the years 2008 and 2017.

Table 1. Descriptive Characteristics of Variables 2008 and 2017.

Variable Unit Year N Min Max Mean Average

Greenhouse gas
emissions

tons/capita 2008 28 5.6 27.5 10.7 11.1
2017 28 5.5 20.0 8.6 9.3

GDP EUR/capita 2008 28 4900.0 77,900.0 23,000.0 24,810.7
2017 28 7300.0 92,600.0 23,500.0 29,200.0

Energy taxes revenues
without EU ETS

EUR/capita 2008 28 95.43 1899.28 358.90 444.08
2017 28 168.4 1471.3 523.4 537.7

EU ETS revenues
(EUA auctions)

EUR/capita 2008 28 0.0 0.00 0.00 0.00
2017 28 4.7 29.91 11.42 12.25

Transport taxes
revenues

EUR/capita 2008 28 4.5 774.9 114.9 168.6
2017 28 9.9 786.6 118.1 169.1

Pollution and resource
taxes revenues

EUR/capita 2008 28 0.0 121.8 4.1 13.3
2017 28 0.0 88.5 3.3 13.9

Source: own processing, based on Eurostat (2020); EEX (2020) and ICE (2019).
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There are significant disparities between the minimum and maximum values in all types of
environmental tax revenues within the EU countries. On the other hand, focusing on temporal
development in these revenues, the disparities were lower in 2017. According to the variable “Energy
taxes without EU ETS’ revenues”, the minimum level increased and the maximum level decreased.
Simultaneously, the apparent decrease in maximum levels of greenhouse gas emissions in tons/capita
in EU countries between the years 2008 and 2017 also represents an interesting trend—for more details
see Table 2.

Table 2. Greenhouse gas emissions (tons per capita) in EU28 countries.

Country 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017

EU 28 10.6 9.6 9.8 9.5 9.3 9.1 8.7 8.8 8.7 8.8
Belgium 13.5 12.1 12.7 11.6 11.3 11.2 10.6 11 10.8 10.8
Bulgaria 9 7.9 8.3 9.1 8.4 7.7 8.2 8.7 8.4 8.8
Czechia 14.3 13.3 13.5 13.4 12.9 12.4 12.2 12.3 12.5 12.4

Denmark 12.5 11.9 11.9 10.9 10.1 10.3 9.6 9 9.3 8.9
Germany 12.2 11.4 11.8 11.7 11.8 12 11.4 11.4 11.4 11.2
Estonia 15 12.5 15.9 16 15.2 16.7 16.1 13.9 15 16
Ireland 15.7 14.1 13.9 12.9 12.9 12.9 12.8 13.2 13.5 13.3
Greece 12.2 11.5 10.9 10.7 10.4 9.6 9.4 9.1 8.8 9.2
Spain 9.3 8.3 8 8 7.8 7.2 7.3 7.6 7.4 7.7
France 8.4 8.1 8.1 7.7 7.6 7.6 7.1 7.1 7.1 7.2
Croatia 7.2 6.7 6.6 6.5 6.1 5.8 5.7 5.8 5.9 6.2

Italy 9.6 8.6 8.8 8.6 8.3 7.6 7.2 7.4 7.4 7.3
Cyprus 13.9 13.2 12.5 11.8 11 10.1 10.6 10.7 11.4 11.6
Latvia 5.6 5.4 6 5.8 5.7 5.8 5.8 5.8 5.9 6

Lithuania 7.7 6.4 6.8 7.1 7.2 6.9 6.9 7.1 7.2 7.4
Luxembourg 27.5 25.8 26.5 25.6 24.3 22.7 21.5 20.4 19.8 20

Hungary 7.1 6.5 6.6 6.4 6.1 5.8 5.9 6.2 6.3 6.6
Malta 8.2 7.7 7.9 7.9 8.3 7.5 7.5 5.9 5.1 5.5

Netherlands 13.3 12.8 13.5 12.6 12.3 12.2 11.8 12.2 12.2 12
Austria 10.7 9.8 10.4 10.1 9.7 9.7 9.2 9.3 9.4 9.6
Poland 10.9 10.4 10.9 10.9 10.7 10.6 10.3 10.4 10.6 11

Portugal 7.5 7.2 6.8 6.7 6.5 6.4 6.4 6.9 6.7 7.2
Romania 7.3 6.3 6.2 6.4 6.3 5.8 5.9 5.9 5.8 6
Slovenia 10.7 9.6 9.6 9.6 9.3 8.9 8.1 8.2 8.6 8.4
Slovakia 9.3 8.5 8.6 8.5 8 7.9 7.6 7.7 7.8 8
Finland 13.8 13 14.4 13 11.9 11.9 11.1 10.4 10.9 10.4
Sweden 7.1 6.5 7.1 6.6 6.2 6 5.8 5.7 5.6 5.5

United Kingdom 11.1 10.1 10.2 9.4 9.6 9.3 8.7 8.3 7.9 7.7

Source: own processing, based on Eurostat (2020).

Table 2 shows the average level of EU28 and EU member countries. Regarding the country with
the highest emissions per capita in EU28, it is Luxembourg. The countries with a minimal level of
greenhouse gas emissions varied in the observed period 2008–2017; it was Latvia in 2008–2012, Latvia,
Croatia, Hungary and Romania with the same level 5.8 in 2013, Croatia with 5.7 in 2014, Sweden in
2015 (5.7), Malta in 2016 (5.1) and Malta with Sweden in 2017 (5.5).

2.2. Methodology—Cluster/Grouping Analysis

Two different methods of cluster analysis were selected, calculating with the above-described
data sets for years 2008 and 2017. We applied clustering in two umbrella settings: (1) without a spatial
component (i.e., clustering of attribute data/indicators only), and (2) with a spatial component, i.e.,
mutual proximity of EU member states is considered implicitly in the cluster analysis. The cluster
analysis is often applied to analyze territorial units, e.g., in the regional analysis of the localization of
large enterprises (Skaličková 2018) or research focused on the development of heterogeneity of EU
countries (Rozmahel et al. 2013). Preliminary results of authors’ research dealing with environmental
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taxation in Europe were focused on the years 2008 and 2017; then, different methods of cluster analysis
were performed. Based on the obtained results and due to the similar historical development and
generally lower level of environmental awareness, CEE countries were selected for detailed evaluation.

In general, cluster analysis methods are used to differentiate objects into a system of categories,
which on the one hand document the similarities of objects within a single category and on the other
hand underline the differences of objects falling into different categories (Maršík and Kopta 2013).
These methods are based on the usage of the rate of conformity (or rather non-conformity) of objects
and clusters. This rate of non-conformity is expressed as the Euclidian distance between the two
vectors Y and Z in Formula (1):

vYZ =

√√√ k∑
i=1

(yi − zi)
2 (1)

Firstly, we used hierarchical procedures, i.e., gradual clustering, including the combinations of
objects into clusters. The result is the construction of a hierarchy, or dendrogram (tree-like structure),
depicting the formation of the cluster (Hair et al. 2010). Esri (2016) describes this process as “a solution
where all the features within each group are as similar as possible, and all the groups themselves
are as different as possible.” For non-spatial clustering (i.e., ignoring the proximity of EU countries),
Ward’s linkage method was applied in this paper. Ward’s linkage method minimizes the sum of
squares of any two theoretical clusters, which can be generated at every step of clustering (Ward 1963).
Ward’s method is treated as relatively efficient, and it considers the size of the data sample. As a
result, the optimal number of clusters should be depicted. It must be noted that there exist various
clustering algorithms (e.g., frequently used k-means); however, Ward’s clustering is believed to be
ideally used if a certain number of groups is not known a priori. In comparison with k-means, k-means
perform computationally faster when having many variables and a small number of target clusters
(Soetewey 2020). In our case, we have a relatively small number of variables (see Table 1); thus,
the computational time was not an issue, and the target number of clusters was unknown. Generally,
hierarchical clustering returns a more informative and interpretative cluster than k-means. Therefore,
we chose Ward’s method as the most appropriate one as regards the task we faced. Nevertheless, it is
still in discussions which method is more suitable for which data or task; leading to a statement that
clustering is a rather subjective statistical analysis (depending on the data and task to be solved).

Secondly, to underline the spatial relationship between the countries, the K-nearest neighbors
(KNN) linkage method was applied. In general, this algorithm belongs to the techniques of machine
learning or pattern recognition. Specifically, it uses the K-nearest neighbors of the given feature
(individual EU-28 country in this case) to classify that feature into a group of neighbors. According to
Everitt et al. (2011), two observations xi and xj are neighbors if:

d
(
xi, xj

)
≤ dk(xi) OR dk

(
xj
)
, (2)

where d is the Euclidean metric and dk(xi) is the kth nearest-neighbor distance to point xj.
The algorithm represents a relatively “straightforward” procedure, which requires a pre-set of

the number of neighbors to look around. Often, it is treated as a supervised classification algorithm
just because of the user-defined neighborhood. The algorithm is very well adopted when dealing
with geographic space, as it is a distance-based algorithm, which relies on a metric (2D feature
space). For a detailed description of the algorithm, see, e.g., Theodoridis and Koutroumbas (2006)
or Everitt et al. (2011). The number of neighbors for our purposes was set to be six, and the
algorithm searched for them in terms of Euclidean distances (i.e., straight lines between country
center points). The choice of this method was based on previous experience and use by the authors
(Pászto and Zimmermannová 2019), and also due to the fact that it was necessary to determine the
target number of groups (based on non-spatial cluster analysis in the first part). It is important to
mention that the cluster analysis takes into account both a spatial component (XY coordinates) and the
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input indicators’ value. More examples of the clustering usage for geographically located data can be
found in Marek et al. (2015).

3. Results

3.1. Non-Spatial Clustering

Firstly, the correlation analysis was performed for finding out the variables with the correlation
coefficient higher than 0.9, which could distort the results of further investigation. As a result, there are
no statistically significant relationships between analyzed variables. The data was standardized by the
standard deviation for cluster analysis purposes. The number of observations was 28 for each variable.

Secondly, for non-spatial clustering, Ward’s linkage method was used. Tables 3 and 4 show
the way the countries are grouped at each stage of the cluster analysis. This process continues until
the moment all the EU countries are grouped in one large cluster, which is represented by line 27.
The coefficients represent the distances between two countries or two already created clusters, joined
on the next level. The next part of the table shows the phase when clusters emerge. The last column
shows the stage when the newly created cluster is combined with another, already existing cluster.

Table 3. Agglomeration schedule (the year 2008).

Stage
Cluster Combined

Coefficients
Stage Cluster First Appears

Next Stage
Cluster 1 Cluster 2 Cluster 1 Cluster 2

1 15 21 0.015 0 0 12
2 2 25 0.051 0 0 9
3 3 14 0.112 0 0 13
4 5 24 0.203 0 0 18
5 9 22 0.297 0 0 17
6 7 19 0.401 0 0 11
7 12 28 0.515 0 0 14
8 11 17 0.681 0 0 12
9 2 23 0.907 2 0 13
10 1 18 1.159 0 0 18
11 7 20 1.474 6 0 19
12 11 15 1.818 8 1 17
13 2 3 2.225 9 3 21
14 12 27 2.668 7 0 20
15 10 13 3.194 0 0 20
16 6 8 4.105 0 0 21
17 9 11 5.155 5 12 23
18 1 5 6.294 10 4 22
19 7 26 7.885 11 0 22
20 10 12 9.955 15 14 23
21 2 6 12.992 13 16 26
22 1 7 16.950 18 19 25
23 9 10 23.089 17 20 26
24 4 16 31.157 0 0 25
25 1 4 40.301 22 24 27
26 2 9 59.518 21 23 27
27 1 2 81.000 25 26 0

Source: own processing.
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Table 4. Agglomeration schedule (the year 2017).

Stage
Cluster Combined

Coefficients
Stage Cluster First Appears

Next Stage
Cluster 1 Cluster 2 Cluster 1 Cluster 2

1 11 14 0.136 0 0 6
2 2 25 0.414 0 0 10
3 12 28 0.724 0 0 11
4 9 15 1.048 0 0 8
5 1 5 1.404 0 0 15
6 11 22 1.772 1 0 17
7 19 20 2.498 0 0 14
8 9 17 3.236 4 0 17
9 3 21 3.976 0 0 12
10 2 23 4.764 2 0 19
11 12 24 5.643 3 0 18
12 3 8 6.758 9 0 19
13 10 27 7.894 0 0 18
14 7 19 9.070 0 7 16
15 1 13 10.455 5 0 20
16 7 26 12.181 14 0 20
17 9 11 14.284 8 6 21
18 10 12 16.616 13 11 22
19 2 3 18.992 10 12 23
20 1 7 23.451 15 16 24
21 9 18 28.843 17 0 22
22 9 10 36.540 21 18 26
23 2 6 51.428 19 0 26
24 1 16 72.095 20 0 25
25 1 4 95.251 24 0 27
26 2 9 118.657 23 22 27
27 1 2 162.000 25 26 0

Source: own processing.

Figure 1 presents the results of non-spatial cluster analysis for the year 2008, the dendrogram
using Ward linkage. It shows detected similarities between countries. Based on the dendrogram,
we can distinguish the following clusters:

• cluster 1, represented by low GDP and low environmental taxes revenues—mostly new EU
member states (Czechia, Malta, Portugal, Slovenia, Bulgaria, Romania, Lithuania, Poland, Estonia,
Slovakia, Croatia, Latvia, Hungary);

• cluster 2, represented by high GDP and high environmental taxes revenues (Denmark, Ireland,
Netherlands, Sweden, Austria, Finland, Germany, UK, France, Belgium, Spain, Cyprus,
Greece, Italy);

• cluster 3, represented by one country with the highest GDP and energy taxes revenues
(Luxembourg).
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Figure 1. Results of non-spatial cluster analysis for EU countries in the year 2008—Ward linkage.

Figure 2 presents the result of non-spatial cluster analysis for the year 2017, the dendrogram using
Ward linkage. We can distinguish the following clusters:

• cluster 1, represented by low CO2 emissions, middle tax revenues and low EU ETS revenues
(Croatia, Latvia, Portugal, Spain, Lithuania, Hungary, Malta);

• cluster 2, represented by low CO2 emissions, high tax revenues and low EU ETS revenues (Italy,
UK, Slovenia, France, Sweden);

• cluster 3, characterized by increased CO2 emissions, low tax revenues, high EU ETS revenues and
low GDP (Bulgaria, Slovakia, Romania, Czechia, Poland, Greece);

• cluster 4, represented by one country with the lowest transport tax revenues, high CO2 emissions
and the highest EU ETS revenues (Estonia);

• cluster 5, characterized by increased CO2 emissions, high transport tax revenues and high energy
tax revenues (Belgium, Germany, Cyprus, Netherlands, Austria, Ireland, Finland);

• cluster 6, represented by one country with the highest CO2 emissions and too high tax revenues
(Luxembourg);

• cluster 7, represented by one country with low CO2 emissions and too high tax revenues (Denmark).
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Figure 2. Results of non-spatial cluster analysis for EU countries in the year 2017—Ward linkage.

3.2. Spatial Clustering

By using the spatial method of cluster analysis, K-nearest neighbors, the results are similar, and the
clusters are only slightly different. It is worth noting that for both spatial cluster analyses (for 2008 and
2017), the target number of clusters was based on the results from non-spatial clustering. It allowed us
to provide results comparable within the particular year.

However, as regards the year 2008, when three target clusters (as classified above) was used,
the spatial clustering resulted in one cluster containing one country (Luxembourg). This cluster is in
line with cluster 3 (using non-spatial clustering). The second cluster consisted of Ireland, Netherlands
and Denmark (all in cluster 2 in the non-spatial cluster analysis; together with other countries), and the
third cluster contained all 24 remaining countries. Therefore, we decided to test four clusters as a
target number (in line with Figure 1 at the level of 2.5 rescaled cluster distance). Again, the result was
not satisfactory since the spatial clustering algorithm subtracted only Denmark from the second cluster
from the previous step. The “big block” of the remaining 24 countries stayed the same. Consequently,
by spatial clustering, we subdivided the “big block” cluster into two separate ones having the final
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number of five clusters as a result (Figure 3). We decided to keep this division although it is not directly
comparable with three clusters from non-spatial clustering.

Figure 3. Results of spatial cluster analysis for EU countries in the year 2008 (K-nearest neighbors).

The reason why the Clusters 4 and 5 (former “big block”) were further split in the next step of
spatial clustering is evident in Figure 4. The lines follow the opposite trend in energy tax revenues,
transport taxes revenues and GDP; almost all of them touching the lower (Cluster 4) or upper (Cluster 5)
boundary of IQR (interquartile range). Greenhouse gas emissions are slightly above average in the
case of Cluster 5, in case of Cluster 4 around the median. Both clusters evince higher-than-median
values in the indicator of pollution and resource taxes. Geographically, both clusters form a majority of
“continental” Europe (Great Britain, Norway and Sweden are tight together with “continental” Europe
in this case). This result might be explained by mutual geographical proximity and also by the relative
similarity of input values. However, it is also evident that Europe is divided into two parts—“east”
(Cluster 4) and “west” (Cluster 5)—which might correspond to former geopolitical situations and the
history of European countries.

Figure 5 shows the results of spatial cluster analysis for the year 2017. There are three one-member
clusters (Luxembourg, Denmark and Estonia); which is in line with findings from non-spatial
clustering. Figure 6 shows the parallel box plots as a result of the spatial clustering in 2017. It pinpoints
the underlying reasons (from a data perspective) of clustering results and emphasizes individual
standardized values of input data.
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Figure 4. Parallel box plots for cluster 4 and 5, the year 2008.

Figure 5. Results of spatial cluster analysis for EU countries in the year 2017 (K-nearest neighbours).
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Figure 6. Parallel box plots for four target clusters, the year 2017.

We can see that the newly formed Cluster 3 (Estonia) expresses extreme values in greenhouse
gas emissions, and EU ETS’ revenues (the greatest by far in comparison with other countries/groups).
Cluster 1 (Luxembourg) has significantly higher values of greenhouse gas emissions, GDP per capita
and energy tax revenues. Similarly, Cluster 2 (Denmark) has extreme values of energy, transport,
pollution and resource taxes revenues. Cluster 5 (the Netherlands and Ireland) are typically significantly
high (out of IQR) in values of greenhouse gas emissions, GDP per capita, energy and transport taxes
revenues, which kept them in a separate cluster. A similar curve trend can be observed in the case
of Cluster 4 (Sweden and Finland). The values of input indicators are significantly distinct from
Cluster 5, which resulted in the formation of a separate cluster of these Scandinavian countries.
Cluster 6 (“east” countries) have all their input indicators’ values (except EU ETS’ revenues) below the
average/median. Lastly, Cluster 7 (“west” countries) exposes the input indicators’ values remaining
within IQR, moving around the average/median. This cluster could be characterized as “balanced”.

4. Discussion

Based on the results, two interesting observations occur. Firstly, regarding the significance of
environmental taxation within the public budgets, EU countries are no longer that strongly divided into
the eastern and western parts, as they were in the year 2008. Focusing on the year 2017, we can see a
more diverse composition of EU countries in terms of newly formed clusters. Secondly, some countries
of Central and Eastern Europe (e.g., Hungary, Slovenia, and Croatia) moved to “western clusters”;
Estonia is separated in the new cluster.

Tables 5 and 6 depict and compare the most typical features of individual clusters, both non-spatial
and spatial ones, in the year 2008 and the year 2017, respectively. CEE countries are highlighted in
both tables.
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Table 5. Common features of clusters in 2008.

Non—Spatial Clusters Spatial Clusters Common Features

Czechia, Malta, Portugal, Slovenia,
Bulgaria, Romania, Lithuania,

Poland, Estonia, Slovakia, Croatia,
Latvia, Hungary

Czechia, Malta, Portugal, Slovenia,
Bulgaria, Romania, Lithuania,

Poland, Estonia, Slovakia, Croatia,
Latvia, Hungary

low emissions
&

low tax revenues

Denmark, Ireland, Netherlands,
Sweden, Austria, Finland,

Germany, UK, France, Belgium,
Spain, Cyprus, Greece, Italy

Sweden, Austria, Finland,
Germany, UK, France, Belgium,

Spain, Cyprus, Greece, Italy

high emissions
&

high tax revenues

Luxembourg Luxembourg

extra high emissions
&

extra high energy tax revenues
&

low other revenues

Denmark
middle emissions

&
high tax revenues

Ireland, Netherlands
high emissions

&
middle tax revenues

Source: own processing.

Table 6. Common features of clusters in 2017.

Non—Spatial Clusters Spatial Clusters Common Features

Croatia, Hungary, Latvia,
Lithuania, Malta, Portugal, Spain

Croatia, Hungary, Malta, Portugal,
Spain, Belgium, Germany, Cyprus,

Austria, Ireland, Italy, the UK,
Slovenia, France

middle emissions
&

middle revenues

Italy, the UK, Slovenia, France,
Sweden Sweden, Finland

low emissions
&

high tax revenues

Bulgaria, Slovakia, Romania,
Czechia, Poland, Greece

Bulgaria, Slovakia, Romania,
Czechia, Poland, Latvia, Lithuania,

Greece

middle emissions
&

extremely low GDP
&

low tax revenues
&

high EU ETS revenues

Estonia Estonia

high emissions
&

low tax revenues
&

the highest EU ETS revenues

Belgium, Germany, Cyprus,
Netherlands, Austria, Ireland,

Finland
Ireland, Netherlands

middle emissions
&

high tax revenues

Luxembourg Luxembourg

highest emissions
&

highest GDP
&

highest energy tax
&

low other revenues
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Table 6. Cont.

Non—Spatial Clusters Spatial Clusters Common Features

Denmark Denmark

middle emissions
&

high tax revenues
&

highest transport and pollution
taxes revenues

Source: own processing.

There are seven distinct groups of countries in the year 2017 (Table 6). Most of the CEE countries
are represented predominantly by low tax revenues and high EU ETS revenues, except Croatia,
Hungary and Estonia. The deeper observation shows us that in the case of the EU ETS, the revenues
from auctions go in parallel with the amount of greenhouse gas emissions. That means the countries
with high emissions report high revenues from EU ETS auctions. Concerning taxes, environmental tax
revenues are various, regardless of the level of emissions. That means the countries with high emissions
can have low, middle and high environmental tax revenues. From the opposite view, the countries
with low emissions can have low, middle and high environmental tax revenues, too. It shows us
spatial patterns in national priorities and goals connected with environmental taxes and more generally,
connected with public budget revenues and economic policy.

Focusing on EU countries, we can find common features of environmental taxation connected
with energy taxes and the EU ETS, whereas various EU directives give the rules. On the other hand,
in several EU member states national or even local environmental taxes are in force, mainly in the
domains of transportation, resources, pollution and products taxation.

Regarding our first research question (“Are there similar characteristics between CEE countries?”),
at the beginning of our research we anticipated the answer should be “yes” since a common history
and economic structure characterize CEE countries. Based on the results, in the year 2008, the countries
were grouped in one cluster, using both methods of cluster analysis. However, in 2017, the situation
changed; CEE countries were found to not be grouped only in one cluster, using both methods of
cluster analysis. There were several CEE countries in the year 2017 with higher environmental taxation
revenues connected with a more active approach to environmental taxes within fiscal policy. This was
the case with Slovenia, Croatia, and Hungary. In the case of Hungary, for example, environmental
taxes accounted for 2.53% of GDP in 2017 (EU-28 average: 2.4%) and energy taxes for 1.91% of GDP
(EU average 1.84%) (Eurostat 2020). The significance of these governmental revenues is revealed by
the fact that in the year 2017, environmental tax revenues amounted to 6.6% of total revenues from
taxes and social security contributions (EU average 5.97%). Out of this 6.6%, however, the excise tax on
the fuel for transport purposes only represented nearly 5%. Following EU emission standards, vehicle
registration tax is based on environmental protection considerations, with lower (and sometimes no)
rates on hybrid and electric cars. Besides these taxes, pollution-related taxes became more emphatic in
the past years in Hungary, including the environmental product fee to cover waste management costs.
Lastly, the air, water and soil resource charges were in force throughout the examined period as well
(Magyar Nemzeti Bank MNB).

As a result of the second research question (“Are there any changes in time, focusing on the years
2008 and 2017?”), we can say that “yes”—there is higher diversification of EU member states in the
year 2017.

Concerning the key aspects of fiscal policy, the focus of the policymakers and their policy goals
should be defined. As was depicted above, environmental taxes have both fiscal and environmental
impacts. The key issue is the major decision of policymakers regarding the level of economic burden
connected with environmental protection. Policymakers should generally consider why there are some
countries with lower tax revenues than others. As the regional or geographic differentiation also matters,
policymakers should take into account local/national characteristics as well. As Jurušs and Brizga (2017)
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pointed out, politicians rarely take environmental considerations into account, but mostly follow the
fiscal aims of the tax and socio-economic arguments trying to balance outside pressure (arising from the
European Union environmental policy and acts) and the interests of domestic social partners (business
and trade unions). Dealing with EU ETS revenues, some countries are probably better traders and
can earn more money from the auctions since the auction prices depend on current demand on the
exchange (Pászto and Zimmermannová 2019). According to the significant increase in the price of
emission allowances in the period 2018–2020 (from approx. 7 EUR/EUA until approx. 30 EUR/EUA),
the influence of revenues from EU ETS auction on state budgets would rise.

Comparing the results with other scientific studies, Liapis et al. (2013) identified that notable
groups of countries are Belgium and Italy, Greece and Portugal, Germany and Austria, Finland and
Sweden. The other countries are left alone. However, this analysis did not include all EU countries and
the environmental tax revenues were not included in the category “tax revenues”. Zaharia et al. (2017)
focused on environmental taxation in EU countries, calculated with EU ETS as a part of energy
taxes. This study identified the following clusters in the year 2012: cluster 1 comprises Bulgaria,
the Czech Republic, Germany, Estonia, Latvia, Luxembourg, Hungary, Poland, Portugal, Sweden,
United Kingdom; cluster 2 includes Greece, Italy, Cyprus, Malta, Austria, Finland; cluster 3 consists
of Spain, France, Lithuania, Romania, Slovakia; cluster 4 composes of Belgium, Ireland, Iceland and
Norway; cluster 5 includes Denmark, Croatia and Netherlands and cluster 6 consists of only one
country: Slovenia.

It is important to mention that the cluster analysis is very sensitive to initial settings in both quality
and quantity input data (missing values, number of indicators, etc.). Therefore, proper interpretation
should be made very carefully.

Regarding the following research, it would be worthwhile to observe yearly changes in clusters in
EU countries and the mapping movements of countries between the clusters in more detail. By doing
so, we can try to find the groups of countries with the same fiscal policy focus, precisely if their
environmental taxes are more transport sector pollution- or energy sector pollution-oriented. It can
help focus on changes in policies and trends in the EU as a whole, and in particular countries.

5. Conclusions

The main goal of this paper was to observe possible spatial patterns in fiscal impacts of
environmental taxation in EU28, and to depict the groups of countries with the same (or similar)
fiscal impact of these instruments on public budget revenues, including environmental and economic
characteristics of analyzed countries. For possible spatial pattern identification, the authors used two
different methods of cluster analysis, Ward linkage and K-nearest neighbours (spatial) cluster analysis.
The analysis was performed for the year 2008 and the year 2017; the year 2008 represents the start of the
Kyoto period of the EU ETS; the year 2017 is the last year with all available data and simultaneously
can show us the situation after almost decade.

Results show us that in the year 2008, the EU countries were divided into “the west” and “the east”,
with some exceptions. The western countries were characterized by high environmental tax revenues,
the eastern countries by low revenues. If we focus on the year 2017, the situation is different. The border
between old and new EU member states is not so clear. The results show higher diversification between
EU countries, concerning the fiscal impacts of environmental taxation. There are seven various groups of
countries; low tax revenues and high EU ETS revenues, except for Croatia, Hungary and Estonia, represent
most of CEE countries predominantly. The more in-depth observation shows us that in the case of the EU
ETS, the revenues from auctions go in parallel with the amount of greenhouse gas emissions. Concerning
taxes, environmental tax revenues are various, regardless of the level of emissions. It expresses possible
spatial patterns in national priorities and goals connected with various kinds of environmental taxes,
and more generally, connected with public budget revenues and economic policy.

This study represents an additional source of information for policymakers, both in CEE countries
and the whole EU; it can help them to plan possible changes in environmental taxation, concerning
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public budget revenues. Moreover, the results of this study fill the gap in the environmental tax
analyses field by uncovering spatial patterns of environmental taxation revenues within the EU.
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Abstract: Increasing agricultural production is essential to improving food availability and farm
household incomes in developing economies. This study investigated the dynamic supply responses
of major cereal crops to price and nonprice factors in Ethiopia using the Ethiopian Rural Household
Survey (ERHS) panel dataset from 1994 to 2009. According to the Nerlovian expectation and
adjustment approach in conjunction with the system GMM (generalized method of moments)
estimator, both the planted areas and produced yields of major crops (teff, wheat, and barley) are
influenced by price and nonprice factors in Ethiopia. The supply of major cereal crops is affected
positively by their own prices and negatively by the prices of substitute crops. Nonprice factors such
as education, farm size, fertilizer, land quality, and precipitation also affect supply of major cereals.
Both the short-term and long-term acreage and yield response elasticities of teff and barley are positive.
Moreover, the adjustment coefficients are positive for teff, barley, and wheat. The results suggest that
Ethiopian farmers are capable of analyzing market signals and responding positively to price increases
of staple crops. The findings also imply that the Ethiopian agricultural sector has been responsive to
the cereal price increases observed since 2006. The remarkable growth of Ethiopian agriculture over
recent decades is partly explained by the increase in agricultural prices. This study recommends that a
fine-tuned balance between government interventions and market solutions is important, in addition
to improving farmers’ agronomic practices, for increasing agricultural production.

Keywords: system GMM; acreage response; yield response; supply elasticity; dynamic panel data
approach; major cereals; Ethiopia

JEL Classification: D13; Q12; Q18

1. Introduction

Increasing agricultural production is indispensable for improving food availability and household
incomes in Ethiopia. The Ethiopian economy has experienced notable transformations and challenges
to sustained agricultural growth over the past few decades. Over coming decades, the development
of the Ethiopian agricultural sector will continue to be challenged by rapid population growth, high
economic activity, and urbanization, which lead to increasing food demands. The Ethiopian agriculture
sector contributes 33.3% of the gross domestic product (GDP) (National Bank of Ethiopia 2019), 80% of
occupations, 70% of the input for industry, 85% of food supplies, and 81% of foreign income to the
country (African Development Bank Group 2016). However, the sector is dominated by subsistence
peasant farming, with a marketed surplus of less than 20%. It is largely rain-fed, with less than
5% of the land irrigated (Central Statistical Agency 2014). Consequently, the agricultural output is
tremendously vulnerable to weather conditions, in particular, the amount and distribution of rainfall.
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Moreover, the Ethiopian agriculture sector contribution to GDP has declined from 41.1% in 2013/14 to
33.3% in 2017/2018 (National Bank of Ethiopia 2019). Under all of these challenges, the agricultural
sector is considered to be one of the major sectors in addition to service and industry driving growth.
Ethiopia seeks to develop into a middle-income country by 2025 (World Bank 2018). These factors
call for sustainable development of the agricultural sector in Ethiopia. It is also vital to transform the
primary sector to achieve higher productivity and a shift to higher-value products and services.

Recent projections show that there is rising food demand that calls for a significant increase
in the availability of staple crops such as cereals, tubers and roots, and pulses (OECD and Food
and Agriculture Organization of the United Nations 2016). Among other factors, weak or absent
supply responses to market signals by smallholder farmers are vital (Anderson and Masters 2007;
Di Marcantonio et al. 2014).

Cereals have received particular deliberation because of their large shares in the diets of most
developing countries such as Ethiopia. In Ethiopia, more specifically, the three major cereal crops are
teff, wheat, and barley. These crops are individually and jointly important in terms of area coverage,
production, and consumption. For example, in July 2006–September 2008, teff, wheat, and barley
represented 28%, 17%, and 11%, respectively, of the sown area in the country (Central Statistical
Agency 2014). Moreover, the five major cereal crops (teff, wheat, maize, sorghum, and barley) are
the hub of Ethiopia’s agriculture and food sources, accounting for approximately 75% of the total
area cultivated, 29% of the agricultural GDP in 2005/06 (14% of total GDP), and 64% of the calories
consumed (Taffesse et al. 2012). Even though considerable growth in cereals in terms of the area
cultivated, yields, and production has been recorded since 2000, the yields are low by international
standards (Taffesse et al. 2012). Furthermore, increased cereal production and, in particular, sustainable
agriculture are generally considered the most important issues of the 2030 agenda contributing to food
security and thereby eliminating hunger (Talukder and Blay-Palmer 2017). Hence, cereal production
plays a key role in the sustainable development of the Ethiopian agricultural sector.

The food price crisis of 2007–2008 and the recent resurgence of food prices have drawn growing
attention to the causes and consequences of food price volatility in the developing world, particularly
in sub-Saharan Africa (Headey 2016; Magrini et al. 2017, 2018; Minot 2014; Nakelse et al. 2018). Studies
have indicated that staple food prices in sub-Saharan Africa have increased rapidly since 2006, even
in US dollar terms (Headey 2016; Magrini et al. 2017; Magrini et al. 2018; Minot 2010). Ethiopia
experienced an unprecedented increase in inflation that was among the highest in Africa during the
global food crisis (Durevall et al. 2013). In the short term, agricultural supply shocks can affect food
inflation, causing large deviations from long-term price trends (Durevall et al. 2013). Food prices
increased over 150% in Ethiopia during 2007–2008, which was a period associated with a surge in
global agricultural commodity prices (Minot 2010). Domestic prices of wheat and maize surpassed the
import parity price in 2008 by as much as USD300 per ton (Rashid 2010). The nominal prices of teff and
wheat rose gradually over the period of 2005–2007 before more than doubling between mid-2007 and
mid-2008 (Rashid 2010). At the same time, the global prices of maize, wheat, and soybeans more than
doubled, while global rice prices tripled between January 2006 and early 2008 (Minot 2010). However,
the food price increases in Ethiopia were larger than the increases in the world markets for the same
commodities (Minot 2010).

Previous food price increases in Ethiopia were different from those in many other developing
countries (Rashid 2010). The domestic price increase in Ethiopia was not related to the global price
increase, unlike in other countries. Instead, the price increase began with rapid growth in the money
supply relative to the overall economic growth. This trend was later aggravated by a large negative
balance of payments that resulted in government rationing of foreign exchange and increases in
fuel prices.

High and unstable food prices are one of the major policy concerns in Ethiopia (Rashid 2010;
Worako 2012). Accordingly, the government has responded with various policies, such as banning
certain grains from export, and tariff reductions on imported foods, to lower the domestic prices.
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However, these policies hinder local farmers from getting a better price and reduce biodiversity.
The policy actions reflect the concerns of the government regarding the impact of food price increases
on the poor, who spend an average of 54% of their household income on food (World Bank 2013).
Increased food prices adversely affect urban consumers and net buyers, at least in the short term.
However, the increase in food prices is an opportunity and incentive for agricultural producers,
particularly net sellers, who experience structural and functional challenges in increasing production
and productivity. It is widely acknowledged that increased agricultural prices create incentives
for farmers to increase production through the increased use of inputs and the adoption of new
technologies (Ampadu-Ameyaw and Awunyo-Vitor 2014; Bellemare et al. 2013; Magrini et al. 2017;
Sadoulet and Janvry 1995; Thiele 2003). Additionally, farm production and productivity could be
increased via technological progress and scale efficiency changes (Tenaye 2020a), and by improving
farmers’ technical efficiency (Tenaye 2020b). Moreover, the response to increased prices also depends
on structural factors, such as the nature of smallholders, the availability of technologies, and the
functioning of input markets.

The supply responses of Ethiopian farmers have been studied by many scholars. These studies
have used aggregate time-series data such as export supply responses for coffee (Alem 1996; Dercon
and Ayalew 1995) and supply responses for food grains (Abebe 1998; Zerihun 1999). Studies have also
used time-series data with an error-correction model (Alemu et al. 2003), applied the profit function
approach (Abrar and Morrissey 2006; Abrar et al. 2004a, 2004b), and used panel data (Abrar and
Morrissey 2006).

These empirical supply response studies can be criticized on four grounds: the approach used, the
modeling technique applied, the estimation technique employed, and the type of data used. First, the
majority of studies applied the supply function approach, which is derived from the profit-maximizing
framework (Abrar and Morrissey 2006; Abrar et al. 2004a, 2004b). This approach encompasses a
combined estimation of the output supply and input demand functions (Mythili 2012). Thus, the
supply function approach uses information regarding input prices and quantities, which are not readily
available in less-competitive input markets. Second, most empirical studies overlooked the dynamic
nature of supply responses. The estimation of the Nerlovian expectation model without accounting
for the dynamic nature of the supply response function is likely to produce a biased result due to the
correlation of the lagged dependent variable with the unobserved individual effects (Nickell 1981).
Third, most studies used ordinary least squares (OLS) estimation (Abrar et al. 2004a) and maximum
likelihood estimation (Abrar and Morrissey 2006; Abrar et al. 2004b). A possible correlation between
the lagged dependent variables and the error terms likely produces biased results in a panel setting if
OLS estimation is used (Baltagi 2008). Fourth, many studies used time-series data that fail to show the
panel nature of the supply response. However, panel data have a distinct advantage in controlling
household and temporal variations for dynamic models. Some past studies used a small number of
observations to estimate the supply response. These concerns may have implications for the validity of
the studies.

The main objectives of this study were to estimate the acreage and yield responses to price and
nonprice factors and to estimate short-term and long-term elasticities of the three major cereals in
Ethiopia. This study also aims to address the aforementioned concerns by using an extended Nerlovian
model (Askari and Cummings 1977; Nerlove 1956), making use of the dynamic nature of supply
response, the system generalized method of moments (GMM) estimator, panel data, additional relevant
variables, and a relatively larger number of observations.

The remainder of the article is organized as follows. The second section introduces the methodology.
The third section describes the results and discussion. The last section describes the major findings and
policy implications.
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2. Methodology

This section provides a brief overview of the data, the theoretical framework, the Nerlovian
supply response model, and the estimation strategy.

2.1. Data Compilation

The data used in this study were obtained from the Ethiopia Rural Household Survey (ERHS).
The ERHS is a unique longitudinal dataset covering rural Ethiopia. Addis Ababa University (AAU),
the Centre for the Study of Africa Economics (CSAE) at Oxford, and the International Food Policy
Research Institute (IFPRI) collaboratively collected the data for these rounds. Household panel data
were collected in 1994, 1999, 2004, and 2009 from four major regions: Amhara; Oromiya; Southern
Nations, Nationalities, and Peoples (SNNP); and Tigray. Each of these four regions is one of the
nine administrative regions in the country, and together, they account for approximately 86% of the
Ethiopian population. This survey covers 15 of the 389 woredas1 (districts) and 18 farmers associations
(FAs). The data were compiled into 1323 households producing the major cereals and 3170 observations.
One FA was selected from each of the woredas2. The surveys were conducted on a stratified sample
over the country’s three major agricultural farming systems that are found in five agroecological
zones (Dercon and Hoddinott 2004). The first agroecological zone is known as the northern highlands.
This zone includes two villages in the Tigray region, Geblen and Harresaw, and one from the Amhara
region, Shumsheha. The northern highlands are characterized by poor resource endowments, adverse
climatic conditions, and frequent droughts. The central highlands agroecological zone is represented
by the villages of Dinki, Yetmen, and Debre Birhan, which are located in the Amhara region, and
Turufe Ketchema in the Oromiya region. The Arussi/Bale agroecological zone includes the villages
of Koro Degaga and Sirbana Godeti, which are both in Oromiya. Adele Keke is the sole survey site
found in the Hararghe agroecological zone of Oromiya. The remaining five villages of Imdibir, Aze
Deboa, Gara Godo, Adado, and Doma are found in the enset-growing agroecological zone located in
the SNNP region. Sole cropping is the most common agricultural practice in the study areas, followed
by mixed cropping. The panel dataset is organized based on four survey rounds conducted in the
areas described above. Total rainfall data (in mm) from the National Meteorological Service Agency of
Ethiopia (NMSAE 2014) are included in the Nerlovian output supply function.

The values of outputs are calculated based on the yields and prices of the sample crops. Because
most variables are measured in local units, all local measurement units were converted to a common
standard unit. This process enables us to aggregate and compare farm outputs and inputs within and
between households. All value measures are expressed based on the 1994 prices using the producer
price index for farm products and some of the inputs.

Table 1 provides descriptive statistics of the major variables of interest. Land is the basic asset
of farmers in Ethiopia. The mean farm size is approximately 1.5 ha per household, with 0.01 ha and
11.5 ha being the minimum and maximum sizes, respectively. The soil fertility of the plots is medium
on average, and approximately 47% of the farms have “good” soil fertility. Another indicator of soil
fertility is the land quality index3, which takes the soil fertility and slope into account. On average,
farms have a land quality index of 6.49, with a minimum of 1 and a maximum of 9. Approximately 75%
of rural households operated on 2 ha of land or less, 50% cultivated farms operated on less than 1.2 ha,

1 A woreda is a governmental administrative unit below zones in a given region and is equivalent to the designation of a
district elsewhere.

2 The Debre Birhan woreda in the Amhara region is large and includes four FAs that were included in the sample.
3 The average land quality index is calculated as a product of the natural conditions of two indices that assign a value of 3 if

the slope is flat and a value of 3 if the land is fertile in terms of mineral content. A high index value indicates better soil
fertility. The average land quality is best in terms of slope and mineral content when given a value of 9, with a value of 1
indicating the lowest land quality evaluated at the household level.
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and 25% operated on land totaling 0.5 ha or less during the 1994–2009 cropping seasons. The average
number of plots per household was 5. Thus, the farmers have immensely fragmented cultivated land.

Table 1. Descriptive statistics of variables in agricultural production.

Variable Code Description % With a Value of 1 Mean ± SD

Sex 1 if the household head is male and 0 otherwise 79.87
Family size Total number of family members 6.80 ± 3.04

Age Age of the household head (years) 49.74 ± 15.39
Education 1 if the household head is literate and 0 otherwise 37.57

Farm size Total farm size operated by the household
(hectares) 1.51 ± 1.18

Soil fertility 1 if the fertility status is good and 0 otherwise 47.08
Labor Adult equivalent unit (AEU) 4.07 ± 2.22
TLU Tropical livestock unit owned (TLU) 3.42 ± 4.04

Fertilizer Total real value of fertilizer expenditure of the
household (Birr) 145.33 ± 238.35

Credit Total real value of credit taken by the
household (Birr) 52.49

Extension 1 if the household is visited by an extension
agent for technical support and 0 otherwise 50.40

Hoe The number of a hoe(s) owned by the household 1.26 ± 1.56

AEZ

Agroecological zone: 1 if the AEZ is the northern
highlands, 2 for the enset-growing area (hoe

farming), 3 for Hararghe (oxen farming), 4 for
Arussi/Bale and 5 for the central highlands

14,33,8,13,32

Precipitation Rainfall amount (mm) 85.64 ± 28.51
Land quality Land quality index 6.49 ± 2.29

Output value Sum of the real values of crops and
livestock (Birr) 3121.46 ± 4211.12

Source: authors’ calculations. SD = standard deviation. Notes: Monetary values are expressed in 1994 prices using
the producer price index. Birr is the Ethiopian currency: 1 USD = 5.22 birr in 1994, 1 USD = 7.81 birr in 1999, 1 USD
= 8.34 birr in 2004 and 1 USD = 11.53 birr in 2009 when the data were collected (National Bank of Ethiopia 2015).
Subscripts for household number (i) and year (t) are omitted to improve readability.

Education plays an important role in the enhancement of the utilization of farm inputs and affects
the willingness to adopt new technologies. However, only approximately 38% of household heads
have attended some schooling that enables them to read and write. This finding shows that the level of
education in the study area is extremely low.

Water from either rainfall or irrigation is one of the most important inputs for agricultural
production but is rarely considered as an input in Ethiopian agriculture. However, rain-fed agriculture
dominates Ethiopian farming, while only approximately 4 to 5% of potentially irrigable land is irrigated
(Awlachew et al. 2010). The rainfall amount and distribution are also important factors in agricultural
production, although only the amount is used in this analysis. Rainfall is expected to have a positive
effect on the yield supply response because the crops studied are rain-fed. Other related factors, such
as the soil fertility, labor, extension, hoe and fertilizer, and the water-retaining capacity of the soil,
also affect production. Information on some of these attributes would be useful for explaining the
impact on the output supply.

2.2. Theoretical Framework

A fundamental principle of economics is the theory of supply, which states that producers produce
more quantity as a result of an increase in the price when other factors are kept constant. In other
words, smallholder farmers are encouraged to produce more of the product if they would expect a
higher price, as indicated by the “producer theory”. Supply analysis is one of the commonly used
techniques in the literature that evaluates production responses to prices (output and input prices)
and nonprice factors (such as policy, environment, and household characteristics). The theory of the
firm is the basis from which supply analysis is derived (Colman 1983). This production process can be
assessed using production, cost, distance, or profit functions.
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Supply analysis can be studied using two main approaches: normative (programming) and
positive (econometric). The positive approach has two subgroups: primal (structural) and dual
(reduced) approaches (Colman 1983; Sadoulet and Janvry 1995). The primal approach involves
estimation of the structural production function or stochastic frontier (Coelli et al. 2005), whereas the
dual approach involves estimation of the cost or profit functions.

The agricultural supply is typically modeled as the response of the crop-sown area (or yield
produced) as a function of price and nonprice factors (Askari and Cummings 1977). The three
price-expectation models commonly used in the literature to study supply responses are the naïve
price-expectation model, the adaptive price-expectation model, and the rational price-expectation
model. These models vary primarily in their assumptions of how farmers structure their price
expectations (Haile et al. 2015). The naïve price-expectation model assumes that farmers do not have a
learning process in structuring their price expectations and, instead, they make their crop area decisions
exclusively based on the market price realized in the earlier period (Ezekiel 1938). The adaptive
price-expectation model allows farmers’ crop area allocation decisions to be responsive to the expected
price and the prices realized in all earlier periods (Nerlove 1956). The rational price-expectation
model assumes that farmers adjust their price expectations based on all available information in the
market (Askari and Cummings 1977; Muth 1961). Rational price-expectation relationships may not be
straightforward, as they are determined by both supply and demand equations, which require extra
data (Nerlove 1979).

The Nerlovian supply response model (the Nerlovian adaptive expectation and the
partial-adjustment model) is the most commonly used (Askari and Cummings 1977; Khan et al.
2019; Magrini et al. 2018; Ogundari 2018; Shonkwiler and Hinckley 1985; Wickens and Greenfield 1973;
Zhai et al. 2019).

2.3. The Nerlovian Supply Response Model

Following the most common approach in previous studies, this study also employs a Nerlovian
framework to investigate how the supplies of major cereal crops in Ethiopia respond to price and
nonprice factors. The Nerlovian partial-adjustment model specifies the outcome variable of interest
(sown area and produced yield of the major cereal crops in this study) as a function of the expected
output price, sown-area adjustment, and a set of nonprice variables. All continuous variables are
converted to logarithms and thus coefficients can be interpreted as elasticities. The commonly adopted
Nerlovian model consists of three “structural” equations (Askari and Cummings 1977; Nerlove 1979):

Ad
t = α0 + α1pe

t + α2Zt + vt (1)

Pe
t − Pe

t−1 = β
(
Pt−1 − Pe

t−1

)
, 0 ≤ β ≤ 1 (2)

At −At−1 = γ
(
Ad

t −At−1
)
, 0 ≤ γ ≤ 1 (3)

where Ad
t is the desired cultivated area (can be yield) in period t; pe

t is the expected prices of the
crop and other competing crops for period t; Zt is a set of other exogenous shifters, such as rainfall,
land quality, fertilizer, farm size, education; vt accounts for unobserved random factors affecting the
area being planted with a specific crop; αi is the parameter to be estimated; Pt−1 is the lagged price
that prevails when decision making for production in period t occurs; β is the adaptive-expectation
coefficient; At is the actual area planted with a specific crop; and γ is the partial-adjustment coefficient.
The desired cultivated area of a specific crop c for individual household i during period t is a function
of the expected output prices and many other exogenous factors. Similarly, the desired output of a
certain crop c for individual household i during period t is a function of the expected output prices and
many other exogenous factors (Braulke 1982; Diebold and Lamb 1997). Either the harvested tonnage
or planted acreage could be used as the output variable (Bond 1983).
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The price that the producer expects to receive at harvest time cannot be observed. Therefore,
one must specify a model that explains how agents form expectations based on actual and past prices,
as well as other observable variables. For example, farmers adjust their expectations as a fraction of the
deviation between their expected price and the actual price in the last period, t − 1, via Equation (2).
Because a full adjustment to the desired allocation of land may not be possible in the short term, the
actual adjustment in the area is only a fraction γ of the desired adjustment in Equation (3). Further
details on the derivation of equations can be found in Appendix A.

2.4. Estimation Strategy

There are two common approaches for estimating a supply response in the economics literature4.
The first approach is the Nerlovian expectation model, which is used to analyze both the rate and
level of adjustment of the actual acreage. This acreage adjustment is made based on the expected
yield. The second is the supply function approach, which is derived from the profit-maximizing
framework. This approach encompasses the combined estimation of the output supply and input
demand functions. The supply function approach requires information on all of the input prices and
quantities, which were not readily available for the current study. Moreover, the agricultural input
markets in Ethiopia, such as land and labor, neither exist nor function in a competitive market. Thus,
I use the Nerlovian expectation model to estimate the supply response to the increase in output prices
and nonprice factors over the study period. Just (1993) and Sadoulet and Janvry (1995) review these
approaches. They conclude that the Nerlovian approaches are well suited to handle these dynamic
processes in the supply response.

The pioneering work of Nerlove (1958) on supply responses also enables us to determine short-term
and long-term elasticities. The Nerlovian model offers flexibility when introducing nonprice shift
variables into the model. Production decisions must be based on the prices that farmers expect to
receive during the harvest period after several months. Nerlovian models are built to examine farmers’
output reactions based on price expectations and partial area adjustments (Nerlove 1958). The crop
supply response models can be framed in terms of yield and/or area responses. For instance, the desired
crop area to be planted in period t is a function of the expected output prices Pe and a vector of
exogenous variables Z (Braulke 1982; Diebold and Lamb 1997).

This study used a Nerlove-type model to specify the production responses to output price changes.
Equations (4) and (5) are the reduced form of the Nerlovian model. These equations describe the
current level to which the area (or yield) is determined by the previously expected level of prices, a set
of nonprice variables, the past level of the area (or yield), and the disturbance term. Equations (4) and
(5) present the theoretical description of the Nerlovian model, and their final form used for empirical
estimation must capture the relevant factors underlying the agricultural supply. Hence, introducing
these factors into the agricultural supply function equations (acreage (4) and tonnage (5)) could allow
them to be rewritten as Equations (4) and (5), respectively.

Acit = a0 + a1Pcit−1 + a2Zcit + a3Acit−1 + ucit (4)

Ycit = a0 + a1Pcit−1 + a2Zcit + a3Ycit−1 + ucit (5)

where,

Acit = area of the crop c at time t for household i

4 The agricultural household model is another choice for characterizing the complexity of household supply behaviors in
response to price incentives (Singh et al. 1986). This alternative approach requires information on household consumption,
input prices, and the input quantities used for each crop (e.g., labor). The Nerlovian expectation model is used here because
the primary concern of this study is to estimate the production response to the output price incentive and nonprice factors
rather than the overall behavioral responses.
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Pcit−t = current price and price lagged by one period for the crop c for household i
Zcit = other exogenous variables (such as the total farm size, average rainfall, land quality, education,
prices of other crops, and crop dummies)
Acit−1 = area lagged by one period for the crop c for household i
t = production year under consideration
ucit = error term of the crop c at time t for household i.

Similarly,

Ycit = output of the crop c at time t for household i
Pcit−t = current price and price lagged by one period for the crop c for household i
Zcit = other exogenous shifters (such as the area of the crop, average rainfall, land quality, education,
prices of other crops, and crop dummies)
Ycit−1 = output lagged by one period for the crop c for household i
t = production year under consideration
ucit = error term of the crop c at time t for household i.

To capture the full supply response, therefore, both yield response models with the acreage
response (At), and yield (Yt) are estimated using Equations (4) and (5), respectively. The area response
model is influenced by one additional regressor (total farm size), in contrast to the yield response model,
which is also influenced by one additional regressor (area of the crop). Education is an important
yield-augmenting input, in addition to rainfall. The area and yield response models give us short- and
long-term area and yield elasticities, respectively. Adding the area and yield elasticities yields the
supply elasticities.

The reduced form is a distributed lag model with lagged dependent variables taken as independent
variables. The coefficient of each explanatory variable gives short-term elasticities, and the long-term
elasticities are obtained by dividing the short-term elasticities by (1− a3) (i.e., the adjustment coefficient),
where a3 denotes the coefficients of the lagged dependent variables (Mythili 2012; Sadoulet and Janvry
1995). The assumption underlying this model is that all long-term elasticities exceed the short-term
elasticities. If the adjustment coefficient is close to 1, this implies that the farmers’ adjustment of the
actual acreage to the desired acreage occurs quickly. If the adjustment coefficient is close to zero, then
the adjustment occurs slowly. The prices are revised in each period in proportion to the difference
between the last period’s observed price and the previous period’s expectation. pe

t is the average price
expected to prevail in all future periods. The farmer responds rationally based on the average “normal”
price level rather than the price forecast.

Modeling the supply response is a two-stage procedure. First, farmers allocate plots to crops based
on expected prices. Second, the yield is determined based on the plot area, other inputs, and weather
conditions. Generally, farmers revise the use of other inputs after they allocate a specific crop to a plot,
and the overall input changes will be reflected in the yield. Thus, it is realistic to assume that both
the area planted and the yield produced can be used as proper dependent variables to study farmers’
responses to output prices and nonprice factors. However, the yield harvested is subject to greater
fluctuation than is the area planted because of uncertain random factors, such as the temperature,
rainfall, input use, and management. To understand the farmers’ behaviors in crop allocation choices,
the area response is more appropriate than the yield response for measuring the supply response.

Overall, the Nerlovian framework is preferred over other models for analyzing producer behaviors
in developing countries for at least three reasons. The first is that the left-hand-side variable is dynamic.
The second is that it enables the computation of short-term and long-term responses and the speed
of adjustment in moving from the actual to the desired level of area and yield. The third is that the
alternative model requires detailed data on input prices and quantities, which are difficult to obtain for
developing countries due to market failures.

Both the acreage and yield Equations (4) and (5) represent dynamic panel models, whereby the
dependent variable is a function of its lagged values, among other factors. Applying an OLS or

166



Economies 2020, 8, 61

fixed effects (FE) estimation for a dynamic panel model leads to a dynamic panel bias due to the
correlation of the lagged dependent variable with the unobserved individual effects (Nickell 1981).
In this case, therefore, the difference GMM and system GMM are two closely related dynamic panel
data model estimators that were first developed by Holtz-Eakin et al. (1988). Arellano and Bond
(1991) developed a difference GMM estimator, also called the “Arellano–Bond” estimator, to estimate a
dynamic panel model by differencing and using lagged endogenous and other exogenous variables
as instruments (Roodman 2009). Arellano and Bover (1995) and Blundell and Bond (1998) further
developed the Arellano–Bond/Arellano–Bover estimation methods into a method collectively known
as the system GMM. The system GMM technique transforms the instruments themselves to make them
exogenous to the fixed effects (Roodman 2009). The system GMM estimator allows efficiency gains
over the differenced GMM estimator, provided that the initial differences of the instrument variables
are uncorrelated with the fixed effects (Blundell and Bond 1998).

In general, the system GMM estimation method is suitable for data with few periods and many
unit (small T and large N) panels, lagged dependent variables, fixed effects, heteroscedastic variance,
autocorrelated errors, and endogenous regressors (Roodman 2009). The chosen variables are believed
to be good predictors of planned supplies of teff, wheat, and barley. Both price and nonprice factors
such as the real producer prices of their own and substitute crops, rainfall, farm size, land quality,
and education are included. Empirical evidence shows that the dynamics of supply can be better
estimated using system GMM (Blundell and Bond 1998; Brockhaus et al. 2015; Roodman 2009). System
GMM does not assume normality and controls for heteroscedasticity, unlike the conventional OLS
method (Jaunky 2013). The Nerlovian model, which addresses the analysis of both the rate and the
level of adjustment of the actual acreage towards the desired acreage, does not require input prices or
quantities. These estimators are appropriate for the current study because the left-hand variables of
Equations (4) and (5) are dynamic, and the data have a short panel. These estimators also separate
the fixed effects from idiosyncratic errors that are heteroscedastic and correlated. Autocorrelation,
heteroscedasticity, and contemporaneous correlation cause estimation problems in panel observation.
Furthermore, this method enables the introduction of variables as strictly exogenous, predetermined,
or endogenous (Roodman 2009). In this study, the lagged dependent variables (area and yield) and
the price variables (the crop prices) treated as predetermined variables. Hence, the GMM estimation
generates the internal instruments (instrument variables) via data-generating processes (i.e., orthogonal
deviations) and lags of the price of teff, barley, wheat, and the area of the crop. The other exogenous
instruments are precipitation, lagged precipitation, and time dummy. Thus, the possible endogeneity
of variables in my models is controlled.

In Equations (4) and (5), the areas allocated to a specific crop and yield produced, respectively,
are treated as endogenous variables, assuming that these variables are endogenous to prices, rainfall,
the total farm size owned by the household (in the case of the area response), the area allocated to
a specific crop (in the case of tonnage response), the land quality, and education. In both equations,
contemporaneous rainfall enters all of the models as a strictly exogenous variable. Thus, I use the
system GMM method to estimate the dynamic supply models, as implemented in the STATA 13®

module xtabond2 (StataCorp 2013), which is used to estimate Equations (4) and (5) for acreage and
yield responses of three major cereals.

3. Results and Discussion

This section provides the trends of price, area, and the output of major cereals, and the estimation
results of the Nerlovian adaptive-expectation and partial-adjustment models using a dynamic panel
data approach and system GMM estimation techniques.

3.1. The Trends of Price, Area, and Output of Major Cereals in Ethiopia from 1994 to 2009

The figures depict the trends of the price in birr per kg (Figure 1), area in ha (Figure 2), and output
in birr (Figure 3) of major cereals in Ethiopia from 1994 to 2009. As shown in Figure 1, the prices of
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major crops began to increase as early as 2004, with the sharpest increase occurring in the years 2006
to 2008.
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Figure 1. Price trends of major crops in Ethiopia (1994–2009).

Figure 2. Average area (ha) cultivated for major cereal5 crops in Ethiopia (1994–2009).

5 Cereals are annual crops, while most cash crops are perennial crops. Cereals need one season until harvest and live for only
one season during each year. Perennial crops require two or more seasons until the first harvest, after which they can be
harvested for several years until they expire. For example, Coffea Arabica, which is known as Arabica coffee, bears fruit after
three to five years and produces fruit for approximately 50 to 60 years (for a maximum of 100 years). Chat plants yield the
first harvest in 2 to 3 years. Chat harvesting can occur 2–3 times a year for 50 or more years. According to Tenaye and Geta
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Figure 3. Average production (kg) of major crops in Ethiopia (1994–2009).

Teff is a staple food for more than 110 million of the country’s people. Teff is typically banned
from export as part of the food price stabilization measures taken by the government in Ethiopia.
Other cereals are rarely exported because they are neither competitive nor provide a sufficient surplus
for export. On the contrary, wheat is imported for more than 15% of the country’s production annually.

Households decide which crops to plant based on the price expected for the crops and the
availability of other crops and vegetables for their consumption, among other factors. The area
allocated to teff, barley, and wheat evidently increased during the study period (Figure 2).

As shown in Figure 3, there are variations in the outputs of the major cereals over time. The yield
variation depends on the input use, disease, weather conditions, management, and other factors.
Farmers may shift the crop to a larger but marginal piece of land, and there may be an increase in
the area but a decrease in the output when all other factors remain constant. This partly explains the
inverse relationship between the area and the output.

Most Ethiopian farmers have limited financial resources, which limit the yield per hectare, as
the use of fertilizers is quite low. Additionally, a considerable proportion of their harvest is sold
immediately following harvest when prices are low. Early sales are conducted primarily to pay for
fertilizer credit and to cover regular household expenses.

Recently, producer cooperatives have attempted to fill this financial gap for some specific cash crops
in a few areas. For example, coffee producers in southern regions form coffee producer cooperatives
that buy coffee from farmers at a reasonable price and sell it during a later period. The cooperatives
redistribute profits to their member farmers based on the amount sold by the farmers.

3.2. Estimation Results of the Nerlovian Adaptive-Expectation and Partial-Adjustment Models

This study examined the extent to which the production of major cereal crops responds to price
and nonprice factors in Ethiopia. Both acreage and yield responses to an increase in output prices and
nonprice covariates were estimated using a panel database from Ethiopia. To check the validity of the
preferred models and specifications, the Sargan test was employed for the overidentification restrictions,
the Hansen test was used for the exogeneity of the instruments, and the Arellano–Bond test was applied
for autocorrelations. Furthermore, robust standard error estimates were computed for the presence of

(2009), mature enset plants (4 to 7 years old) are harvested mainly to prepare staples known as kocho and bulla, whereas
immature enset plants (less than 2 years old) are harvested to prepare amicho. All of these perennial crop areas require a long
period to be converted to other crops and are much less flexible than annual crops in terms of shifting area coverage.
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any pattern of heteroscedasticity and autocorrelation within the panels. Unobserved heterogeneity
was also controlled using panel datasets. The difference-in-Hansen test reports the p-values for the
validity of the additional moment restriction necessary for system GMM. The autocorrelation test
reports the p-values for the first-order autocorrelation of the first-differenced residuals. The test results
are provided at the bottom of Table 2. The null hypothesis that the population moment conditions are
correct is not rejected; thus, the validity of the instruments is verified using the Hansen test. The other
test statistic reported is the Arellano–Bond test for autocorrelation of all acreage and yield models,
which looks at the second-order correlation to test for first-order serial correlation in levels of the
error term. The F-test supports the overall fit of the dynamic model. All of these tests indicated the
consistency of the system GMM estimators.

Table 2. Estimation results of the Nerlovian adaptive-expectation and partial-adjustment models for
teff, barley, and wheat.

Area Response (in hectares (ha)) Yield Response (in Real Birr Value)

(1) (2) (3) (4) (5) (6)

Variables Teff Area Barley Area Wheat Area Teff Value Barley Value Wheat Value

Lagged Dep.
Variable (ha) 0.249 *** −0.099 0.244 * 0.180 *** −0.542 *** −0.148 *

(0.079) (0.398) (0.144) (0.067) (0.176) (0.082)
Current teff price (real

price per kg (birr)) −4.381 ** −7.701 6.566 * −19.463 *** 14.524 ** 19.434 **

(2.165) (7.480) (3.950) (4.989) (5.884) (7.806)
Lagged teff price (real

price per kg (birr)) 5.460 *** 12.774 * −4.098 11.386 *** −6.321 * −2.253

(1.860) (6.834) (3.091) (2.746) (3.355) (5.608)
Current barley price

(real price per kg
(birr))

0.044 0.876 ** 0.0289 −0.290 3.015 *** 0.333

(0.284) (0.422) (0.270) (0.312) (0.290) (0.355)
Lagged barley price

(real price per kg
(birr))

−0.055 0.443 ** 0.16 0.236 ** 1.083 *** 0.361 ***

(0.114) (0.187) (0.122) (0.120) (0.206) (0.127)
Current wheat price

(real price per kg
(birr))

−0.158 −0.879 * −0.216 −1.300 *** −0.516 * 0.827 ***

(0.200) (0.467) (0.168) (0.376) (0.307) (0.243)
Lagged wheat price

(real price per kg
(birr))

−0.0687 −0.455 ** −0.069 −0.225 * 0.041 0.025

(0.069) (0.179) (0.116) (0.128) (0.189) (0.192)
Farm size (ha) −1.512 10.84 ** 6.204 **

(3.056) (4.975) (3.136)
Lagged farm size (ha) −1.910 ** −7.780 ** 1.1

(0.943) (3.551) (1.253)
Area of the crop (ha) 0.248 −0.673 ** 0.276

(0.365) (0.264) (0.604)
Lagged area of the

crop (ha) −0.071 0.611 ** 0.941 ***

(0.163) (0.300) (0.362)
Rainfall amount (mm) 2.755 *** 5.037 −1.790 * −1.567 −0.442 −0.212

(0.717) (3.335) (0.994) (1.209) (0.567) (1.237)
Land quality index 0.127 0.652 ** −0.155 1.371 *** −1.657 *** −2.200 ***

(0.238) (0.304) (0.236) (0.452) (0.264) (0.447)
Education dummy 1.335 10.79 6.334 18.473 *** −0.005 −10.345 **

(4.233) (8.926) (4.076) (5.340) (1.975) (4.004)
Fertilizer (birr) 0.389 *

(0.209)
Teff dummy −10.39 ** 3.033 2.660 13.388 ***

(4.951) (2.162) (1.666) (4.321)
Barley dummy −0.500 0.391 2.775 −9.021 ***

(1.232) (1.634) (2.242) (1.903)
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Table 2. Cont.

Area Response (in hectares (ha)) Yield Response (in Real Birr Value)

(1) (2) (3) (4) (5) (6)

Variables Teff Area Barley Area Wheat Area Teff Value Barley Value Wheat Value

Wheat dummy 2.642 * 2.291 −1.122 1.121
(1.506) (5.559) (2.120) (2.249)

Time dummy (2006) 5.872 ** 8.867 −9.403 * 22.699 *** −28.035 *** −25.995 ***
(2.779) (9.588) (5.015) (5.912) (8.961) (9.719)

Constant −17.47 *** −29.47 * −2.709
(4.447) (17.480) (5.948)

Arellano-Bond test of
AR(1) (p-value) 0.016 0.003 0.064 0.000 0.000 0.000

Sargan test of overid.
restrictions (p-value) 0.096 0.353 0.204 0.515 0.161 0.151

Hansen test of overid.
restrictions (p-value) 0.226 0.702 0.722 0.514 0.000 0.012

Hansen test of
exogeneity of

instruments (p-value)
0.266 0.691 0.196 0.689 0.461 0.006

Hansen test of
exogeneity of

instrument subsets
(p-value)

0.219 0.567 0.939 0.247 0.000 0.631

F-test of overall model
fitness (p-value) 0.000 0.000 0.000 0.000 0.000 0.000

Number of
instruments 20 20 20 23 22 21

Number of households 1323 1323 1323 1323 1323 1323
Number of

observations 3170 3170 3170 3170 3170 3170

Notes: all prices were deflated using producer price indices in 1994. The Sargan test of overidentification restriction
is performed to verify whether the figures are “not robust but not weakened by many instruments”, whereas the
Hansen test of overidentification restriction is performed to verify whether the figures are “robust” but weakened
by many instruments. The Hansen test of exogeneity of instruments is reported with p-values. Coefficients are
simultaneous two-step system GMM estimates, with the lagged dependent variable and the price variable treated
as predetermined. Robust standard errors are in parentheses. The set of instruments includes the exogenous
variables in vector Z. The difference-in-Hansen test reports the p-values for the validity of the additional moment
restriction necessary for system GMM. The autocorrelation order one, AR(1), reports the p-values for the first-order
autocorrelation of the first-differenced residuals. Stars *, **, and *** represent the 10%, 5%, and 1% levels of
significance, respectively.

The major research questions of interest were how major cereal crop supplies respond to price
and nonprice factors, how the different supply responses behave across cereals, and whether these
cereal supplies responded to price changes before and after 2006. The empirical applications of the
cobweb supply model, in which producers’ expectations regarding prices are assumed to be based on
their observations of previous prices, are relevant to this analysis. An important point of departure in
this study is that both the area and yield responses are measured. Table 2 reports the dynamic panel
data estimator results for the area and yield responses.

Following the Nerlovian approach, I used area and yield responses to measure the supply
responses to prices and nonprice factors. Based on my data, the area response appears to be a more
reliable indicator of the supply response compared to the yield response for the reasons6 explained
earlier. It is also implicit that the acreage responses underestimate the supply responses when farmers
respond to price incentives partly through the intensive application of other inputs in a given area,
which can be reflected in the yields. Therefore, the acreage and yield response functions were estimated
separately and, subsequently, the supply response estimates were derived using these two responses.
In this case, the supply responses better reflect farmers’ behaviors. Otherwise, the supply response
could be biased to conceal some variations in the area and yield if they move in opposite directions.

6 The area decision is, to a large extent, under the control of the farmer, while the yield responses can be affected by the inputs
used and the weather conditions, as evidenced by different tests (autoregressive, over-identification restrictions, exogeneity
of instruments, and unobserved heterogeneity) and economic theories.

171



Economies 2020, 8, 61

The estimated coefficients reported in Table 2 show the elasticity of the household-level crop
area planted and yield produced. Yield responses are approximated by value. The results show that
almost all variables of interest in the acreage equation are statistically significant for teff, wheat, and
barley. The acreage responses of major crops are affected positively by their own prices for teff and
barley, and negatively by the prices of substitute crop for barley (reported in columns 1, 2, and 3).
On average, if the price of a staple food crop at the household level increases by 1%, the teff acreage
rises by 5.46%, and the barley acreage increases by 0.443%. Similarly, there is also a significant yield
response to the output price for the same crops. The yield response of major crops is affected positively
by their own prices and negatively by the prices of substitute crops for teff and barley. If the price of
a staple food crop at the household level increases on average by 1%, the teff yield rises by 11.386%,
and the barley yield increases by 1.083%. The results of estimating the Nerlovian partial-adjustment
model shed new light onto the supply dynamics of major cereal crops in Ethiopian agriculture. In
particular, the estimated one-year lagged-area elasticity of these crops indicates a solid influence of
farmers’ previous allocation decisions on current decisions of teff and wheat, which is consistent with
previous findings (Zhai et al. 2019). Considering these results, I can make the following points. First,
Ethiopian farmers can interpret the market signals and respond positively to increases in the real prices
of staple food crops, as suggested by economic theory. Second, the results show that farmers use
price information not only to decide how much acreage to allocate to the crops but also to adjust their
farming intensity throughout the cropping period. Finally, teff’s short-term price response coefficients
are better in terms of magnitude, sign, and statistical significance than are the coefficients of barley and
wheat for both area and yield responses. This is because teff is one of the major food crops consumed
locally and demanded globally because of its use in gluten-free products. These findings are consistent
with standard economic theory and intuition.

Additionally, in terms of the statistical significance of individual coefficients, the teff equation is
consistent in terms of sign compared to the barley and wheat equations. The crop’s own price plays
an important role in acreage decisions for teff and barley in addition to nonprice factors. Teff can be
consumed mainly alone or with wheat as a staple food. For wheat, production decision is positively
influenced by its own price, unlike acreage decision. A significant volume of wheat is imported
annually. Wheat is also consumed mainly in the form of bread. Barley is used to make homemade beer,
which is locally known as tela, and as an input for local breweries. Thus, these crops are considered
complements to or substitutes for one another. They also compete mainly for land and labor. There are
significant supply responses to price increases of major crops in Ethiopia.

Moreover, the results identify potential competitor crops and complements of major cereal crops
in Ethiopia. More specifically, teff is identified as a complementary crop of barley by the model, as
the supply (sown area) of barley in response to the lagged price of teff is positive (and statistically
significant), suggesting a complementary relationship between the sown area of barley and the teff
price. Moreover, wheat is identified as a competitive crop of barley by the model, as the sown areas
of barley in response to the price of wheat are negative and statistically significant, indicating a
competitive relationship between the sown area of barley and the lagged wheat price. Meanwhile, the
teff sown-area response is not influenced by the prices of any of these major cereal crops (barley and
wheat). Similarly, in terms of yield, barley and wheat are identified as a complement and competitive
crop of teff yield by the model, respectively. The produced yield of teff in response to the lagged
price of barley and wheat is positive and negative, respectively, and statistically significant, indicating
a complementary and competitive relationship between the produced yield of teff and the lagged
barley and wheat prices, respectively. Teff is identified as a competitive crop of barley produced and
statistically significant, indicating a competitive relationship between barley produced and the lagged
price of teff, whereas barley is identified as a complementary crop of wheat by the model, indicating a
complementary relationship between wheat produced and the lagged price of barley.

Furthermore, the results in Table 2 suggest that the impacts of nonprice factors, such as the total
farm size, rainfall, land quality, fertilizer, and education, have somewhat mixed effects. For example,
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rainfall has a positive effect on the teff area planted and a negative effect on the wheat area planted.
The current-period teff and barley area allocations are affected negatively by the corresponding total
farm sizes in the previous period. Meanwhile, the current-period barley and wheat area allocations are
affected positively by the corresponding total farm size in the current period.

Finally, Table 2 reports that statistical tests concerning the differences between the pre- and
post-price increase estimates provide few rejections of the equality of these estimates. The difference
in statistical significance is shown in the area and yield responses of teff and wheat. There is clear
evidence that the response of the teff area increased after the price increases, while the wheat area
decreased. There is no clear evidence to support the notion that the response of the barley area increased
significantly after the price increase. Similar patterns were observed in terms of yield responses for
these crops. Among the yield responses, that of teff increased, while that of wheat and barley decreased
after 2006.

Generally, area allocation among individual crops can be affected by other factors, including
whether an individual farmer practices monoculture or intercropping, the farm size, the possibility of
crop rotation vs. designating certain areas that are more suited to specific crops, and the proportion
of area covered by perennial crops. Given all of these factors, farmers shift crops between areas
based on the output price expectations and yields desired. Large farms have more space for shifting
areas between crops than do small farms. Thus, the operators of small farms are likely to face more
constraints on area shifting between crops in comparison to large farm operators.

3.3. Short-Term and Long-Term Elasticities and Adjustment Coefficients of Major Crops

As shown in Table 3, I find positive short- and long-term price elasticities for teff and barley.
Table 3 reports that the acreage response elasticity of teff estimates is very high, ranging between 5.46
in the short term to 21.16 in the long term. In particular, a 1% increase in the teff price increases—on
average—teff acreage by 5.46%, teff yield by 11.39%, and teff supply (sum of acreage and yield) by
16.85% in the short term. Similarly, a 1% increase in the teff price increases—on average—teff acreage
by 7.27%, teff yield by 13.89%, and teff supply (sum of acreage and yield) by 21.16% in the long term.
Teff is the most consumed cereal in the country, and is consumed in the form of injera (local pancake);
furthermore, it is undergoing increasing international demand due to its use in gluten-free products.
Both the short-term and long-term area and yield response elasticities of barley are positive. For barley,
a 1% increase in price increases—on average—barley acreage by 0.44%, barley yield by 1.08%, and
barley supply by 1.52% in the short term. Likewise, a 1% increase in the barley price increases—on
average—barley acreage by 0.40%, barley yield by 0.70%, and barley supply by 1.10% in the long
term. This is partly explained by the growing barley demand from breweries. In contrast, the wheat
area response elasticities are negative and insignificant in both the short and long term. This is partly
explained by the growing wheat import by the country. Considering both the area and yield estimated
coefficients, this study supports the notion that farmers respond to increasing prices to some degree
through the intensive application of other inputs, such as fertilizer, in addition to extending the area
planted. As expected, the long-term elasticities with respect to the lagged real prices are higher than
the short-term elasticities, which is indicative of the long-term adjustment of the areas and yields under
the crops. This is due to various factors that are fixed in the short term, as well as structural constraints,
and because some farmers respond when they feel more certain that price changes are stable.

The adjustment coefficient measures the speed and magnitude of change between the desired and
actual area (yield). The adjustment coefficient is calculated by one minus the coefficient of the lagged
dependent variable. They all are above average, i.e., γ > 0.5, indicating that the adjustment speed
is higher. As shown in Table 3, the adjustment coefficient for the teff area is 1 − 0.25 (= 0.75), which
is close to one, indicating that farmers adjust rapidly towards the desired teff acreage. Additionally,
the adjustment coefficients for the barley and wheat areas are 1.10 and 0.76, respectively. Thus,
barley and wheat producers adjust towards the desired area relatively more rapidly than do those
producing teff. The supply response to the price is larger in the case of teff, which is a “major” food
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crop in Ethiopia. This difference might be because teff production is mainly conducted for market
consumption, whereas barley and wheat are mainly grown for home consumption in most of the study
areas. A higher proportion of teff produced is traded compared to barley and wheat. This is partly due
to teff becoming a famous food grain globally because of its use in gluten-free products. The increase
in teff demand has contributed to an increase in teff acreage.

Table 3. Short-term and long-term elasticities with respect to real output prices and partial-adjustment
coefficients of major crops.

Particulars Teff Barley Wheat

Area Yield Supply Area Yield Supply Area Yield Supply

Short term 5.46 *** 11.39 *** 16.85 0.44 ** 1.08 *** 1.52 −0.07 0.03 −0.04
Long term 7.27 *** 13.89 *** 21.16 0.40 ** 0.70 *** 1.10 −0.10 0.02 −0.08

Adjustment 0.75 *** 0.82 *** 1.57 1.10 *** 1.54 *** 2.64 0.76 *** 1.15 *** 1.90

Source: author´s calculations. *** significant at the 1% level; ** significant at the 5% level.

Alemu et al. (2003) estimated the supply response of agricultural output to the prices of teff
and wheat in Ethiopia and reported the short-term elasticities of 0.14 and 0.15 for teff and wheat,
respectively, and the long-term elasticity of 0.28 for both crops using time-series data from 1966 to 1994.
Abrar and Morrissey (2006) estimated the supply response of agricultural output to prices in Ethiopia
and reported short-term elasticities of 0.07, −0.02 and 0.27 for teff, wheat, and barley, respectively,
using panel data from Northern Ethiopia during 1994 to 2000. Abrar et al. (2004b) also estimated the
supply response of agricultural output to prices in Ethiopia and reported short-term elasticities of 0.28,
0.22, and 0.04 for teff, wheat, and barley, respectively, during 1994 to 1997. Dercon and Ayalew (1995)
studied the export supply response of coffee to the export price and reported the short-term elasticity
of 0.17 and the long-term elasticity of 0.27.

In sub-Saharan Africa (SSA), Magrini et al. (2018) estimated the supply responses of main staple
food crops and reported acreage, production, and yield response ranges from a 0.08 acreage response
using the farm gate price to a 0.63 production response using wholesale price proxies in SSA over the
period 2005–2013 based on country panel data. The effects of prices on supply responses in Africa have
been estimated by considering agricultural aggregates (Bond 1983; McKay et al. 1999; Thiele 2003).
Bond (1983) estimated the individual crop-level and aggregate supply responses of the agricultural
output to the prices of various crops in nine SSA countries. He reported individual crop price elasticities
ranging from 0.02 to 0.87 in the short term and from 0.07 to 1.81 in the long term from 1962 to 1981.
McKay et al. (1999) studied the aggregate supply response in Tanzanian agriculture and estimated that
the long-term elasticity of the aggregate food crop output to the relative prices was almost unity, while
the short-term supply responses were estimated at 0.35 for aggregate food crops and all (food and
export) crops. Thiele (2003) estimated that border price supply elasticities tend to lie between 0.20
and 0.50 in SSA countries covering the period 1965–1999. In addition, Leaver (2004) used an adapted
Nerlovian model to study the price elasticity of the supply for tobacco output in Zimbabwe from 1938
to 2000 and reported a short-term elasticity of 0.34 and a long-term elasticity of 0.81, suggesting that
tobacco farmers are highly responsive to output price changes. Rahji and Adewumi (2008) obtained a
higher long-term price elasticity of rice production in Nigeria (1.58) between 1960 and 2004, further
verifying the crucial role of the supply response in agricultural markets in developing countries.

Imai et al. (2011) studied the extent to which the production of different agricultural commodities,
namely, maize, wheat, rice, fruit, vegetables, and oilseeds, responds to price changes in 10 Asian
countries and reported a short-term elasticity ranging from 0.25 to 0.31 for these commodities.
Zhai et al. (2019) used the system GMM estimator using provincial-level panel data (1997–2016) and
reported partial adjustments (i.e., At-1 and Pt-1) of 0.21 and 0.87, respectively, for the green fodder
supply in China. Similarly, Brockhaus et al. (2015) presented new evidence using provincial panel data
over the period 1995–2012 for rice, wheat, and corn supply responses in China. They used the system
GMM estimator and reported price elasticities ranging from 0.16 (rice) to 0.34 (wheat). Mythili (2012)
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studied the supply responses of rice, wheat, maize, grams, groundnuts, rapeseed, mustard, sugarcane,
and cotton using state-level panel data over the period of 1970–2000 in India. He used the GMM
estimator and reported price elasticities ranging from 0.084 (rice) to 0.338 (grams) in the short term
and from 0.408 (rice) to 1.15 (grams) in the long term in terms of the acreage response, whereas the
elasticities ranged from 0.071 (rice) to 0.321 (maize) in the short term and from 0.085 (grams) to 0.393
(maize) in the long term in terms of the yield response. Surekha (2005) also reported a similar result
for rice, indicating that farmers in India are responsive to price changes. Rahman (2007) estimated
the price elasticity of Bangladesh tea production to be 1.10. Another study by Nerlove and Addison
(1958) reported a short-term elasticity of 0.02 and a long-term elasticity of 4.7 for spinach in the USA.
Generally, cropping decisions in India are affected by agro-climatic conditions, land characteristics,
and farmers’ knowledge about the crop, in addition to the price variable (Gulati and Kelly 1999).

In the short term, land availability cannot be improved without huge investments. Moreover,
delays in the supplies of production capital contribute to delayed supply responses, and labor
availability cannot change except through increasing populations or relocation among sectors or
regions. Long-term supply responses require labor and capital increases, which take place over a
relatively long time, as well as farmers’ decisions to invest and adopt new technology that enables them
to increase output. In contrast, fertilizers, improved seeds, and pesticides are the only variable inputs
whose application can be adjusted in the short term to policy incentives. However, the applications of
these inputs to Ethiopian agriculture are low. The application of improved seeds accounted for less
than 1% of the total seeds, less than 47% of the respondents use fertilizer, less than 5% of the total area
was irrigated, and there was almost no usage of pesticides or insecticides.

4. Conclusions and Policy Implications

My results are quite similar to those obtained from the supply responses of agricultural outputs to
price incentives and nonprice incentives from Ethiopia and other countries, although they all used
different functional forms, estimation methods, time spans and data types (cross-sectional, time-series,
or panel data), and region- and country-specific factors related to technology, the economic structure,
and macro constraints. My study has strengthened the findings of previous studies, namely, by
indicating that farmers are quite responsive to price changes, particularly in the longer term (Food
and Agriculture Organization 2016). This is a good start for making market-based policies work,
even in rural Africa (Kumbhakar and Heshmati 1995; Kumbhakar and Hjalmarsson 1995). This paper
sought to establish some general conclusions on supply responsiveness by taking these data and
methodological limitations into account. My trustworthiness is increased, as I used data from a large
sample and employ recent econometric estimation methods that, to some extent, have not been used in
such settings before in Ethiopia.

This study measured the dynamic supply responses of major cereal crops to price incentives and
nonprice factors in Ethiopia. Through the Nerlovian expectation approach, in conjunction with a
dynamic panel data model, the system-generalized method of moments was used for the estimation.
Price incentives and nonprice factors such as rainfall, adult education, land quality, fertilizer, and
farm size affect the aggregate output supply of major cereal crops in the country. The study also
investigated the effects of price increases on the supply response before and after price increases since
2006. Estimates of the agricultural supply relative to the expected price exhibited large variations
across crops and time. There are considerable supply responses to increases in the prices of major cereal
crops in Ethiopia. The area and yield responses of major cereal crops are responsive to price incentives.

The planted area and produced yield are quite responsive to price incentives and nonprice
factors for major cereal crops in Ethiopia, based on the estimated short-term and long-term elasticities.
Moreover, the long-term estimates are much larger than the short-term values for teff. The agricultural
output responses to price incentives and nonprice variables are lower in the short term because most
factors affecting agricultural production are fixed in the short term. The elasticities for a household-level
crop area planted and yield produced with respect to the crop price are positive and statistically
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significant for both teff and barley but not for wheat. The cross-price elasticities are statistically
significant for barley and wheat but not for teff, indicating that teff is a basic food in the country.
More specifically, teff is identified as a complementary crop of barley by the model, as the sown
area of barley in response to the lagged price of teff is positive. Moreover, wheat is identified as a
competitive crop of barley by the model, as the sown area of barley in response to the price of wheat
is negative. Meanwhile, the teff sown-area response is not influenced by the prices of any of these
major cereal crops (barley and wheat). In addition, the yield responses to lagged-price elasticities
are positive and statistically significant for teff and barley. Furthermore, current price elasticity is
positive and significant for wheat yield response. Hence, the supply responses evaluated alongside the
acreage and yield responses are responsive to price increases. Overall, the coefficients associated with
area responses more consistently reveal the expected signs compared to those of the yield responses.
This finding is consistent with standard economic theory and intuition in that area decisions are
less sensitive to weather changes compared to yields and are under the control of the householders’
decisions. Moreover, there is a statistically significant supply response difference before and after the
price increases from 2006 in the case of teff and wheat areas, as well as teff, barley, and wheat yields.
For example, teff is becoming the most demanded crop, hence, its area has increased; in contrast,
wheat is imported by the government, and its area decreased after 2006. For barley, there has been
an increase in the yield, and it is clearly evidenced by the statistics, given that barley is becoming a
commercial crop.

This study supports the notion that major cereal food price changes may induce the production
of a large supply of food grains. This study implies that the expansions of both teff and barley areas
are possible in the country. This is important because teff is one of the major food crops consumed
locally (by approximately 110 million people of the country) and demanded globally because of its
use in gluten-free products, whereas barley is another food crop demanded because of its use in low
glycemic index products and is becoming a commercial crop with the expansion of the domestic
brewery industry. However, the wheat area is least affected by own price. This is partly explained by
the growing volume of wheat imports by the country. These findings also imply that the agriculture
sector in Ethiopia is responsive to output price increases, which was a common phenomenon in 2007
and 2008 worldwide. Thus, I claim that the growth record of Ethiopian agriculture over the last decade
is partly explained by the increased agricultural prices, which were driven by local, regional, and
international factors. This relationship implies that promoting access to markets by allowing farmers
to receive higher prices enhances the income of smallholders, increases the national food supply,
and narrows inequity.

Ethiopian (developing countries) agriculture needs improvement in terms of input supply (such
as improved seeds, fertilizer, irrigation, infrastructure, and farm management) to enhance the welfare
of the farmers and society as a whole using a mixture of markets and government policy interventions.
Competitive markets enable more efficient allocation of scarce resources and allow the supply and
demand to set prices. Markets also enhance cost-effective and flexible resource allocation. Unlike
many developing countries, most resources in modern economies are allocated via markets rather than
by governments. The main role of the government ought to be to establish the rules and institutions
needed for markets to work, not to control the price signals from markets.

However, there are occasions when markets fail, which could justify government interventions
to correct these market failures. The reasons for such failure include information asymmetries,
noncompetitive markets, principal–agent problems, and externalities. Effective markets require
government intervention in the establishment and operation of a secure property rights system,
the provision of information, macroeconomic stability, endowment redistribution, and support for
social capital. Government should intervene via subsidies, quotas, restrictions, expenditures on research
and development, infrastructure (irrigation, transport, and communication), property ownership
rights, education and extension services, risk coping, and management strategies, and the adoption of
new technology to enhance production in addition to price incentives.
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Furthermore, the government should enhance economic growth and development in the country
to improve the purchasing power of food buyers. The government should also provide subsidies
for smallholder farmers to allow them to use improved technologies, train farmers on how to use
new technologies, lift export bans, place higher tariffs on food imports to enhance local production
until domestic markets work better, and stabilize the prices so that smallholder farmers can easily
make area allocation decisions for specific crops. Better agricultural trade policies are required to
encourage more effective supply responses. The research and development of modern technologies
to improve production and productivity in Ethiopia should also strengthen the supply response of
agriculture, in addition to price incentives. A fine-tuned balance between government interventions
and market solutions is important, in addition to improving farmers’ agronomic practices, for increasing
agricultural production and, thus, farmers’ and consumers’ welfare.
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Appendix A. Derivations of the Nerlovian Expectation and Adjustment Coefficients

By imposing a restriction indicating that β = 1 and substituting Equations (2) and (3) into
Equation (1), a reduced form equation is derived as follows:

Pe
t = Pe

t−1 + βPt−1 −βPe
t−1 (A1)

At = At−1 + γAd
t − γAt−1 (A2)

Substitute Equation (A1) into Equation (1), where β = 1:

Ad
t = α0 + α1pe

t−1 + α1Pt−1 −α1pe
t−1 + α2Zt + vtAd

t = α0 + α1Pt−1 + α2Zt + ut (A3)

Substitute Equation (A3) into Equation (A2):

At = At−1 + γ(α0 + α1Pt−1 + α2Zt + ut) − γAt−1 (A4)

At = At−1 + γα0 + γα1Pt−1 + γα2Zt + γut − γAt−1 (A5)

Collect like terms:

At = γα0 + γα1Pt−1 + γα2Zt + (1− γ)At−1 + γvt

The equation becomes:

At = a0 + a1Pt−1 + a2Zt + a3At−1 + vt (A6)

Because Ad
t and Pe

t are unobservable, they are eliminated from the system. This elimination of
unobserved variables leads to the reduced form, from which the key parameters can be retrieved.
Similarly, the Nerlovian model can also be described in terms of the output as:

Yd
t = α0 + α1pe

t + α2Zt + vt (A7)
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Pe
t − Pe

t−1 = β
(
Pt−1 − Pe

t−1

)
, 0 ≤ β ≤ 1 (A8a)

Yt −Yt−1 = γ
(
Yd

t −Yt−1
)
, 0 ≤ γ ≤ 1 (A8b)

where Yd
t is the desired level of output; Yt is the actual level of output; pe

t is a vector of the expected
level of prices for period t; Zt represents the nonprice factors; αi are parameters; and vt accounts for
unobserved random factors with zero expected value. Equation (A7) states that the desired level
of output depends on the expected price level and other nonprice factors. The Nerlovian model is
developed to take two dynamic processes into account: adaptive expectations and partial adjustments.
Desired levels of outputs cannot be observed by farmers due to latency; thus, Nerlove postulates the
hypothesis known as partial adjustment (Equation (A8b)), where γ is the coefficient of adjustment,
(Yt −Yt−1) is the actual change in output, and

(
Yd

t −Yt−1
)

is the desired change in output. Equation
(A9a) indicates that the actual change in output at any given time t is some fraction γ of the desired
change for the period. If γ = 1, the actual output is equal to the desired output; that is, the actual
output adjusts to the desired output instantaneously. However, if γ = 0, there is no change since the
actual output at time t is the same as that observed in the previous period. Generally, γ lies between
these extreme values since adjustment to the desired output is likely to be constrained by policy and
natural lags.

In the Nerlove model, Equation (A8b) states that for each period, the farmers revise the price
that they expect to prevail in the coming period to correct the mistakes they made in predicting the
price during this period. It shows how price expectations can be described based on differences
between actual and past prices, where pe

t is the expected price for period t; Pt−1 is the price that prevails
when decision making for production in period t occurs; and β is the adaptive-expectation coefficient.
This shows that expectations are revised during each period by a fraction β from the gap between the
current value of a price and the previous expected value. Thus, expectations about the price level are
revised by farmers by a fraction β due to policy inconsistencies that affect the price level observed in
the current period and the anticipated value in the previous period. If β = 1, expectations are realized
immediately and fully, that is, during the same period. If, on the other hand, β = 0, expectations are
static; that is, the conditions prevailing today will be maintained in all subsequent periods. However,
expectations are seldom fully realized, and there is usually a gap between the actual and expected
level of prices because of constraints from public policies and nonpolicy variables.

To use the Nerlovian model for estimation, it is necessary to transform Equations (A7)–(A8b)
into their reduced forms. In the reduced form, the partial-adjustment variable Yd

t is associated with
the desired output and the adaptive-expectation variable Pe

t . Adaptive price expectations can be
transformed into distributed lag structures in the form of the past level of output and the previously
expected price level. This is consistent with the Nerlovian model, which is based on price expectations
and output adjustments. The process necessary to arrive at the reduced form equation is shown
below. Taking the two constants in these equations, β and γ, by imposing a restriction that β = 1 and
substituting Equations (A8a) and (A9a) into Equation (A7), a reduced form of the equation is derived
as follows:

Pe
t = Pe

t−1 + βPt−1 −βPe
t−1 (A9a)

Yt = Yt−1 + γYd
t − γYt−1 (A9b)

Substitute Equation (A9a) into Equation (A7) where β = 1:

Yd
t = α0 + α1pe

t−1 + α1Pt−1 −α1pe
t−1 + α2Zt + vtYd

t = α0 + α1Pt−1 + α2Zt + vt (A10)

Substitute Equation (A10) into Equation (A9b):

Yt = Yt−1 + γ(α0 + α1Pt−1 + α2Zt + ut) − γYt−1 (A11)

Yt = Yt−1 + γα0 + γα1Pt−1 + γα2Zt + γut − γYt−1 (A12)
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Collect like terms:

Yt = γα0 + γα1Pt−1 + γα2Zt + (1− γ)Yt−1 + γvt

The equation becomes:

Yt = a0 + a1Pt−1 + a2Zt + a3Yt−1 + vt (A13)

where
a0 = γα0, a1 = γα1, a2 = γα2 , a3 = 1− γ, vt = γvt

Hence,

a3 = 1− γ, ∴ γ = 1− a3, a0 = γα0, a0 = (1− a3)α0, ∴ α0 =
a0

1− a3

a1 = γα1, a1 = (1− a3)α1, ∴ α1 =
a1

1− a3
, a2 = (1− a3)α2, ∴ α2 =

a2

1− a3

The ai parameters are the short-term elasticities, while αi are the long-term elasticities. Note that
(1− a3) is the coefficient of partial adjustment (acreage or yield).
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Abstract: Reuse is still seen as a “niche phenomenon” and consumers seem to waste economic
opportunities linked to buying and selling second-hand products. For this reason, this paper focuses
on incentives and barriers to sell and buy second-hand products, as indicated in the literature, and
applies a theoretical framework of transaction costs to explain the existing consumption patterns.
For this paper, a representative online survey was conducted in which 1023 consumers in Germany
participated, age 16 and older. The data were analyzed for statistically significant deviations between
different groups of economic actors selling or buying second-hand products. Results show that
valuable unused products exist in households, but barriers such as uncertainties about the reliability
of the buyer or the quality of the product hinder the transition into sustainable consumption. Different
forms of transaction costs are important explanatory variables to explain why consumers nevertheless
predominantly buy new products, although they are aware that second-hand would save money and
make an individual contribution to climate protection.

Keywords: circular economy; second-hand; reuse; transaction costs

1. Introduction

Against the background of steadily increasing consumption of natural resources and
environmental burdens caused by the currently dominant linear patterns of production and
consumption, circular economy approaches have raised significant attention in scientific
literature and among policy makers (e.g., European Commission 2020). The transition
towards a circular economy in which the value of products and raw materials are contained
at the end of their use phase, is seen as a crucial precondition for an absolute decoupling of
resource use and economic wellbeing, e.g., achieving the climate targets agreed on in the
Paris Accord.

Although many circular economic strategies focus on optimized recycling processes,
the European Commission’s Circular Economy Action Plan places a specific emphasis
on the reuse of products that are no longer needed (European Commission 2020). From
an environmental perspective and thus according to the waste hierarchy, reuse offers
higher resource saving potentials than recycling—a large part of the necessary efforts
in the production phase of products can be avoided and only in a very few cases; e.g.,
a significantly reduced energy consumption of newer products would overcompensate
these advantages (Von Gries 2020). Specific quantification of saved resources or miti-
gated GHG emissions depends on the specific framework conditions, e.g., to what extent
second-hand products actually replace virgin products (Keith 2011). In addition, in terms
of cost savings and other socioeconomic objectives, reuse of products seems to be an ob-
vious solution for products that are no longer wanted. Taking the example of packaging,
switching to 20% reusable solutions could lead to USD 10 billion of business opportuni-
ties (Ellen MacArthur Foundation 2019), according to Rreuse, an European association for
reuse, 296 new jobs could be created by treating only 10,000 tons of municipal solid waste
(Rreuse 2015).
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However, despite this consideration of reuse as a win–win opportunity that should
align environmental and economic objectives of a circular economy, product reuse is
actually a “niche phenomenon” (European Environment Agency 2018) of limited economic
relevance for most product groups. According to the European Environment Agency´s
progress report on waste prevention, the total turnover of the European second-hand sector
is below 1% of the total retail sector and below 0.01% of Europe’s gross added value. Official
statistics exist for only a few product groups, such as electronic and electrical products,
and only a few countries show a share of reused products of more than 1% (Eurostat 2020).
Taking Germany as an example, a study initiated by the Environmental Protection Agency
estimated an annual market volume of just 4 kg per capita, including online platforms, e.g.,
eBay (Von Gries et al. 2017).

Against this background, this paper takes the gap between pure market opportunities
and the reality of reuse as a “niche phenomenon” as the starting point to focus on barriers
for reuse. It builds up on several papers that have focused on specific drivers or barriers,
but to the authors’ understanding, it does not provide a systematic framework on how these
barriers translate into reduced economic incentives to sell or buy second-hand products.
Farooq Baqal and Abdulkhaleq (2018) highlighted that second-hand products in general are
gaining more prominence because “products produced today will be outdated tomorrow
and in order to go for an advanced version, there is a need to sell used products”. Previous
research on barriers for reuse has, e.g., highlighted differences between various products
groups, such as whether products have traces of previous owners (Edbring et al. 2016).
Behrendt et al. (2011) identified five types of eBay users who trade based on very different
incentives, inter alia so-called “prosumers” that already consider the reselling potential of
products when buying them. On average, Mukherjee et al. (2020) also identified economic
incentives as an important driver of using second-hand products. Such incentives become
even more relevant as the purchase of previously used merchandise has been transformed
“from a second-class act” into a worldwide fashion trend related to buying something
“cool” and “stylish”” (Hristova 2019). Klug et al. (2015), inter alia, highlighted the issue of
trust as an important barrier for purchasing second-hand products.

In order to provide new insights on the actual relevance of incentive structures, this
paper draws on economic transaction cost theories, a specific branch of literature within the
so-called new institutional economics (NIE). The focus here is on the costs of using market
mechanisms, e.g., for economic transactions such as the sale or purchase of second-hand
products. This perspective contradicts the simplistic neoclassical assumptions that every
market participant is fully informed about everything, now and in the future—at zero
costs (Simon 1959; Coase 1998). Instead, so-called transaction costs occur, related to the
gathering, validation, and processing of information, and can lead to path dependencies in
which, from an economic point of view, inferior options (i.e., buying new products) have
higher market shares than they should have in an optimal equilibrium, simply because
standards and routines have evolved over decades to minimize such transaction costs
(Yousuf 2017). Following Alston and Gillespie (1989), this paper differentiates transaction
costs as analytical variables based on the different phases of market transactions: costs
of finding suitable business partners, costs of negotiating contracts, and finally costs of
monitoring whether the agreed products or services actually have the contractually agreed
quality. Vakis et al. (2003) identifies these empirical approaches as an important research
gap in the area of new institutional economics.

The aim of this paper is to contribute to current research by first providing an empirical
basis for the actual relevance of the incentives and barriers mentioned in the literature
above, and second, by applying a theoretical framework of transaction costs for both sellers
and buyers of second-hand products to explain the gap described: How to explain the
fact that consumers seem to waste economic opportunities linked to buying and selling
second-hand products? How can the concept of transaction costs be operationalized in
order to show its relevance for market exchanges?
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For this purpose, the paper is structured as follows: Section 2 describes the materials
and methods used—the data gathering and the theoretical framework for its analysis.
Section 3 shows the results, Section 4 discusses the conclusions that can be drawn from the
empirical results, and the last section draws conclusions, particularly regarding efficient
policy formulation to support reuse, and further research needed to develop a consistent
theoretical framework for the economics of waste prevention.

2. Methodology

For this paper, a representative online survey was conducted in which consumers in
Germany participated, age 16 and older (Wilts and Fecke 2020). The participants were
selected based on a standardized consumer panel in order to allow statistically significant
conclusions differentiating gender, age groups, living conditions (urban, periurban, and
rural) and spatial location within Germany (north, south, east, west). The participants were
approached in September 2020 and thus between the two major COVID-19 waves and
linked shutdowns, which might have influenced responses due to economic uncertainties
or increased importance, e.g., hygienic concerns (Sueßbauer et al. 2020). On average, it
took the participants 12 min to fill in the questionnaire; only completed questionnaires
were taken into account.

The data sample included 1023 persons, selected from a predefined panel allowing
for weighting of variables listed above in relation to national mean values. The panel of
interviewees had a share of 52% females, 53% were age 50 and older, 79% were living in the
western part of Germany, 32% had a university degree, and 38% indicated a net household
income of EUR 2500 or higher. Fifty-one percent of the interviewees had bought at least
second-hand item during the last 12 months and 46% offered products for reuse.

The questionnaire was developed in cooperation with eBay Kleinanzeigen, which is
one of the largest online platforms for second-hand products in Germany. It included a
total of 31 questions, 9 of which referred to general demographic aspects of the participant.
The remaining 22 questions focused on selling used products, the purchase of second-hand
products, and perceptions of climate and sustainability issues. The interviewees were given
five different options to assess their agreement with specific statements (fully agree, partly
agree, etc.). In a last step, the answers were weighted with regard to the factors indicated
above. For the analysis, the answers were structured using cross-correlation analysis in
order to show deviations from average answer patterns.

Based on the conceptional literature on transaction costs, the following matrix struc-
ture in Table 1 was developed that structures potential transaction costs that might hinder
the market development for second-hand products. The framework differs between the
phases of exchange as described in Section 1, specifically for buyers and sellers of second-
hand products. This Table 1 was used to develop the questionnaire for the empirical part
of the research presented in the section that follows.

Table 1. Transaction costs in different phases of market exchange.

Transaction Costs of Finding Partners Negotiation Monitoring

Selling

products must be described, photographed,
and uploaded/submitted to

market platforms;

time-consuming communication
with potential buyers;

often necessary registration and
confirmation process;

information gathering to assess
market prices

sometimes also direct costs such as
handling fees

Buying
variety of different platforms that must be

checked for best offers;

time-consuming communication
with potential sellers, e.g., with

regard to product qualities

uncertainties about the actual
quality of the product offered

e.g., auctions require specific attention
uncertainty about seller reliability

risk of fraud by the seller, e.g.,
product not delivered
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3. Results

The following presents the results of the online survey that are divided into three
parts: data on selling (Section 3.1) and buying second-hand products (Section 3.2); general
attitudes on sustainability aspects as drivers for sale/purchase second-hand products
(Section 3.3); and the final step (Section 3.4), which focuses on the relevance of specific
barriers based on a statistical analysis of these data.

3.1. Selling Second-Hand Products

The survey results show that consumers own a significant number of products that
they consider no longer used or needed. When asked about specific product groups that
the survey interviewees have not used in at least 12 months but still nevertheless keep in
their households, 62% mentioned CDs, DVDs, or Blue Ray Discs, 58% indicated books,
and 57% clothing and shoes. Interestingly, 6% also mentioned cars as completely unused
property. Figure 1 shows how the participants assessed the total value of these items that
were unused for at least twelve months. The majority of participants estimated the value to
be between EUR 250 and 499; nevertheless, the percentages are rather equally distributed
between less than EUR 100 and up to EUR 2499, resulting in an average amount of EUR
1289. It should be noted that such self-assessments bear significant uncertainties, e.g.,
regarding the value of product depreciation years after the actual purchase. Nevertheless,
the results in terms of number and value of products are consistent with previous analyses,
e.g., Huisman et al. (2017).

Taking into account the economic potential that a household could realize by selling
these unused products, it seems surprising that only 46% of participants reported selling
at least one of these products, and only 30% sell one or more products at least every
three months. Twenty-three percent of consumers, asked in the survey, do not get rid of
products at all, and thus these items occupy an increasing amount of space in their flats
or houses. Forty-seven percent of them simply discard unused products as waste, despite
their economic value—this refers mainly, but not only, to broken products. When asked
why they do not take advantage of the opportunity to turn such products into additional
income, 12% answered that they are not aware of channels for selling used products,
24% mentioned the necessary efforts as an important barrier. Concerning this additional
effort, 49% emphasized the time required, 34% lack information about the residual value
of the products they want to sell, 32% have trust issues with potential buyers and are
afraid of fraud, and 31% noted that communication with potential buyers simply takes too
much time.

12%

16%

19%

15%

13%

5%

4%

16%

Figure 1. Estimated average value of unused products in the household. Source: authors’ results.
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3.2. Buying Used Products

In a second part, the participants were asked about their role as purchasers of used
products. Of the 1023 interviewees, the majority indicated economic incentives as important
advantages of buying second-hand products in comparison to virgin products: 56% agreed
that they were able save costs and 36% indicated that they would not have afforded the
products at the original retail price. Environmental benefits and avoiding unnecessary
wastage of natural resources was indicated by 42%, and a third key driver seems to be the
availability of products that are no longer for sale (34%).

Despite these economic incentives, only 29% of the survey participants bought more
than one used product during the last twelve months. The results show that a large
percentage of second-hand purchases is done by a relatively small group of participants
who buy a product on a weekly or even daily basis. Table 2 illustrates the important barriers
that were recorded—most refer to uncertainties about the reliability of the buyer or the
quality of the product. Consistent with the abovementioned analysis by Hristova (2019),
only 4% mentioned a general reluctance towards second-hand products as something that
is only relevant for those who cannot afford new products. Potential buyers do not seem
to be held back by unjustified prices, but by specific risks and uncertainties that would
require them to invest more time in the validation of given information on the products
for sale. Taking these barriers into account, the interviewees mentioned various product
groups that less than a quarter would even consider buying second-hand. This includes
inter alia smartphones, large electronic appliances, or car spare parts—all are considered as
particularly resource-intensive and often contain critical raw materials (Sander et al. 2019).

Table 2. Key barriers in buying used products. Source: authors’ results.

Key Barriers in Buying Used Products in %

I do not know if the products are functional 52%

I do not know if the seller is trustworthy 46%

I do not know if the products are really as described/pictured 34%

I have no information on how the product was used before 33%

I do not know if the products are hygienically safe 21%

I just feel more comfortable with new products 17%

The search for used products costs a lot of time 14%

Buying used products is more time consuming because I do not have the wide
selection/availability as with new goods 9%

Communication with the salesperson is exhausting 8%

Used products are something for people who cannot afford new goods 4%

Other 2%

Do not know/no information 6%

3.3. Attitudes towards Sustainability and Climate Protection

A third group of questions referred to the personal attitudes towards sustainable
consumption and climate protection and their relevance for the willingness to buy second-
hand products. Table 3 shows the significantly different answers of those who actually
bought a second-hand product during the last twelve months and those who completely
focused on buying virgin products. Here, 66% compared to only 28% who did not buy
a second-hand product agreed with the statement that used products are an attractive
alternative to new products; 55% compared to 25% mentioned that buying second-hand
products is seen as an element of sustainable consumption.
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However, even of those interviewees who did not buy a single second-hand product
in the last year, 55% agreed that second-hand products are good for the environment. There
is also little difference between the shares of interviewees who mentioned that sustainable
consumption should include buying less—it could be argued that this is an indication to
second-hand as a consistency rather than a sufficiency strategy for sustainability. Almost
half of the survey participants do not seem to see a necessity to question consumption pat-
terns as long as the products purchased have a lower environmental footprint (Sachs 2015).
Those consumers who already bought a used product in the past also indicated a higher
willingness to buy more second-hand in the future (63% compared to 30%).

Table 3. Agreement to specific statements related to sustainability depending on previous purchases of second-hand
products. Authors’ results.

Agreement to Specific Statements Related to Sustainability
Depending on Previous Purchases of Second-Hand Products

No Used Products
Bought in the Last 12

Months

Purchased Used Products at
Least Once in the Last 12

Months

Sustainable action is becoming more important not only in
consumption, but also in every day 67% 75%

Used products are good for the environment 55% 73%

Used products are an attractive alternative to new products for me 28% 66%

Sustainable action in everyday life is becoming more important
for me 53% 66%

In everyday life, I pay a lot of attention to conserving resources 58% 64%

Buying second-hand will be an economically better alternative to
buying new in the future 35% 57%

For me, sustainable consumption means buying less 50% 56%

For me, sustainable consumption means buying used products 25% 55%

Second-hand products are something for people who cannot afford
new goods 27% 16%

N (total) 478 519

3.4. Relevance of Specific Barriers for Reuse

Based on these data, Tables 4 and 5 show an analysis of the relevance of specific
barriers for (a) buying and (b) selling second-hand products. For this analysis, data on
relevant barriers were checked for statistically significant deviations between regular
buyers/sellers (more than four products per year) and those who indicated not to buy/sell
any second-hand products. The table highlights deviations with a β error of p ≥ 0.1.

The results highlight that different barriers seem to be of different relevance based
on the frequency of selling/buying second-hand products. Interestingly, the perceived
relevance of some barriers seems to increase, whereas others seem to decrease when
consumers gain experiences with second-hand products. Experienced consumers put a
stronger emphasis on insufficient descriptions of second-hand products and in general
more often confirmed that buying second-hand products is more time consuming than
regular purchases of new products. On the other hand, concerns about hygienic conditions
of products and a general reliance on new products seem to decrease when consumer
purchase second-hand products on a more regular basis. Concerning selling second-
hand products, it is not surprising that the challenge of finding suitable market places
is perceived as less relevant when consumers are used to offering their products more
than four times a year. In addition, the general mistrust in buyers seems to decrease. On
the other hand, experienced sellers emphasized the time-consuming communication with
potential consumers.
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Table 4. What are the three most significant disadvantages of buying used?

q15

q12 All
I Repeatedly Buy Products Used

Yes in % No in %

I do not know if the products are really as described/pictured 34% 41 29%

I do not know if the products are functional 52% 52% 51%

I do not know if the products are hygienically safe 21% 13% 26%

I have no information how the product was used before 32% 35% 32%

The search for used products costs a lot of time 13% 17% 11%

Communication with the salesperson is exhausting 8% 10% 7%

Buying used products is more time consuming because I do not have the
wide selection/availability as with new goods 9% 12% 8%

Used products are something for people who cannot afford new goods 4% 3% 5%

I just feel more comfortable with new products 17% 8% 25%

I do not know if the seller is trustworthy 46% 48% 42%

Other 2% 3% 2%

Do not know/no indication 6% 6% 8%

N (total) 1023 289 485

Table 5. What are the three largest barriers to selling used products?

q18

q22 All Less Frequently than 1× per Year in % More than 4× a Year in %

The sale of used products is time
consuming 49% 54% 59%

Communication with the buyer is
exhausting 31% 33% 45%

I do not know the price I used product
is still worth 34% 35% 28%

I do not know how and where to sell
used products 7% 10% 4%

I am afraid of being cheated 32% 33% 26%

Selling to strangers is too unsafe for me 20% 14% 6%

Other 7% 3% 11%

Do not know/no indication 17% 15% 14%

N (total) 1023 80 139

4. Discussion

The empirical results of the online survey and its analysis confirm various points of
the existing literature on drivers/barriers for second-hand products. There seems to be a
high willingness and acceptance amongst consumers to consider second-hand products
as an alternative to buying new products—with economic incentives and environmental
benefits as key drivers, see (Klug et al. 2015; Mukherjee et al. 2020; Budică et al. 2015). In
this regard, the survey focusing on Germany seems to be consistent with international data
(Bortoleto 2015). It should nevertheless be taken into account that overall reuse figures in
Germany are quite low compared to neighbor countries such as, e.g., Belgium and France,
inter alia due to high shares of exports for second hand goods (Borusiak et al. 2020). This
specific gap between intention and actual behavior also seems to confirm the guiding
research hypothesis on different forms of transaction costs as an important explanatory
variable in order to explain why consumers nevertheless predominantly buy new products
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although they are aware that second-hand would save money and make an individual
contribution to climate protection, also taking into account the ratio of price and depreciated
value of the product (OECD 2006).

The data presented seem to indicate that these general conclusions are based on
perceptions that clearly diverge between different subgroups: younger cohorts empha-
sized the economic advantages and less the environmental benefits; they also indicate a
lower willingness to modify consumption patterns for environmental objectives such as
resource or climate protection compared to interviewees aged 60 and older, for example.
This questions conclusions, e.g., by Rubik et al. (2019), who highlighted the increasing
environmental awareness especially of children and younger people. Despite such dif-
ferences between different social subgroups, the overwhelming majority of interviewees
support the concept of extending use phases of products by reuse and in practice buy
only a small share of previously used products and also do not offer significant amounts
of products for sale, although they are unused and of considerable monetary value, see
Urbański and Ul Haque (2020).

Concerning the research question of this paper, the consideration of transaction costs
leads to plausible insights into certain drivers and barriers for the second-hand market, but
of course raises the question of quantifying these costs for the use of the market mechanism.
This issue has been highlighted by several authors who criticize the fact that transaction
costs tend to be measured rather indirectly as divergence from an assumed optimal market
equilibrium: “while the body of descriptive and theoretical literature on transactions costs
is extensive, the empirical literature has been lagging” (Vakis et al. 2003). Especially, when
transaction costs are prohibitively high and, in our case, virgin products offer a viable
alternative, it is challenging to assess the absolute value of these additional costs.

The analytical perspective of transaction costs seems to be helpful for explaining
this gap (Yousuf 2017). The costs of gathering and validating information on exchange
partners and specific products seem to be of such relevance that those actors who focus
on economic advantages decide that virgin products offer the better cost–benefit ratio.
Furthermore, even those actors indicating environmental reasons as an important driver for
buying/selling second-hand seem to conclude that other options to reduce their resource or
climate footprint offer easier and thus more efficient ways to save the planet. The analysis
presented here adds a dynamic perspective on such transaction costs. The relevance of
specific barriers for reuse seems to change if market actors—as buyers as well as sellers—
engage in more frequent transactions, including second-hand products. With an increasing
number of products that are offered/bought every year, some barriers caused by such
transaction costs gain in relevance, others are perceived as less important.

5. Conclusions

This paper analyses the relevance of specific transaction costs as a barrier for market
transactions for second-hand products, and thus for the development of a reuse market
segment that could contribute to resource conservation and climate change mitigation.
Obviously, transaction costs are only one variable among many that determine the decision
to sell/buy second-hand products, but they lead to a lower market equilibrium than would
be optimal if all information about the trustworthiness of buyers/sellers and the quality of
the products offered were available at zero or lower costs.

Taking into account the aggregated level of transaction costs that would have to be
added to the actual price for which a product is bought or sold, this perspective allows a
better understanding of why the market volume for second-hand products is still small
compared to virgin products. The data on sustainability attitudes of buyers as well as
sellers of second-hand products also lead to the hypotheses that a large share of the market
volume is due to actors with a higher intrinsic motivation, which could compensate these
additional transaction costs to a certain extent.

The analysis allows for drawing conclusions on specific policy instruments in this
context. Taking into account the level of transaction costs linked to purchasing or selling
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second-hand products, policies to support reuse should aim to decrease the necessary time
and efforts to gather, evaluate, and monitor information, e.g., concerning the quality of
products. Standardized regulations, i.e., regarding warranties or return options, could
significantly increase incentives to consider second-hand as a viable alternative for new
products. Considering that 66% of interviewees who already bought a used product during
the last twelve months indicated their willingness to engage in additional second-hand
transactions, it could be an option to subsidize the first purchase of a second-hand product,
e.g., by providing vouchers. Similar incentives schemes for repair services have proven to
be very effective (Stadt Wien 2021) because consumers gain insights on how to use relevant
channels, and because the thresholds are lowered, transaction costs are reduced.

The results presented here are of course limited and preliminary as they are based on
national data for Germany alone; as discussed above, even regional differences might be
of significant relevance and results may differ in countries with more established reuse
structures. In addition, the data are based on an online survey, the perception of transaction
costs and barriers might thus be biased and subjective. Future research should therefore
focus on more standardized empirical approaches to measuring transaction costs as a
basis for assessing the economics of waste prevention, e.g., by taking into account the
time required, the number of decisions to be made, and the number of stakeholders to be
involved. The current lack of comparable data on the efficiency of waste prevention matters
is also reflected in waste prevention policies, which rarely use market-based instruments,
inter alia due to uncertainties about the relevance of transaction costs and thus about the
actual effects of supporting second-hand products by reducing VAT rates (Wilts 2015),
for example. The conceptional approach developed here for understanding second-hand
markets could be a starting point for such a much more comprehensive analysis of the
effectiveness and efficiency of waste prevention policies.
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