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In crowdsourcing contests, managers have to process hundreds  
of potential solutions on different topics and from different 
perspectives. This is resource-intensive, and the cognitive limits  
of humans are quickly exceeded. Applying contemporary  
AI-based language models is a promising way to help structure  
and explore crowdsourcing solutions.

Julian Wahl, M.Sc., Prof. Dr. Johann Füller, Prof. Dr. Katja Hutter
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Hardly anyone engaged in the field of open innovation would 
deny that it is beneficial to have access to many different ideas 
in the front-end of new product development processes. But 
innovation managers that have to deal with the large number 
of ideas shared in crowdsourcing contests (Afuah & Tucci, 
2012; Terwiesch & Xu, 2008) and extricate the potential of the 
shared suggestions may not always be that enthusiastic. Rea-
ding hundreds or even thousands of ideas is likely to lead to 
high cognitive load levels, negatively affecting decision quality 
(Blohm et al., 2016; Sweller & Chandler, 1994). Insights into 
the structure of the crowdsourced solution space (Jeppesen 
& Lakhani, 2010; von Hippel & von Krogh, 2016) may help to 
absorb essential information and better solve the broadcasted 
innovation problem. However, innovation managers tend to 
lose sight of essential and promising solutions and overlook 
important patterns in the gathered content. Thus, new approa-
ches are needed to capture the full range of proposed solutions 
and overcome limited human processing capacities. 

Integrating artificial intelligence (AI) into new product develop-
ment allows for efficient processing of large-scale solution-re-
lated information and rethinking entire innovation processes 
(Füller et al., 2022; Haefner et al., 2021). In this context, applying 
AI-based language models presents a promising way to analyze 
large amounts of text. With these models, texts can be transfor-
med into numeric vectors and allocated at specific locations in 
a high-dimensional space depending on their semantic content. 
Recently, pre-trained contextual language models that learn 
the semantic representations through transformer network 
architectures have revolutionized the field (Wolf et al., 2020). 
For example, sentence-BERT (SBERT) models (Reimers & Gure-
vych, 2019) based on Google’s popular BERT model (Devlin et 
al., 2019) are tuned for automatically mapping entire sentences 
or paragraphs into a semantic space. 

While there have been initial efforts to enrich the wisdom of 
the crowd with AI-based language models (Rhyn & Blohm, 
2017), little research has explored how pre-trained contextual 
models for text representation can be implemented to gain 
insights into the structure of crowdsourced content and sup-
port human decision-making. Thus, in collaboration with Hy-
vecrowd – a leading German crowdsourcing platform – we 
explored how SBERT and complementary algorithms can be 
applied to facilitate AI-assisted searches through crowdsourced 
solution spaces. Using data from a crowdsourcing contest on 
future mobility and energy services, we show how AI-assis-
ted searching can support managers to automatically identify 
clusters of similar ideas giving insights into their popularity, 
uncover latent topics and important interrelations, or directly 
spot ideas that meet a specific need or sub-problem. Thereby, 
it reduces the time and cognitive effort required to analyze the 
vast amount of submitted ideas. 

Literature Background
Crowdsourced Solution Spaces

Compared to situations where organizations search for new so-
lutions by themselves, crowdsourcing allows for richer insights, 
as the various contributors have information on different parts 
of the entire solution space (Jeppesen & Lakhani, 2010; von 
Hippel & von Krogh, 2016). Problem-solving literature suggests 
that the generation of multiple ideas can enable new ways of 
thinking (Boden, 2004; Ulrich, 1988). Therefore, decision-makers 
should not limit themselves to analyzing single search paths 
but rather consider a broad collection of possible solutions to 
find the right one (Simon, 1996). However, when organizations 
review crowdsourced idea content, they often focus on filtering 
out a specific number of winning contributions (Merz, 2018). As 
a result, a myriad of perspectives – representing the crowd’s 
collective intelligence – is not considered in further decision-ma-
king. Yet, insights into that knowledge structure can be helpful 
to learn from the shared input and explore promising solutions.

Humans quickly reach their cognitive limits when processing 
many different ideas with multiple interacting components. If 
too many ideas are delivered at a particular time, the incoming 
information cannot be sufficiently organized and recognized 
according to its thematic content (Hiltz & Turoff, 1985; Sweller & 
Chandler, 1994). Thus, innovation managers engaged in crowd-
sourcing contests often struggle to develop a clear picture of the 
gathered knowledge. Although human experts can draw on a 
high level of domain-specific knowledge and experience, they 
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need to find ways to overcome their limited processing capacities 
and develop a holistic understanding of the vast space of possible 
solutions to identify valuable crowdsourced contributions. 

AI-based Idea Representations 

Recently, insights gained from analyzing large amounts of text 
with the help of language models for semantic text represen-
tation have gained traction in innovation and crowdsourcing 
research (Antons et al., 2020; Rhyn & Blohm, 2017). Since ideas 
shared in contests are described in text, processing ideas with 
language models powered by deep learning algorithms is pre-
destined to uncover semantic similarities. 

In the last decade, the application of deep learning algorithms to 
generate AI-based text representations has pushed the field of 
natural language understanding forward. Popular models like 
Word2Vec (Mikolov et al., 2013) or GloVe (Pennington et al., 2014) 
are learning semantic embeddings for words depending on 
how frequently they appear close to each other in a text corpus. 
Consequently, semantically similar words obtain similar vector 
values in the embedding space. Some models map entire senten-
ces or short documents in an semantic space (Kusner et al., 2015; 
Le and Mikolov, 2014). For example, in the models the sentence 
“We published an article on open innovation in the Marketing 
Review St. Gallen” will have a similar semantic vector repre-
sentation as “We wrote a paper on crowdsourcing practices 
for the Harvard Business Review.” However, distributional 
models for text representation like Word2vec or GloVe ignore the 
different meanings of words in different contexts. For example, a 
processed word like “paper” may encode different information 

depending on whether it is used by an academic researcher or 
by an industry expert on packaging solutions. 

Unlike distributional word representation models in which each 
word of a vocabulary corresponds to a single word embedding, 
contextual models consider the environment of each word oc-
currence. Thus, the value of the word vector varies depending 
on the sentence or paragraph in which the word is used. The 
capturing of the context is enabled by powerful transformer ar-
chitectures, which can generate universal representations of an 
unprecedented amount of text data (Wolf et al., 2020). Contextual 
models such as BERT (Devlin et al., 2019) or GPT-3 (Brown et al., 
2020) are pre-trained on large language datasets scraped from 
web corpora, such as Wikipedia, Gigaword, Google News, and 
many more. Pre-trained models using the SBERT framework 
(Reimers & Gurevych, 2019) deliver state-of-the-art embeddings 
for entire sentences or short documents.

The benefits of applying modern AI-based language models 
to automatically create similarity mappings of numerous 
crowdsourced ideas are apparent, as they can help innovation 
managers structure solution-related content automatically and 
extend their information processing capacity. However, the 
representation of potential solutions based on their semantic 
content is of limited value without search applications that 
support them in exploring the emerging solution space. 

Research Context and Data
 
In collaboration with the leading German crowdsourcing plat-
form Hyvecrowd, we experimented on how AI-based represen-
tations of hundreds of crowdsourced solutions implemented 
in practical applications can enrich search practice. For this 
purpose, we used data from an innovation contest, in which 
the car manufacturer BMW reached out to the crowd to identify 
mobility and energy services that will potentially be establis-
hed by 2030. More specifically, BMW wanted to know which 
services are changing the mobility ecosystem, which startups 
satisfy emerging customer needs, and which developments are 
in the early stages and have the potential to become established 
within the next ten years. With the chance to win prizes of € 
3,000 in total, 151 participants generated 289 potential solutions. 

To better process the heterogeneous perspectives shared by 
the crowd and navigate through the large amount of ideas, 
we applied state-of-the-art SBERT models from the Python 
package Sentence Transformers (Reimers, 2021) to automatically 
generate a similarity allocation of the 289 idea vectors. In seve-
ral experiments, we explored how this allocation can support 
decision-makers in organizing the wisdom of the crowd more 
efficiently and effectively. Together with practical experts from 

Management Summary

This study explores how AI-based language models 
can complement the search through large numbers of 
solutions shared in a crowdsourcing contest. It outlines 
four search applications that automatically aggregate 
semantically similar ideas into clusters to explore 
characteristic agglomerations in the solution space, 
unveil underlying themes and interrelations to build a 
holistic understanding of the solution space, and identify 
solutions that address a pressing need or sub-problem 
within a few seconds without any noteworthy costs or 
cognitive effort. Innovation managers are encouraged 
to implement AI-assisted searching to improve the 
exploration of solution spaces in crowdsourcing 
contests and beyond.
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the characteristics of the shared set of solutions and facilitates 
processing the numerous possible solutions. Innovation mana-
gers often start their search by simply exploring exciting ideas. 
Using density-based clustering, managers can learn whether a 
proposed solution is part of a popular or unique neighborhood. 
For example, dense agglomerations might create an unbiased 
structure indicative of ideas addressing a relevant problem or 
need (Kornish & Ulrich, 2011). 

In a hierarchical Ward clustering analysis (Scikit-learn, 2022), 
we uncovered 176 cluster groups that range from one to six 
solutions. Another clustering model with higher similarity 
threshold levels yielded 76 groups and revealed additional 
insights at broader levels of the crowdsourced solution space. 
Thus, two solution landscape structures on different levels of 
granularity emerged (figure 1). While the actual idea vector 
was generated based on a longer text, the subtitles validate 
the face validity of the generated similarity structure. For 

the team of Hyvecrowd and backed by academic concepts on 
solution search, we came up with four different approaches to 
navigate through crowdsourced knowledge that can be used 
sequentially: 1) exploring density structures; 2) determining 
topics and interrelations; 3) combining density structures and 
topics; 4) matching ideas with specific needs.

Search Applications
Exploring Density Structures 

We assume that in exploration processes insights into the struc-
ture of the solutions space (Newell & Simon, 1972) facilitated 
by an automated allocation of ideas according to their semantic 
meaning can significantly support the search for solutions. 
Structuring the crowdsourced solution space by clustering 
the embedded idea vectors allows for a first understanding of 

 Source: Own illustration.

Figure 1: Section of Clustered Solution Spaces on Two Different Granularity Levels
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example, the red cluster in figure 1 involves solutions dealing 
with electric vehicle (EV) charging. This cluster can be divided 
into three further groups covering batteries, new charging 
services, and platforms. To obtain the representation, the 
768-dimensional SBERT vectors of each service description 
were reduced to two dimensions using the UMAP technique 
(McInnes et al., 2018). This allows for more nuanced insights 
into the semantic density structure of the solution gathered 
in the crowdsourcing contest. 

Determining Topics and Interrelations 

Besides semantic clusters, innovation managers engaged in 
crowdsourcing contests may also be interested in common 
themes independent of density structures in the crowdsourced 
solution space. Topic modeling based on SBERT embeddings 
allows the identification of interrelations between ideas that 

share similar topics but might approach them from different 
perspectives (Bianchi et al., 2021). In the cluster exploration 
outlined above, the more latent interrelations might remain 
undetected. We ran a contextual topic model analysis over all 
232 crowdsourced ideas using the Python package Contextua-
lized Topic Models (Bianchi et al., 2020). For the analyzed data, 
a model with 70 topics turned out as most effective for revea-
ling coherent, diverse, and fine-grained regularities among 
the shared mobility and energy service descriptions. Insights 
into the regularities across contributed solutions and their 
components may further transform the overall understanding 
of the innovation problem. We manually labeled the solutions 
by focusing on the topic words with the highest scores and 
removed six noisy topics with incoherent and meaningless data. 

In the network shown in figure 2, the topics are linked based on 
their common occurrence in the crowdsourced service descrip-
tions. The different colors of the nodes in the network represent 

 The network uses the correlations between the topic loadings of the crowdsourced service descriptions and only displays correlations above a threshold value of the 90th percentile.  
 Source: Own illustration.

Figure 2: Topic Network
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different topic communities, the different transparencies of 
the nodes indicate their importance, with the most opaque 
ones highlighting the connector nodes in the network. The 
thickness of the connecting lines corresponds to the strength 
of the correlation between the topics. For example, in the top 
left corner of the figure, the light brown topics deal with char-
ging and electricity services around the car of the future and 
indicate exceptionally high correlations. This topic community 
further involves the two important topics of charging battery 
temperature and battery life that connect it to other communi-
ties. Innovation managers can learn from the unveiled patterns 
and understand the solution space, including underlying sub-
problems, important interrelations, and potential components 
of solutions. In a further step, nuanced and holistic representa-
tions of possible ways to solve the crowdsourced problem may 
become more transparent. For example, topic combinations may 
serve as a template that stimulates the search for new solutions 
beyond the ones created in the crowdsourcing contest.

Combining Density Structures and Topics 

When one has information about the semantic mapping, den-
sity structures, and underlying themes of the crowdsourced 
solution space, combining this information into a single search 
application makes sense. Figure 3 illustrates an interactive 
visualization of the crowdsourced solution space in three-di-
mensional space. This allows to roam through all 289 service 

descriptions and gain information on their content, popularity 
in the contest, i.e., likes and comments, and the density in the 
semantic neighborhood, i.e., the number of contributions in the 
fine and broad clusters. While dense clusters indicate popular 
solutions in the neighborhood, smaller clusters may reveal uni-
que posts that indicate weak signals, e.g., in the case of a high 
number of views, comments, or likes. Using this information, 
decision-makers can focus on selected areas of the solution 
space or read through these potential solutions in more detail.

Furthermore, by connecting the most characteristic topics of 
all service descriptions, one can filter for overarching topics 
of interest and focus one’s search on specific parts of the 
crowdsourced solution space, starting from a topic of interest. 
For example, the service description “Autonomous vehicles 
for autonomous urban micro mobility” depicted in the lower 
graph of figure 3 strongly represents the topic of autonomous 
human transport. However, compared to the service descrip-
tion “Powerbank – mobile charging on the road” shown in the 
upper graph, it appears less attractive, with lower values in 
comments and likes, and a fine and broad cluster size. 

Matching Ideas with Specific Needs 

Innovation managers are often aware of specific problems 
or are searching for ideas addressing specific issues. In this 
case, they may search through manually annotated idea tags 

Main Propositions

1  Managers require new approaches to overcome 
cognitive limitations in processing large-scale text 
information.

2  The automatic clustering of semantically similar 
solutions creates an unbiased structure to identify 
popular or unique contributions.

3  Topic modeling helps to better understand 
underlying components in crowdsourced solution 
spaces.

4  Instead of keywords or themes, customized need 
queries can be used to identify relevant solutions 
directly. 

5  Though many tasks can be automated, innovation 
managers’ domain knowledge and contextualization 
remain essential.

Lessons Learned

1  The different search applications facilitated by AI-
based language models should be combined into 
scalable tools and integrated with idea management 
and crowdsourcing platforms.

2  Innovation managers are encouraged to let AI 
handle any tasks that involve the processing of large 
amounts of text to save resources for high-value 
tasks. 

3  Before implementing AI-assisted searching, 
innovation managers should carefully validate the 
benefits of previous practices and clarify where 
experts’ intuition and experience are required.

4  AI-savvy innovation managers should closely follow 
the rapid advancements in the automated analysis 
of text, images, and videos and constantly explore 
new options to enhance AI-assisted solution searches.
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or filter for related keywords in the crowdsourced idea titles 
to limit the amount of text to be investigated. However, idea 
titles or annotated idea tags only capture a limited part of the 
semantic content. For example, keywords that are not part of 
a pre-defined search set cannot be considered, and annotated 
tags and themes are likely too broad to engage in nuanced 
fine-grained searches. Due to their ability to capture semantic 
meaning and the context of language, SBERT models are pro-
mising tools to search for solutions that address pre-defined 
needs independent of certain keyword expressions, tags or 
themes by comparing the semantic distances between text 
vectors describing needs and solutions.

In the background information of the crowdsourcing contest, 
the hosting car manufacturer explicitly mentioned this issue. 
In the original contest, participants annotated their contributed 
ideas with pre-defined terms but could only select between 
the extremely broad trend themes of “mobility services” and 
“energy services”. In another step, Hyvecrowd and BMW 
experts invested considerable resources to categorize the con-
tributed ideas into a few somewhat more specific themes, e.g., 
“maintenance service”, “charging service” or “human–machine 
interaction”. As these annotated themes still cover quite broad 
need areas, such a procedure is useless in a deliberate search for 
specific needs. In the analyzed contest briefing, the hosts men-

 Source: Own illustration.

Figure 3: Exemplified Exploration of 3D Crowdsourced Solution Spaces
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tioned needs like “How can we integrate cars into overarching 
mobility concepts?” or “Which data-based services can support 
the driver, fleet manager or government?”. Table 1 displays the 
results from two exemplary searches using these two need 
queries to automatically identify the ten crowdsourced ideas 
with the least semantic distance to them. Though the calculati-
ons are based on the full-text descriptions, a first evaluation of 
the results’ titles and subtitles confirms the search approach’s 
applicability and content validity. Almost all top-ten closest 
solutions provide a valid answer to the stated queries. Only 
two of the 20 reported outputs (listed in italics) do not provide 
useful answers. For example, the idea of seeing a BMW as a 
home away from home is not a solution for integrated mobility 
concepts, and the application of new technologies for seamless 
car rental may only indirectly be related to data-based services.

Discussion  
 
Usually, managers have to read through every idea submission to 
explore new and relevant ideas, break down idea content into the 
underlying components and identify solutions that match their 
needs. Our research outlines four different AI-based approaches 
to navigate the solution-related input shared in crowdsourcing 
contests. The proofs-of-concept described in this article illust-
rate the potential of AI-based language models and related 
algorithms to facilitate new ways of organizing the wisdom 
of crowds more efficiently and effectively. Previous research 
has already outlined how AI transforms innovation practices 
and which affordances emerge from AI-based innovation ma-
nagement (Füller et al., 2022; Haefner et al., 2021). In AI-assisted 
searches, large crowdsourced solution spaces can be structured 
in just a few seconds without any noteworthy costs or cognitive 
efforts. While the exploration of dense agglomerations reveals 
unbiased structures that might indicate solutions that address a 
relevant problem or need, smaller clusters can help find unique 
contributions (Kornish & Ulrich, 2011). Topic modeling supports 
gaining nuanced insights into latent themes and interrelations 
across all crowdsourced contributions and facilitates a holistic 
understanding of possible ways to solve the problem presented to 
the crowd. In addition, managers can focus on specific needs and 
directly identify solutions to address them, and even combine 
the different search applications one after the other. 

While the proposed AI-based approaches examined in this 
study can complement the skills of human decision-makers by 
automating the structuring of idea content, the automation of 
entire innovation processes remains a thing of the future. In the 
investigated applications, human skills were important in con-
ceptualizing approaches that provide value in practice, selecting 
suitable language models and parameters, and drawing conclu-
sions from the generated output. While we manually labeled the 

 Source: Own illustration.

Need query: “How can we integrate cars into overarching 
mobility concepts?”

1.  Opinionated #SoMe interactions, Social Audio ... –  
Socialize while on the go! Building on apps and internet 
connectivity, head up displays, etc.

2.  Shared mobility with small e-cars – getting where you want  
with your kids or friends in no time has never been that easy!

3.  The future is van-tastic – electric vans are conquering villages 
and towns.

4.  Service for product – carpooling, car sharing or other services.

5.  Distribution of condition(s) sensitive medication –  
collect your critical medication while you charge up!

6.  Mobility flat – vehicle tariffs as required.

7.  First-mile and last-mile mobility that stows easy and fits  
and recharges in your vehicle.

8.  Localectric (local + electric) mobility services –  
providing local mobility services via electric vehicles.

9.  Lounge BMW’s Services – electric car with more space and comfort.  
The EVs will be designed to be a home away from home.

10.  BMW and the all-in-one solution – how to efficiently combine all 
sustainable trends? Configure-to-order process is the future!

Need query: “Which data-based services can support the 
driver, fleet manager or government?”

1.  Data management from connected mobility – with vehicles 
acquiring more data from their drivers, managing and using this 
data is crucial to offer new services.

2.  Value from V2I, V2X and vehicle sensor data – vehicular or fleet 
sensing of surroundings and V2I, V2X, V2V touchpoints/history = 
trove of situational/environmental big data

3.  Sharing carsharing cars with the police App-open – keyless opening 
tech is developed into an app environment of additional services.

4.  Full system diagnostic scanner AI-Transport – damage detection 
for various service scenarios and vehicle diagnostics.

5.  EV mileage optimization service – EV vehicle, trip and charging 
management and optimization service to serve and help customers.

6.  Remotely operated/controlled EV – we all love remote controls, 
what about remotely operated/controlled EV?

7.  Smart vehicles with intelligence on board – a customizable vehicle 
assistance system helps to avoid personal and property damage 
– real(-time) assistance and sustainability

8.  Vehicle repair that is itself mobile – comes to you / your  
driveway / parking spot.

9.  Premium shared mobility solutions – using technology to enable 
seamless car rental.

10.  Geo targeted ads service – the digital billboards on the road syncs 
up their ads to what is relevant to the moving customers on wheels.

Table 1: Top-10 Closest Crowdsourced Solutions  
of Need–Solution Matching (original wording)
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clusters and topics, future research is encouraged to experiment 
with language models for text generation (Ouyang et al., 2022) 
to automatically assign titles to clusters and topics based on the 
semantic content of the aggregated solutions or topic words. 

Furthermore, in-depth knowledge about the organizational 
context, the market situation, or competitive scenarios appears 
indispensable to find the best overall solutions, at least for now. 
However, the days when experts relied solely on their cognitive 
abilities to make sense of vast amounts of crowdsourced know-
ledge to develop a thorough understanding of a problem and 
find the best solutions seem to be over. Innovation managers 
are encouraged to implement AI-assisted search approaches to 
improve the exploration of large amounts of ideas in crowd-
sourcing contests and beyond. Thus, they can reduce the cog-
nitive demand associated with perusing every idea and find 
similar structures and interrelations that might have remained 
undetected with traditional approaches. In doing so, they should 
constantly monitor the advancements in existing AI-based lan-
guage models accessible via open-source libraries on Python 
and ensure capabilities to implement them into their processes, 
either through customized tools or whole systems embedded 
within crowdsourcing or idea management platforms.  
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