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We use unique data from journal submissions to identify and unpack publication bias 

and p-hacking. We find that initial submissions display significant bunching, suggesting 

the distribution among published statistics cannot be fully attributed to a publication 

bias in peer review. Desk-rejected manuscripts display greater heaping than those sent 

for review i.e. marginally significant results are more likely to be desk rejected. Reviewer 

recommendations, in contrast, are positively associated with statistical significance. Overall, 

the peer review process has little effect on the distribution of test statistics. Lastly, we track 

rejected papers and present evidence that the prevalence of publication biases is perhaps 

not as prominent as feared.
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1 Introduction

Publication biases and p-hacking are generally perceived to be pervasive issues in academia. Publi-

cation bias reflects a potential preference among editors and reviewers for results that display statistical

significance. P-hacking generally refers to undesirable actions that authors engage in, knowingly or oth-

erwise, in order to produce “more favorable” p-values.1 Such actions include continuing to collect data,

tinkering with econometric specifications, and imposing sample restrictions until certain thresholds of sta-

tistical significance are met. The motivations for p-hacking could be driven by the presence of a publication

bias. Furthermore, a belief about the existence of a publication bias may encourage authors to shelve a study

if initial results are undesired or unpromising. These behaviors may have large consequences as studies

reporting significant effects of a particular program or policy may be more likely to end up published than

studies with null results. This selectivity would then lead to biased estimates and misleading confidence sets

in published research.

A large and growing literature discusses potential publication biases and specification searching in eco-

nomics and other disciplines (Andrews and Kasy, 2019; Ashenfelter et al., 1999; Bruns et al., 2019; De Long

and Lang, 1992; Doucouliagos and Stanley, 2013; Ferraro and Shukla, 2020; Furukawa, 2020; Havránek,

2015; Ioannidis, 2005; Ioannidis et al., 2017; Leamer, 1983; Lybbert and Buccola, 2021; McCloskey, 1985;

Miguel et al., 2014; Stanley, 2005, 2008).2 To document these phenomena, researchers have plotted the

distribution of test statistics from published manuscripts in a given literature or in top journals, finding sig-

nificant bunching at well-known thresholds of statistical significance (e.g., Brodeur et al., 2016; Gerber and

Malhotra, 2008a,b; Vivalt, 2019). Brodeur et al. (2020) also collect test statistics from working papers and

compare this distribution against their published counterparts, finding no evidence that the journal “revise

and resubmit” process mitigates bunching of test statistics.

Since prior studies have almost exclusively relied on published papers, one cannot convincingly iden-

tify the direct impact of the peer review process on the distribution of test statistics. Unpacking the role

of authors, editors and reviewers is key for better understanding the extent and sources of p-hacking and

publication bias. For instance, it may be that authors do not engage in p-hacking and the distribution of

test statistics among submitted papers is smooth, but then a publication bias distorts the distribution to-

ward heaping at significance thresholds. Conversely, p-hacking may be so prevalent that the distribution of
1The exact definition of publication bias and p-hacking has slightly differed across the literature. In this study, for simplicity,

we refer to “publication bias” as behaviors that reviewers and editors (i.e., the peer review process) engage in that are skewed in
favor of statistical significance, while “p-hacking” refers to behaviors engaged in by authors.

2See Christensen and Miguel (2018) for a recent relevant literature review, Stanley (2008) and Doucouliagos and Stanley (2013)
for surveys of meta-regression methods and Havránek et al. (2020) for recent guidelines for meta-analysis. A growing literature
also discusses which findings should be published (see, for example, Abadie (2020) and Frankel and Kasy (2022)).
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test statistics is even more skewed among journal submissions versus publications, suggesting that the peer

review process mitigates the consequences of p-hacking. Potential interventions to combat these channels

differ as well: For author behavior, academia has promoted pre-registrations of experiments and pre-analyses

plans for empirical work, while other interventions such as pre-results review3 and bias-corrected estimators

and confidence intervals (e.g., Andrews and Kasy, 2019) correct reported results for publication bias and

some forms of p-hacking.

This study is the first, to our knowledge, to collect test statistics from manuscripts across the spectrum

of the peer review process, from initial submission to desk rejection to reviewer reports to (potential) pub-

lication, in order to unpack the extent of p-hacking and publications bias on published statistics. Our data

include over 20,000 test statistics across a random sample of over 700 manuscripts submitted for review to

a prominent applied microeconomics journal (Journal of Human Resources) from the years 2013 to 2018.

The Journal of Human Resources (JHR) is largely regarded as a “top field” journal, and has been shown

to be important for tenure and promotion decisions, even among the top economics departments in the US

(Carrell et al., 2022).

We first find that the distribution of test statistics among submitted articles displays a hump around 10

and 5% significance thresholds, providing direct evidence that the distribution among published statistics

cannot be fully attributed to a publication bias in peer review.4 We then find that the distribution of desk

rejections display greater bunching than those sent for review, suggesting that on average, false positives

are filtered out during the initial desk review. We also find that this result is partially explained by author

characteristics, which correlate with both desk rejection outcomes and propensity to produce marginally

significant estimates.5 Recommendations from anonymous reviewers, on the other hand, are positively

associated with statistical significance: As we move from rejection recommendations to strong positive

recommendations, the distributions of test statistics display excess mass around significance thresholds.

Finally, we find that the distribution of statistics from the final draft of accepted manuscripts is similar to its

initial draft counterpart.6

3Pre-results review involves the reviewing and acceptance of detailed proposals for research studies prior to results being col-
lected. Consequently, the journal commits to publishing the subsequent paper regardless of the study’s results. The few journals
adopting pre-results review in economics include the Journal of Development Economics and Experimental Economics.

4One caveat worth noting is that papers submitted to the JHR may have already been influenced by editor and reviewer recom-
mendations from prior journal submissions. Thus, the distribution of initial submissions at the JHR may reflect authors adjusting
their main estimates to reflect feedback from the peer review process (which itself may display a publication bias).

5In general, our study is limited to providing descriptive evidence of editor and reviewer behavior. In particular, it may be that
differences in distributions across the peer review process could be driven by both direct editor/reviewer preference for/against statis-
tical significance, and/or papers with marginal significance tend to have other (unobserved) characteristics which editors/reviewers
differentially evaluate (e.g., unobservedly “bad” papers may be more likely to contain marginally significant estimates).

6Still, given that we focus strictly on “main” estimates in papers (and not robustness checks or heterogeneity analyses), the
difference in this latter result is fairly small (i.e., main estimates seldom change from initial to final draft).
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In total, by comparing the final draft of accepted manuscripts against all rejected submissions, we find

that the peer review process does not significantly influence the distribution of test statistics i.e., the issues of

p-hacking are not exacerbated (nor attenuated) by the full peer review process. We further track papers after

rejection to find that approximately 60% eventually publish elsewhere. To allay concerns that our results

are anomalous or unique to our journal, we compare the distribution of tests for manuscripts that fail to

publish elsewhere to their eventually published counterparts, finding that manuscripts that fail to publish

elsewhere display less bunching at the 10% threshold in favor of greater statistical bunching at the 5%

threshold (i.e., greater significance). This evidence suggests the prevalence of publication biases is perhaps

not as prominent as feared, though concern remains about reviewers as marginal significance is associated

with positive recommendations.

Rather, our results suggest that the statistical bunching observed among published manuscripts cannot be

(entirely) explained by the peer review process. Instead, they suggest that authors engage in actions which

cause skewed distributions. These actions are, however, unobserved in our data - for example, authors

may refrain from submitting null result papers entirely, or they may tinker with specifications until desired

thresholds are met. In an effort to document the types of behaviors authors engage in prior to submission, we

conducted an anonymous survey across a broad sample of applied microeconomists. We find that roughly

30% of authors have stopped a research study or refrained from submitting a paper after finding null results

within the past five years. We provide suggestive evidence that this behavior is in response to beliefs about

the importance of statistical significance in influencing the editor’s/reviewer’s decision. We also asked

applied microeconomists about other behaviors and find that around 50% of authors have (at least once)

reported only a subset of the dependent variables and/or analyses conducted in the final draft of their paper.

Less common behaviors include modifying original hypotheses to better match empirical results (26%),

excluding or recategorizing data after seeing the effects of doing so (18%), and selecting regressors after

looking at the results (26%). Finally, nearly 30% of authors have (at least once) decided to further expand

their analytic sample or conduct more experiments after analyzing data. We also find that these behaviors

are broadly consistent across authors who had previously submitted to the Journal of Human Resources

versus other journals, suggesting our prior peer review results likely apply to journals outside our setting as

well.

The findings in our study contribute to the literature in several important ways. Namely, they suggest

that p-hacking among initial submissions is a strong driver of validity concerns, and interventions that target

curbing author behavior away from p-hacking should be particularly impactful. These include growing
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practices of pre-registering studies and developing pre-analyses plans.7 Given the observed biases among

reviewer recommendations, our findings also reinforce those from Blanco-Perez and Brodeur (2020), who

suggest that interventions where editors instruct reviewers to evaluate studies on potential merit regardless

of statistical significance can be particularly effective.

Our results also contribute to a large literature on replications and meta-analyses by documenting the

sources of selectivity in the publication process, which may help researchers to more appropriately correct

the bias from selective publication (e.g., Andrews and Kasy, 2019; Havránek and Sokolova, 2020). The two

most relevant studies are possibly DellaVigna and Linos (2022) and Franco et al. (2014). DellaVigna and

Linos (2022) find that results from RCTs published in academic journals have significantly larger treatment

effects (8.7pp) compared to RCTs conducted at a larger-scale via “Nudge Units” (1.4pp). Franco et al.

(2014) follow 221 research proposals that won a competitive award to conduct survey-based experiments.

They provide evidence that strong results are 40 (60) percentage points more likely to be published (written

up) than are null results.

Last, our findings relate to a growing literature documenting editor and reviewer behavior. Card and

DellaVigna (2020) find that 1) editor decisions closely follow referee recommendations, 2) papers by highly

published authors receive more subsequent citations conditioning on referee recommendations and publi-

cation status, and 3) there are no differences in the predictive power of referee publication rate on paper

citations, yet editors give significantly more weight to highly published referees. Card et al. (2020) doc-

ument how the peer review process differentially treats male- and female-authored papers. Carrell et al.

(2022) document signaling and network effects in how reviewers evaluate papers written by authors of

matching characteristics: For example, the authors find evidence that reviewers positively evaluate research

by authors who went to their same PhD program.

2 Data Sources and Background

Our data consist of two parts. The first are collected from the Journal of Human Resources (JHR). The

JHR is often regarded as a highly selective applied microeconomics field journal. The editorial process at the

JHR is similar to that at most other peer reviewed economics journals. Papers submitted for review are first

handled by the head editor. The head editor then either handles the paper themself, or assigns a co-editor to

handle the paper. The editor handling the paper then decides whether to reject the paper or to send the paper
7See Casey et al. (2012) for an in-depth example and analyses of a pre-analysis plan, and Brodeur et al. (2022) and Ofosu and

Posner (2020) for analyses of the impact of pre-analysis plans on p-hacking and publication rates, respectively.
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to reviewers.8 After receiving reports from reviewers, the editor chooses to either reject the paper or grant

a “revise and resubmit.”9 Revised manuscripts are then resubmitted for further review, potentially by the

same or additional reviewers; our analyses focus strictly on initially submitted manuscripts, initial reviewer

recommendations, and the final draft of accepted manuscripts. For the full population of submitted papers

at this journal, roughly a third are desk rejected by the editor. Reviewers give a rejection recommendation

over 50% of the time, while less than 10% of reviewer recommendations are strong positives. The overall

acceptance rate at the journal is 6%.

Our sample of data from the JHR contains all manuscripts submitted for review from 2013 to 2018.

During this time frame, there were 2,365 submissions that were desk rejected, 1,018 submissions that were

rejected after receiving reviewer recommendation (i.e., “reviewer rejections”), and 223 (eventually) ac-

cepted manuscripts. We then keep a random sample of 250 desk rejections, 250 reviewer rejections, and

all 223 accepted manuscripts, stratified by year of submission. Lastly, upon reading the paper, we removed

manuscripts which did not contain a clear experimental or quasi-experimental statistical inference (differ-

ence in differences, instrumental variables, regression discontinuity, and/or randomized control trials and

experiments); this process closely followed that of Brodeur et al. (2020).10 Then, we included initial drafts

of accepted papers into our sample. Our final analytic sample contains 705 manuscripts handled across

28 editors: 171 desk rejections, 210 rejections after receiving reviews, 162 drafts of eventually-accepted

manuscripts, and 162 published drafts.

We then coded coefficients and their standard errors from each paper. Following the previous literature

(Brodeur et al., 2016; Blanco-Perez and Brodeur, 2020; Brodeur et al., 2020), we only collect estimates

from main results tables. Estimates from summary statistics, appendices, robustness checks, and placebo

tests were not collected, nor were results from figures.11 Within main tables, we only collected coefficients

from the variable(s) of interest in the paper; thus we omit obvious regression controls and constant terms.

Otherwise, within a main table, all coefficients on the covariate(s) of interest were collected. Any cases
8In very rare cases, papers can be accepted without receiving reviewer reports at the JHR. These occurred when the authors

provided reviewer reports from previous journals and which the handling editor effectively used to substitute for JHR reviewers.
These papers are dropped from our sample.

9In rare circumstances, authors of rejected manuscripts may revise their manuscript and submit again to the JHR (i.e., “reject
and resubmit”). Our data do not distinguish these manuscripts, instead classifying the manuscript as being rejected (for the first
submission), then submitted as a separate manuscript for any subsequent submission. These cases are dropped from our sample.

10Examples of omitted papers include literature reviews, methodology papers, descriptive exercises, structural estimations, and
other identification strategies such as synthetic control and propensity score matching. Though some papers possess multiple
identification strategies, we still coded each paper into a single identification strategy based on what we identified as the “primary”
identification; for example, a paper that uses a fuzzy regression discontinuity design was coded as a regression discontinuity (as
opposed to an instrumental variable).

11Though some papers provided their “main” results via figures, nearly all these papers provided the corresponding point esti-
mates and standard errors via table as well, and thus were coded as “main” estimates as well for our data collection process.
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of ambiguity were marked accordingly; for our primary estimates, we exclude ambiguous estimates, but

robustness analyses check for the sensitivity to the inclusion of ambiguous cases. Ultimately, we collected

20,206 test statistics.

Coefficients and standard errors are reported for the vast majority of tests, while p-values and t-statistics

are reported for 2.2% and 2.1% of tests, respectively. For coefficients and standard errors, we construct

the ratio of the two. We thus treat these ratios as if they were following an asymptotically standard normal

distribution under the null hypothesis. We then transform these z-statistics into their corresponding p-values.

One issue discussed in the literature is the overrepresentation of small integers because of the low precision

used in submitted manuscripts. For example, if the coefficient is reported to be 0.020 and the standard error

is 0.010, then our reconstructed z-statistic is two, but the true coefficient lies in the interval [0.0195, 0.0205]

and the true standard error lies in the interval [0.0095, 0.0105]. As a robustness check, we follow Brodeur

et al. (2016) and Bruns et al. (2019) and independently redraw an estimate and a standard error in these

intervals using a uniform distribution. Using these two random numbers, we reconstruct new derounded

z-statistics.12 We also rely on a second derounding method developed by Kranz and Putz (2022) which

omits observations that are too coarsely rounded.13

The second part of our data consists of manually-collected information on authors and reviewers. The

following information was collected by visiting each individual’s website(s), Google Scholar webpage,

ideas.repec.org webpage, and the National Bureau of Economic Research (NBER) webpage: gen-

der, institution of PhD, PhD graduation year, tenure status, prior publication history, and NBER affiliation.

Rankings for the prestige of the author’s PhD program were also collected from the department productivity

rankings on ideas.repec.org.14

2.1 Summary Statistics

Table 1 presents summary statistics for our sample at the paper level, split by the four categories for paper

outcomes: desk rejected, rejected after receiving reviewer comments, first drafts of accepted manuscripts,

and final drafts of accepted manuscripts. Desk rejected papers tend to have fewer main estimates (21)
12We also collected information on the number of stars reported for all z-statistics coded as being equal to two. In total, we have

232 test statistics with z-statistics equal to two. The authors report stars to denote statistical significance for 220 of these 232 tests.
Of these, the authors report 1 star for 61 tests, 2 stars for 132 tests, and 3 stars for 10 tests. The authors report no stars for only 17
tests. This means that the majority of tests with z = 2 are properly coded as having 2 stars, and most of these tests are statistically
significant either at the 10 or 5 percent levels, meaning that we are slightly underestimating bunching at the 10 percent level.

13We follow Kranz and Putz (2022) and omit all observations whose standard error has a significand below a threshold of 37. The
significand consists of the significant digit(s) written as an integer. We also improved Kranz and Putz (2022)’s method by making
it more demanding; we take into account rounding issues for z = 1.5, which may be important for the 10% significance level.

14IDEAS rankings retrieved May 2019 from https://ideas.repec.org/top/top.econdept.html.
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compared to those sent out for review. Additionally, accepted submissions tend to contain slightly more

estimates (31) than submissions rejected at the reviewer stage (24). We deal with these differences in the

number of tests reported in each category in two ways in our analysis. First, we use the inverse of the

number of tests presented in the same article to weight observations. Second, we present a set of robustness

estimates in which we focus on the first table (with main results) for each manuscript.

Next, our summary statistics reveal several large discrepancies in author characteristics associated with

the paper’s outcome. For instance, papers with multiple authors tend to experience better outcomes: desk

rejected papers are solo authored at a 39% rate, 30% of those rejected after review are solo authored, and

25% of accepted manuscripts are solo authored. Those who published in a “top five” economics journal

previously tend to experience more positive outcomes. More experienced authors (measured as years since

PhD) and those who came from better ranked PhD programs also experience more positive paper outcomes.

These correlations are unsurprising since these characteristics are generally associated with higher qual-

ity papers.15 Lastly, turning to identification strategy, randomized control trials appear to have a higher

likelihood of getting past the desk and subsequently publish relative to instrumental variables strategies.

2.2 Where papers go before and after the Journal of Human Resources

In this section, we describe the list of journals that authors typically submit to prior to their JHR sub-

mission, and which journals authors publish in after rejection at the JHR. To do the former, we conducted a

survey (described in greater detail in Section 6) across 143 applied microeconomists who listed which jour-

nals they had submitted to in the previous five years. Authors were then asked (for a random subset of journal

submissions) which journals they had submitted to prior to a specific journal submission. In Figure 1, we

plot the distributions of prior submissions, sorted by journal rank (according to ideas.repec.org), for

each of several journals of interest including the JHR. In general, we first see that (unsurprisingly) authors

tend to submit to higher ranked journals first. The most common journal authors submit to prior to a JHR

submission is the American Economic Journal: Applied Economics (AEJ: AE). The most common prior

journals for AEJ: AE submissions are the American Economic Review (AER) and the Quarterly Journal of

Economics (QJE). The distribution of prior submissions to the JHR closely resembles the distribution for

the Journal of Public Economics (JPubE), perhaps confirming their reputation as top field journals.

To track whether and where papers published after rejection at the JHR, we collected additional data on
15Of course, it is also possible that these characteristics alone influence paper outcomes through status signaling. For example,

Huber et al. (2022) find that 20% of the reviewers recommended accept when a Nobel laureate is shown as the paper’s author, while
less than 2% did so when relatively unknown junior coauthor was shown as the paper’s author. Carrell et al. (2022) uncover differ-
ential outcomes for authors of varying status (e.g., NBER) based on “matches” (e.g., both the author and the reviewer belonging to
the NBER).
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publishing outcomes using searches on Google Scholar and ideas.repec.org for our random sample

of rejected manuscripts. For this sample, the eventual publication rate was roughly 59%: 58% for desk re-

jected manuscripts and 60% for manuscripts rejected after receiving reviewer recommendations. The most

common eventual publication outlets include Economics of Education Review (10% of eventual publica-

tions), Journal of Health Economics (7%), Labour Economics (6%), Journal of Economic Behavior and

Organization (4%), Economic Inquiry (4%), Health Economics (4%), and Education Finance and Policy

(4%).

3 Methods

Here, we briefly discuss the methods used in the following main results section. We simultaneously

present a visual inspection of distribution plots, and results from econometric tests for potential bunching

across statistical significance thresholds. Our figures plot the distribution of p-values using bins with a width

of 0.0025 along the interval [0.0025, 0.1500] for a total of 59 bins.

We then employ two different econometric methods. First, Elliott et al. (2022) show, under a broad set of

conditions and for many tests, that for any distribution of true effects, the p-curve should be non-increasing

and continuous under the null of no p-hacking. We focus on the tests derived by Elliott et al. (2022), which

allow for the examination of abnormalities in individual distributions of test statistics. Second, we borrow

from several studies including Brodeur et al. (2020) and Gerber and Malhotra (2008a) to conduct what is

commonly referred as the “Caliper” test. The Caliper test allows us to quantify and conduct inference on

the extent of the statistical bunching, and to directly compare two (or more) different distributions of test

statistics (e.g., desk rejections against non-desk rejections). Moreover, the Caliper test also allows us to

identify other factors/heterogeneities that potentially mediate the observed bunching, such as differential

assignment to co-editor or author characteristics. See Appendix 1 for more details on the Caliper test.

4 Main Results

4.1 Initial submissions

We start with Figure 2 which plots the distribution of p-values and z-statistics for our full sample of initial

submissions. Starting with the z-statistics in the first panel, the distribution displays a two-humped shape,

with one hump for test statistics below 1, and another around the 5% statistical threshold. Approximately
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51, 42 and 28% of test statistics are significant at the 10, 5 and 1 percent levels, respectively.16 In the

second panel of Figure 2, we copy the distribution of published test statistics among 25 leading economics

journals from Brodeur et al. (2020). Overall, the distribution from our study closely reflects the distribution

from Brodeur et al. (2020), although with more bunching just after the 10 percent level threshold for initial

submissions. As seen in the third panel of Figure 2, there are corresponding jumps in p-values below 0.01,

0.05, and 0.10. Additionally, the mass of p-values increases as we move from right to left (to relatively

“rarer” p-values).

To more formally test for evidence of p-hacking and/or publication bias, we next conduct various tests

that have been implemented in the recent literature. First, Table 2 presents results from five tests of Elliott

et al. (2022): the binomial and discontinuity tests, and three tests based on the expected non-increasingness

of the p-curve. First, rather than examining the distribution of test statistics on either side of statistical

thresholds, as an alternative, the binomial test examines the null hypothesis that the p-curve is non-increasing

just below a significance cutoff. For the 5 percent significance threshold, we follow Elliott et al. (2022) and

split [0.04,0.05] into two subintervals [0.040,0.045] and (0.045,0.050]. Under the null of no p-hacking,

the fraction of p-values in (0.045,0.050] should be smaller than or equal to one half, i.e., the fraction of

p-values in the bin closer to the cutoff should be weakly smaller than the fraction in the bin farther away.

This is in contrast to our caliper tests in which we compare the mass above and below 0.050.17 For the 10

percent significance threshold, we again follow Elliott et al. (2022)’s decision and split [0.09,0.010] into two

subintervals [0.090,0.095] and (0.095,0.010].18 We also repeat this test for the 1 percent significance level

in Appendix Table A2. The p-values for the 5 and 10 percent levels are 0.000, confirming the visual result

of bunching just above marginally significant thresholds. In contrast, we find no evidence of p-hacking for

the 1 percent significance threshold.

Second, we provide discontinuity tests for each significance threshold, which test for a violation of the

continuity of the p-curve around a threshold with data-driven bandwidth selection. This is an application of

the density discontinuity test from Cattaneo et al. (2020). Again, we find evidence of bunching with the test

at the 10 percent level significance threshold. On the other hand, we find no evidence of p-hacking for the 5

and 1 percent thresholds.
16Appendix Figure A1 presents corresponding distributions using alternate binwidths of 0.05 and 0.15. As shown in Appendix

Figure A7, overall, using derounded p-values smooths potential discontinuities in histograms, but does not change the shape of the
distributions. Bunching just below the 10% level slightly increases, while the extent of bunching around 5% slightly decreases.

17Of note, our caliper test analyses compare the just-above to just-below significance masses of test statistics. In contrast, Elliott
et al. (2022)’s binomial test attempts to distinguish p-hacking from publication bias, assuming that p-hacking always (weakly)
favors smaller p-values.

18We report the number of observations for each stage and decision for the binomial and discontinuity tests in Appendix Table
A1.
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Third, the three tests based on the expected non-increasingness of the p-curve reject the null of no p-

hacking.19 First, CS1 is an application of the conditional chi-squared test introduced in Cox and Shi (2022).

Second, CS2B is a histogram based test for 2-monotonicity and bounds on the p-curve and its first two

derivatives. The third test is based on the least concave majorant (LCM). The rationale for this last test is

that the CDF of p-values is concave. The p-values are all 0.00 for the initial submissions.

So far, the visual inspection and econometric tests suggest that initial submissions suffer from p-hacking,

especially around the 10 percent significance threshold. As a robustness check, we rely on Elliott et al.

(2022)’s tests but use derounded p-values. The p-values are reported in Appendix Tables A3 and A4. As in

Elliott et al. (2022), we find virtually no evidence for p-hacking and publication bias when using derounded

p-values. The only exception is the histogram based test for 2-monotonicity and bounds on the p-curve and

its first two derivatives which detects p-hacking and publication bias.

Overall, our results provide suggestive evidence that the distribution of test statistics faced by the journal

is already skewed toward statistical thresholds. In other words, we can rule out the case that the distribution

of test statistics initially faced by editors is “free of p-hacking”, and then a process of publication bias

skews the distribution toward statistical significance.20 Thus, the observed distributions from prior studies

cannot be solely attributed to the peer review process. Even if, for example, the papers received by the JHR

were influenced by selection from “upstream” journals, one would assume that if a preference for statistical

significance were at work (i.e. a publication bias at “upstream” journals), then we would expect “too few”

marginally significant results to be submitted to the JHR. Also note that this distribution of initial statistics

may be driven by a belief in a publication bias. That is, if authors’ final results are statistically insignificant,

and they believe this diminishes their odds of publication, then they may choose to not write up or submit

their results.

Next, we use the Caliper test to investigate selective reporting by author and paper characteristics near

statistical significance thresholds among initially submitted papers. Table 3 tests whether our vector of

covariates are significantly associated with marginal significance at the 10, 5, and 1 percent levels in the

first, second, and third columns, respectively. Each column presents results from a single regression. We

report standard errors adjusted for clustering by article in parentheses. We use the inverse of the number

of tests presented in the same article to weight observations. We restrict the samples to z 2 [1.35, 1.95],

z 2 [1.66, 2.26] and z 2 [2.28, 2.88] for 10, 5, and 1 percent levels, respectively. Positive coefficients
19We omit Fisher’s Test as it almost always yield a p-value of 1 as in Elliott et al. (2022).
20Our data do not, however, observe the distribution of test statistics among submissions made to any journals prior to the authors

submitting to the JHR. Thus, it is possible that for the same research study, the distribution of submitted test statistics to journals
prior to the JHR differs from the distribution submitted to the JHR. This could happen if, for example, authors adjust their estimates
in response to comments from editors and reviewers after journal rejection.
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suggest an increase in the likelihood that the reported test statistic is marginally significant.

The most notable heterogeneity comes from the paper’s identification strategy, where difference-in-

differences and instrumental variables, and some evidence for experimental papers, tend to contain more

marginally significant estimates compared to regression discontinuities. This result is comparable to that

of Brodeur et al. (2020), who look at differences in statistical bunching by identification strategy among

published manuscripts. Given the similarity in our estimates, this suggests that the results in Brodeur et al.

(2020) cannot be driven by the peer review process being biased simultaneously toward a) marginal signifi-

cance and b) particular identification strategies. Finally, other considered heterogeneities do not appear to be

significantly associated with marginal significance, including solo authorship, author tenure, gender, years

since PhD, the author’s PhD ranking, prior publication in a “top five” journal, and author NBER affiliation.

4.2 Results by desk rejection

In Figure 3, we split the distribution of initial submissions by whether they were desk rejected by the

editor, or sent out for review. While both distributions still display heaping at significance thresholds, the

peak for desk rejections is much more pronounced.21 We then use the Caliper test to formally examine

whether submissions that are desk-rejected are more likely to report marginally (in)significant estimates.22

The dependent variable indicates whether a test statistic is statistically significant at the 10 and 5 percent

levels in Panels A and B, respectively, of Table 4 (see Appendix Table A5 for the 1% statistical significance

threshold).23 Coefficients for the variable “Desk Rejected” reflect increases in the probability of marginal

statistical significance relative to the baseline category (not desk-rejected). In columns 1–4, we restrict the

sample to z 2 [1.35, 1.95] and z 2 [1.66, 2.26] for 10 and 5 percent levels, respectively. Our sample size

consists of about 2,000 test statistic observations.

In the most parsimonious specification, we find that desk-rejected estimates are over 13 percentage

points more likely to be statistically significant at the 10% level than estimates in manuscripts that are not
21Appendix Figure A2 plots the corresponding smoothed distributions of z-scores by desk rejection into a single panel. Appendix

Figures A3-A6 plot the remaining comparative distributions along the peer review process. Appendix Figure A8 plots the derounded
distribution of p-values by desk-rejection status. See Appendix Figures A9-A12 for the remaining derounded distributions along
the peer review process.

22We briefly discuss tests from Elliott et al. (2022) here. Of note, these tests do not directly compare the two distributions of
test statistics. They also do not allow for the inclusion of covariates, which may be an important issue in our context. For the
binomial tests, we find that both initial submissions that are desk-rejected and sent out for review suffer from p-hacking at the 5
percent level, but we only find evidence of p-hacking at the 10 percent level for desk-rejected manuscripts. On the other hand,
the discontinuity tests provide little evidence of p-hacking at the 10 percent significance level and only evidence of p-hacking at
the 5 percent significance level for submissions sent out for review. For the three tests based on the expected non-increasingness
of the p-curve, we reject the null of no p-hacking for manuscripts sent out for review, while the p-values are larger than 0.2 for
desk-rejected manuscripts.

23We find no evidence that marginally rejecting the null hypothesis at the 1% level is related to desk-rejection rates.
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desk-rejected. The estimate is statistically significant at the 1 percent level (Appendix Tables A6 and A7

provide similar conclusions using derounded p-values). This provides evidence that on average, marginally

significant estimates are more likely to be desk rejected (desk rejected papers display significantly more

bunching at the 10% level). In contrast, desk-rejected estimates are not statistically more likely than non-

desk rejected estimates to be marginally statistically significant at the 5% level. This “filtering out” of

marginally significant estimates could be driven by responses in editor behavior and/or by correlates of paper

quality and propensity for marginal significance. In the latter case, it may be that papers of lower quality

(and thus higher likelihood for desk rejection) are also more likely to report marginal significance. Though

we cannot fully disentangle these two possibilities (editor behavior from unobserved correlates of paper

quality and p-hacking), in the following analyses, we enhance our model with observable characteristics

to test for whether paper characteristics are associated with desk rejection propensity and the likelihood of

containing marginally significant estimates.

At the Journal of Human Resources, each manuscript is assigned one handling co-editor, each of whom

have complete autonomy over rejection, revision, and publication decisions.24 One plausible explanation for

our findings is that co-editors may have been differentially assigned papers with marginally (in)significant

estimates, and that co-editors may have different propensities to desk reject papers. More specifically, it

may be that co-editors with a high propensity to reject papers tended to receive submissions with marginally

significant results. We provide evidence that this is not the case by enriching our specification with co-

editor fixed effects (column 2). The point estimate in Panel A changes only slightly and remains statistically

significant at the 1% level. The point estimate for the 5% significance level increases slightly but remains

statistically insignificant.

Moving to column (3), we similarly test whether controlling for differences in the paper’s identification

strategy can explain the findings. In our setting, it may be that certain identification strategies are both

more likely to be desk rejected and to be p-hacked. Similar to the results with co-editors, the statistical

bunching at the 10% level of significance cannot be explained by the paper’s identification strategy. These

results remain statistically significant at the 5% level, though the magnitude of the effect drops slightly (1.4

percentage points). Results for 5% significance remain positive but insignificant.

In column (4) we include the full vector of author characteristics. Again, we find that author character-

istics are not simultaneously indicative of both a) greater tendency to have marginally significant estimates

and b) increased likelihood of being desk rejected.
24Our sample spans 28 individual co-editors. In total, these 28 co-editors have served across over 40 journal editorial boards in

economics.
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As a final robustness check, in columns (5) and (6), we replicate columns (2) and (4) respectively but for

a narrower bandwidth of test statistics. Though our point estimates slightly decrease and lose their statistical

significance, magnitudes for marginal significance at the 10% level remain large.

This finding, that the desk rejection stage picks up valuable information, is in line with findings from

Card and DellaVigna (2020), who find that all else equal, desk rejected papers end up with fewer ex post

citations compared to papers rejected after review. As such, this result further supports the argument that

desk rejection decisions from editors are informative, even after controlling for author and paper character-

istics. Hence, to the extent that our vector of controls account for “paper quality,” our results suggest that

desk rejection decisions filter out false positives, on average. At a minimum, our results do not suggest that

editors have a bias toward marginal significance.

4.3 Results by reviewer recommendations

Next we turn to all manuscripts sent out for review, splitting by the reviewer’s specific recommendation

on the paper. Thus, we utilize a dataset at the test statistic-paper-reviewer level, where each paper appears

in the data proportional to the number of reviewers assigned. Estimates are then split by the reviewer’s

recommendation on the paper. At this journal, a reviewer can give an overall ranking from 1 to 5, where 1

reflects “Reject” and 5 reflects “Accept as is.” Figure 4 presents the distribution of p-values split by rejection

recommendations, non-rejection recommendations (ranking of 2+), and strong positive recommendations

(ranking of 4 or 5). The mass of p-values around significance thresholds becomes more pronounced as we

move from the first figure (rejections) to the third figure (strong positive recommendations).

We now turn to the Caliper test to formally test for differences in these distributions in Table 5 (see

Appendix Table A8 for the 1% statistical significance threshold and Appendix Tables A9 and A10 for

derounded p-values). Similar to Table 4, we sequentially add more control variables (including reviewer

controls) across columns. The variables of interest are WeakR&Rsr and StrongR&Rsr which equal one

if the reviewer’s recommendation was weakly positive or strongly positive, respectively. In this analysis, we

only focus on the first round of reviews (i.e., we drop any additional rounds of review conducted after the

first).

Overall, the results provide further evidence of that marginal statistical significance is associated with

positive reviewer recommendations. From column (1) in Panel A of Table 5, we see that papers that received

either a weakly positive or strongly positive review were more likely to be marginally significant at the

10% level than negative reviews (though these estimates are not statistically significant). The results do not

change much as we sequentially add additional covariates through column (5). Importantly, much like in our
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previous analysis where we included co-editor fixed effects to account for potential correlations in an editor’s

set of manuscripts and the editor’s propensity for rejection, in column (3) we include a vector of reviewer-

level covariates to account for potential correlation in (a) the assignment of manuscripts with marginally

significant results to (b) reviewers with a higher propensity to review manuscripts positively. We find little

difference in our estimates between columns (2) and (3), suggesting editors do not choose reviewers based on

both the paper’s marginal significance and the reviewers propensity to review papers positively or negatively.

Finally, in Panel B, we turn to potential reviewer preference for statistical significance at the 5% level, where

we find significant differences in the likelihood a reviewer gives a positive review based on the paper’s

estimates. Estimates for our full specified model in column (5) are statistically significant at the 10% level

for both weak positive and strong positive reviews (relative to negative reviews).

In total, the evidence suggests that reviewer recommendations are positively influenced by marginal sta-

tistical significance.25 Furthermore, differences in reviewer recommendations by marginal significance are

not explained the paper’s co-editor, reviewer controls, the paper’s identification strategy, or author charac-

teristics. Note that this result differs from the desk rejection results, where marginally significant results

were filtered out via desk rejection, and this filtering out was partially explained by the paper’s identification

strategy.

4.4 Comparing initial vs. final drafts of accepted papers

In Figure 5 we juxtapose the distribution of p-values from the final draft of accepted manuscripts against

their initial submission counterparts. After an initial submission receives a positive response from an editor,

authors may be asked to edit their main tables to address editor and reviewer comments. Here we see a

hump among initial submissions below the 5% level. We then present estimates from Caliper tests in Table

6 in the same manner as in Table 4 (see Appendix Table A11 for the 1% statistical significance threshold

and Appendix Tables A12 and A13 for derounded p-values). Similar to the graphical evidence, with positive

coefficients, we see that initial submissions were more likely to display marginally significant results. These

estimates are, however, imprecisely estimated, and the magnitudes of the effects are rather small at around

two percentage points. Thus, we conclude that there is little difference between the first and final drafts

of accepted manuscripts.26 Still, the lack of a negative effect reveals that the peer review process among
25For the discontinuity test, we find some evidence of p-hacking at the 5 percent level for non-rejection recommendations and a

p-value of 0.16 for strong positive recommendations. Again, these results should be viewed with caution as we are not controlling
for observable author and article characteristics. For the binomial tests, which attempts to distinguish p-hacking from publication
bias, we obtain p-values that are all below 0.001 for the three reviewer recommendations for the 5 percent significance level.

26Recall that our data collection process only involved “main” tables, and not robustness checks or secondary heterogeneity
analyses. Given responses to reviewer and editor comments likely manifest through robustness checks and supplementary analyses,
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accepted papers does not push papers toward marginally significant estimates.

4.5 Overall impact of peer review - accepted versus rejected manuscripts

Lastly, in Figure 6 and Table 7 (see Appendix Table A14 for the 1% statistical significance threshold and

Appendix Tables A15 and A16 for derounded p-values), we compare the distribution of test statistics from

the final draft of accepted manuscripts against all rejections (desk rejections plus rejections after reviews).

This comparison allows us to evaluate the overall impact of the peer review process by comparing the net

effect of the prior three sections: First, as previously shown, marginally significant estimates are more likely

to be desk rejected (Figure 3 and Table 4). Second, among non-desk rejections, statistically significant esti-

mates are more likely to receive positive recommendations from reviewers (Figure 4 and Table 5). Editors

then take reviewer recommendations and decide which papers to accept, which produces little change in the

distribution of estimates across first and final drafts (Figure 5 and Table 6).

Overall, the results from Figure 6 and Table 7 reveal little difference between rejected and accepted

manuscripts. Without the inclusion of covariates (i.e., graphically and in column 1), we observe slightly

more bunching at the 10% significance level for rejected manuscripts.27 However, once we account for

covariates, we find little difference in the propensity for marginal significance in accepted manuscripts versus

rejections. Importantly these results suggest that the peer review process does not exacerbate (nor attenuate)

issues of p-hacking.

4.6 After journal rejection - eventually published versus never published manuscripts

The prior sections examine changes in the distribution of test statistics at each stage of the peer review

process. In this section, we investigate what happens to papers that were rejected in our sample, with a partic-

ular focus on whether a rejected manuscript eventually publishes elsewhere and whether these publications

exhibit differences in p-hacking behavior. We do so to help determine whether our results are generalize-

able to the broader profession. For instance, if the distribution of eventually published manuscripts displays

greater heaping, this suggests a larger publication bias in the profession overall. As such, our finding from

the JHR may either be negligible or simply anomalous. To do so, we turn to our dataset that matches rejected

papers to their (potential) eventual publication outlet.

Figure 7 compares the distributions of p-values for previously rejected manuscripts from the JHR that

published elsewhere versus those that failed to publish. Likewise, Table 8 (see Appendix Table A17 for

we find it unsurprising that there is little change in the probability of reporting a marginally significant estimate between a paper’s
first and final main results.

27This result is supported by the discontinuity and non-increasingness tests presented in Table 2 and Appendix Table A2.
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the 1% statistical significance threshold and Appendix Tables A18 and A19 for derounded p-values) tests

for statistically significant differences using the Caliper test. Visually, eventually published manuscripts

appear to have a sharper jump around the 10% threshold, while never published manuscripts tend to have

more statistically significant estimates at the 5% level. The Caliper tests confirm these observations: never

published manuscripts are less likely to have significant estimates at the 10% level (though most estimates

are noisily estimated) in favor of containing more significant estimates at the 5% level.

Though noisy, these results appear inconsistent with the idea that there is a “graveyard” of working

papers with null results that fail to publish, and suggest the peer review phenomena identified in the prior

sections are likely applicable to the broader economics profession. That is, the net effect of the peer review

process has a negligible effect on statistical bunching, and/or (observably) “bad” papers tend to p-hack more.

However, since this exercise only tracks papers submitted to the JHR and their subsequent long run

outcomes, we recognize these findings may not be applicable to the peer review process at other journals,

particularly those ranked higher than the JHR. We note, however, that Brodeur et al. (2020) find similar

levels of bunching at papers published in the Top 5 journals in comparison to journals ranked 6–25, which

includes the JHR.

In summary, we find the following: initial submissions display significant bunching; papers sent for

review display less bunching than desk rejected papers; reviewer recommendations in contrast have a pos-

itive bias toward marginally significant results; and that papers never published possess more marginally

significant results. Hence, these results suggest that researchers engage in p-hacking prior to submitting

their papers to academic journals, possibly in response to beliefs about preferences of editors and reviewers

for significant results. Our results also suggest that many papers with insignificant results are likely never

submitted for publication consideration. We later discuss these issues in the context of our survey results in

section 6.

5 Robustness checks

For robustness, we conduct additional Caliper tests in the Appendix to address the sensitivity of our

estimates to various coding and modeling decisions. First, Appendix Tables A20-A24 mirror our primary

tables and show that our findings are not sensitive to including the test statistics that we had coded as

“ambiguous” during the data collection phase. Second, in Appendix Tables A25-A29 we show our results

are not sensitive when accounting for the possibility that papers across different phases of the peer review

process have differing quantities of main results tables. To do so, we conduct Caliper tests for our primary
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bandwidths while restricting our sample to the first main results table for each manuscript. Next, Appendix

Tables A30-A34 show our results are not sensitive to alternative (wider) bandwidths.

6 Results from Anonymous Survey

The main results from our paper suggest that the peer review process has an overall negligible effect on

the distribution of published test statistics. Consequently, the observed statistical bunching along popular

thresholds must be driven by decisions authors make in the process of conducting research and writing up

the results. These actions are, of course, unobserved in our data, yet they are important to identify and

understand in order to best implement potential policies to combat selective reporting.

In an effort to document the types of behaviors authors engage in prior to submission, in early 2021

we conducted an anonymous survey across a broad sample of applied microeconomists. In particular, we

collected emails for all authors who had published a paper using one of the four identification strategies in

our sample (IV, DID, RD, RCT) in a top 25 journal in the year 2018. The journals selected mirror the sample

selection from Brodeur et al. (2020). We then dropped authors with an invalid or missing email address.

Ultimately, we sent an invitation email to 561 authors, 143 of whom fully completed our survey. The survey

asked questions about the author’s publication history, submission history (in the past five years), and their

behavior in conducting research.

Results are presented in Table 9. Of particular interest, we first find that approximately 30% of authors

have stopped a research study or refrained from submitting a paper after finding null results. This result

directly speaks to the distribution of test statistics for initial submissions to the Journal of Human Resources,

and confirms our intuition that many null results are never submitted to academic journals.

We also investigate beliefs about the importance of statistical significance in influencing editor and

reviewer decisions. We find that on a scale from 1 to 10, with 10 being “very important,” authors on average

reported an 8 in response to the following question: “For studies that are claiming to identify an effect of

x on y, how important do you think statistical significance is in influencing the editor’s/reviewer’s decision,

ceteris paribus?” We also asked six additional questions about the respondent’s behavior over the previous

five years. Roughly half of authors have (at least once) reported only a subset of the dependent variables

and/or analyses conducted in the final draft of their paper. Less common behaviors include modifying

original hypotheses to better match empirical results (24%), excluding or recategorizing data after seeing

the effects of doing so (17%), and selecting regressors after looking at the results (24%). Finally, around 26%

of authors have (at least once) decided to further expand their analytic sample or conduct more experiments
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after analyzing data.

In a separate exercise, we predict whether authors stopped a research study or refrained from submitting

a paper after finding null results (i.e., an indicator equal to one if the survey-taker responded positively to

either of the first two categories in Table 9) as a function of their 10 point scale beliefs (i.e., the final question

in Table 9) and their publication history. We first find that authors who believe that statistical significance is

important for publication are significantly more likely to stop their research study or refrain from submitting

their paper after finding null results (coefficient of 0.08, p-value of 0.02).28

Next, though imprecisely estimated, we find some evidence that authors with a greater number of pub-

lications and with a top five publication are more likely to stop or withhold their study after finding a null

result. Assuming well-published authors write better papers on average, this suggests higher quality null

result papers are less likely to be submitted for review compared to their lower quality counterparts. As

such, our estimates likely understate the true “filtering out” effect by editors since these higher quality pa-

pers would be more likely to get past the desk. In doing so, this would further smooth the distribution of

non-desk rejected papers.

To address the generalizeability of our findings, we compare differences in author behavior for those

who submitted to the Journal of Human Resources relative to other journals as well as other authors in the

same field. In the subsequent columns of Table 9 we report mean responses for authors whose research

specialty was either public, labor, education, or health economics, who submitted a paper to the Journal

of Human Resources at least once in the prior five years, as well as authors who had submitted to the

American Economic Review (AER), American Economic Journal: Applied Economics (AEJ:AE), Journal of

Labor Economics (JoLE), Journal of Public Economics (JPubE), and Labour Economics (Labour). Overall,

results show that author behavior at the Journal of Human Resources is largely consistent with overall

author behavior in the field as well as with behavior of authors who submitted to other journals. Hence, this

suggests that our findings cannot likely be explained by a unique set of authors who engage in differential

behavior at the Journal of Human Resources relative to authors submitting to other journals.

As is the case with most surveys, it’s important to note that responses could be subject to several potential

biases. For one, social desirability issues could drive respondents to underreport their p-hacking behaviors.

Even though the survey was anonymous, respondents still could have been biased in their own recollection

of whether they engaged in certain behaviors. Thus, it is likely that the “true” fraction of authors engaging

in various behaviors is higher than reported in our survey.
28Interpreting the coefficient, increasing a respondent’s belief in publication bias along the 10 point scale by one unit increases

the likelihood they stopped or withheld their study after finding null results by eight percentage points.
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7 Conclusion

A large and growing literature has documented abnormal distributions in test statistics among published

manuscripts. This study is the first, to our knowledge, to collect test statistics across the full spectrum of the

peer review process, from initial submissions to publication, in order to directly identify the effect of peer

review on the distribution of test statistics. Our data come from the Journal of Human Resources, a journal

largely regarded as a top applied microeconomics journal. Test statistics were collected from a random

sample of over 700 manuscripts submitted from the years 2013 to 2018.

We first find that initial submissions display significant heaping at common thresholds of statistical sig-

nificance (e.g., 5 percent), suggesting that findings from earlier studies likely cannot be strictly attributed to

the peer review process. Then, we find that papers sent for review display less bunching than desk rejected

papers i.e., marginally statistically significant estimates are less likely to get past the desk. Anonymous

reviewers, on the other hand, appear to be influenced by statistical significance: Papers with (strong) pos-

itive recommendations are more likely to possess marginally significant results. In total, estimates from

rejected manuscripts vs. the final draft of accepted manuscripts display similar distributions. Thus, our

results suggest that author behavior (as opposed to peer review) is the primary culprit for issues of marginal

significance.

We conduct two additional exercises to further unpack the role of authors. We first conduct an anony-

mous survey across a broad sample of applied microeconomists and find that approximately 30% of authors

have stopped a research study or refrained from submitting a paper after finding null results. This result is

possibly driven by authors’ beliefs that a publication bias exists as we find that most economists report that

statistical significance is important in influencing the editor’s/reviewer’s decision.

Though our study is limited to a single journal, we find evidence that our results are likely generaleazible

to the broader profession. First, we find that manuscripts rejected at the Journal of Human Resources

which never published (around 40%) have slightly fewer marginally significant estimates at the 10% level

in favor of significantly more marginally significant estimates at the 5% level. This suggests the peer review

phenomenon we identify is likely broadly applicable to peer review in economics profession overall (or at

least that journals authors may have submitted to after rejection from the JHR). Second, our survey of author

behavior confirm that authors who submit to the JHR act in a similar fashion to those who submit to other

journals. That is, a large set of economists (falsely) believe that editors and reviewers have strong preferences

for significant results, leading them to engage in selective reporting prior to submitting to academic journals

and withholding their non-significant results from journal submission (Franco et al., 2014).
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Further work could shed additional light on this problem by investigating “papers” that are never ob-

served due to author behavior in response to a belief of publication bias. Furthermore, our study does not

distinguish between statistical significance and economic significance. In particular, a sufficiently-powered

study could estimate a “zero” effect while maintaining statistical significance (i.e., a “precisely-estimated

zero”). Finally, our study does not identify the “causal” effect of marginal statistical significance on peer

review decisions since papers that attain marginal significance may differ in (unobserved) ways to those that

are insignificant.29 Still, our estimates show that for the papers that are submitted for peer review, the peer

review process does not appear to be heavily biased in favor of statistical significance (and thus cannot be

the sole explanation of observed statistical bunching among published statistics).
29Of course, identifying causality of marginal statistical significance is exceptionally challenging since it would require two

groups of reviewed papers that are identical in all manners except one happens to have statistical significance (i.e., different point
estimates and/or standard errors) while the other does not.
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8 Figures and Tables

Figure 1: Distribution of journal submissions made prior to a submission at a particular journal
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0
.0

5
.1

.1
5

ECMTA AER
QJE JP

E
RES

AEJ:A
E
REStat

JE
CM

Jo
LE JIE

RAND
JP

ub
E EJ

JE
EA

JD
E

J A
pp

lEco
n
EER

JH
R

AEJ:E
P

Exp
 Eco

n

Man
ag

 Sci

Eco
n L

ett
JIM

F
JE

EM
JE

BO
JH

E
La

bo
ur

GEB

J P
op

ul 
Eco

n EI

JA
ERE

(b) American Economic Journal: Applied Economics
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(c) Review of Economics and Statistics
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(d) Journal of Public Economics
0

.0
5

.1
.1

5

ECMTAAER
QJE JP

E
RES

AEJ:A
E
REStat

JE
CM

Jo
LE JIE

RAND
JP

ub
E EJ

JE
EA

JD
E

J A
pp

lEco
n
EER

JH
R

AEJ:E
P

Exp
 Eco

n

Man
ag

 Sci

Eco
n L

ett
JIM

F
JE

EM
JE

BO
JH

E
La

bo
ur

GEB

J P
op

ul 
Eco

n EI

JA
ERE

Notes: Results based on survey data described in section 6. Survey participants were first asked to report which
journals they had submitted to in the prior five years. Then for a random subset of those journals, participants were
asked which journals they had submitted to prior to the relevant journal submission. For example, figure (a) reports
the distribution of journals authors had submitted to prior to their most recent journal submission to the Journal of
Human Resources. Journals along the x-axis are sorted by journal rank retrieved from ideas.repec.org.
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Figure 2: Distributions of z-statistics and p-values for initial submissions vs. z-statistics from Brodeur et al.
(2020)
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(b) Brodeur et al. (2020) Top-Ranked 25 Journals
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Notes: The first figure displays a histogram of test statistics for z 2 [0, 10], with bins of width 0.1, among all initial
submissions in our dataset. As a comparison, the second figure plots the corresponding histogram of z-statistics from
the top-ranked 25 economics journals published in 2015 and 2018 (from Brodeur et al. (2020)). The third figure
displays a histogram of test statistics for p-values 2 [0.0025, 0.1500], with bins of width 0.0025. Vertical reference
lines are displayed at conventional two-tailed significance levels. For the first two histograms, we superimpose an
Epanechnikov kernel density curve. We use the inverse of the number of tests presented in the same article to weight
observations.
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Figure 3: Editor’s first decision - Distributions of p-values by desk rejection

(a) Desk rejections
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(b) Not desk rejected (received reviewer reports)
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Notes: This figure displays histograms of test statistics for p-values 2 [0.0025, 0.1500] by editor’s first decision.
Histogram bins are 0.0025 wide. Reference lines are displayed at conventional two-tailed significance levels. We use
the inverse of the number of tests presented in the same article to weight observations.
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Figure 4: Reviewer stage - Distributions of p-values by reviewer recommendation

(a) Recommended rejection
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Notes: This figure displays histograms of test statistics for p-values 2 [0.0025, 0.1500] for the reviewer stage. His-
togram bins are 0.0025 wide. Reference lines are displayed at conventional two-tailed significance levels. We use the
inverse of the number of tests presented in the same article to weight observations.
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Figure 5: Distributions of p-values by draft versions of accepted manuscripts

(a) First draft (initial submission)
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(b) Final draft (published version)
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Notes: This figure displays histograms of test statistics for p-values 2 [0.0025, 0.1500] for published manuscripts
against their corresponding first drafts (initial submissions). Histogram bins are 0.0025 wide. Reference lines are
displayed at conventional two-tailed significance levels. We use the inverse of the number of tests presented in the
same article to weight observations.
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Figure 6: Peer review - Distributions of p-values by rejected and final draft of accepted manuscripts

(a) All rejections
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Notes: This figure displays histograms of test statistics for p-values 2 [0.0025, 0.1500] for all rejected manuscripts
vs. the final draft of published manuscripts. Histogram bins are 0.0025 wide. Reference lines are displayed at
conventional two-tailed significance levels. We use the inverse of the number of tests presented in the same article to
weight observations.
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Figure 7: After rejection - Distributions of p-values by whether the paper eventually published elsewhere

(a) Published elsewhere after rejection

��
��

��
��

��
'
HQ
VL
W\

��� ��� �� ���
S�YDOXH

(b) Failed to publish after rejection

�
��

��
��

��
��

'
HQ
VL
W\

��� ��� �� ���
S�YDOXH

Notes: This figure displays histograms of test statistics for p-values 2 [0.0025, 0.1500] for rejected manuscripts that
eventually published elsewhere vs. rejected manuscripts that failed to publish anywhere else. Histogram bins are
0.0025 wide. Reference lines are displayed at conventional two-tailed significance levels. We use the inverse of the
number of tests presented in the same article to weight observations.
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Table 1: Summary Statistics at Paper Level

Desk rejected Rejected after review Accepted initial Accepted final

Mean SD Mean SD Mean SD Mean SD
Number of test statistics 21.15 26.42 23.73 24.80 30.78 38.60 28.27 32.77
Solo authored 0.39 0.49 0.30 0.46 0.25 0.44 0.25 0.44
Share of authors tenured 0.28 0.34 0.28 0.33 0.30 0.33 0.30 0.33
Share of authors female 0.32 0.38 0.34 0.40 0.39 0.38 0.39 0.38
Author avg. years since PhD 6.96 7.50 7.18 6.74 8.85 7.09 8.85 7.09
Oldest author (years since PhD) 11.12 13.67 10.98 10.83 14.25 13.72 14.25 13.72
Author avg. PhD rank 134.19 96.45 93.36 78.25 72.14 74.40 72.14 74.40
Authors highest PhD rank 95.47 104.60 60.07 78.19 38.36 60.64 38.36 60.64
Paper w/ T5 author 0.12 0.33 0.19 0.39 0.31 0.47 0.31 0.47
Paper w/ NBER author 0.08 0.27 0.14 0.35 0.30 0.46 0.30 0.46
Identification strategy:

-Difference-in-differences 0.37 0.48 0.40 0.49 0.40 0.49 0.41 0.49
-Instrumental variables 0.37 0.48 0.21 0.41 0.25 0.43 0.24 0.43
-Regression discontinuity 0.17 0.38 0.23 0.42 0.17 0.38 0.17 0.38
-Randomize control trial 0.09 0.29 0.16 0.37 0.18 0.38 0.18 0.38

Observations 171 210 162 162

Notes: This table presents summary statistics for our sample at the paper level, split by the four categories for paper
outcomes: desk rejected, rejected after receiving reviewer comments, first drafts of accepted manuscripts, and final drafts
of accepted manuscripts.
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Table 2: Elliott et al. (2022)’s Tests

Threshold 5% Significance 10% Significance
Sample Bin. Discont. Bin. Discont. CS1 CS2B LCM

Initial submissions 0.000 0.743 0.000 0.004 0.000 0.000 0.004

Desk reject stage

Desk rejections 0.005 0.599 0.014 0.337 0.524 0.225 0.338
Not desk rejected 0.000 0.003 0.403 0.141 0.000 0.000 0.038

Reviewer stage

Recommended rejection 0.000 0.380 0.906 0.001 0.005 0.003 0.077
Recommend against

outright rejection 0.000 0.028 0.813 0.472 0.002 0.000 0.248
Recommend accept as is

or with minor edits 0.001 0.162 0.028 0.848 0.000 0.000 0.703

Accepted manuscripts

Initial submission 0.000 0.000 0.012 0.531 0.464 0.001 0.404
Published version 0.000 0.031 0.000 0.970 0.000 0.000 0.348

Peer review

All rejections 0.000 0.485 0.466 0.005 0.009 0.003 0.029
Accepted manuscripts 0.000 0.031 0.000 0.970 0.000 0.000 0.348

After rejection

Published elsewhere 0.000 0.878 0.376 0.052 0.023 0.001 0.374
Failed to publish 0.001 0.678 0.671 0.046 0.145 0.004 0.210

Notes: Each panel is a direct application of Elliott et al. (2022)’s binomial, discontinuity and
non-increasingness tests to a sub sample. The first three columns focus on the 5% significance
threshold, while the last three columns focus on the 10% significance threshold. The remain-
ing columns focus on the non-increasingness tests. We do not weight observations.
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Table 3: Caliper Test, Author Heterogeneity in Initial Submissions

10% significant 5% significant 1% significant
Solo authored -0.016 -0.012 -0.040

(0.050) (0.051) (0.056)
Share tenured 0.030 0.072 -0.012

(0.072) (0.075) (0.081)
Share female 0.046 -0.014 -0.011

(0.050) (0.047) (0.057)
Author avg. years since PhD -0.012 0.009 -0.003

(0.005) (0.007) (0.007)
max(Author years since PhD) 0.004 -0.004 0.003

(0.002) (0.003) (0.004)
Author avg. PhD rank -0.000 0.000 -0.000

(0.001) (0.001) (0.001)
Authors highest PhD rank 0.001 -0.001 0.001

(0.001) (0.001) (0.001)
Paper w/ T5 author 0.101 0.023 0.064

(0.054) (0.056) (0.057)
Paper w/ NBER author -0.048 -0.093 -0.055

(0.058) (0.059) (0.052)
Identification strategy:

-Diff-in-diff 0.019 0.155 0.044
(0.049) (0.050) (0.052)

-IV 0.094 0.089 -0.051
(0.057) (0.050) (0.061)

-RCT -0.009 0.107 -0.049
(0.058) (0.062) (0.075)

Observations 2027 2047 1361
z Sample Bounds [1.35, 1.95] [1.66, 2.26] [2.28, 2.88]

Notes: This table reports marginal effects from logit regressions. An observation is
a test statistic. The dependent variables are dummies for whether the test statistics
are significant at the 10, 5, and 1 percent levels in columns (1), (2), and (3), respec-
tively. The sample is restricted to initial submissions. Robust standard errors are in
parentheses, clustered by article. We use the inverse of the number of tests presented
in the same article to weight observations.
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Table 4: Desk Rejection: Caliper Test, Significant at the 10% and 5% Levels

(1) (2) (3) (4) (5) (6)
Panel A: 10% Significant
Desk Rejected 0.142 0.139 0.125 0.119 0.083 0.078

(0.042) (0.048) (0.047) (0.048) (0.056) (0.055)
Observations 2027 2027 2027 2027 957 957
z Sample Bounds [1.35, 1.95] [1.35, 1.95] [1.35, 1.95] [1.35, 1.95] [1.50, 1.80] [1.50, 1.80]
Co-editor FE Y Y Y Y Y
Identification Strategy Y Y Y
Paper-author Controls Y Y
Panel B: 5% Significant
Desk Rejected -0.002 0.022 0.019 0.022 0.004 0.007

(0.045) (0.045) (0.046) (0.047) (0.068) (0.068)
Observations 2042 2042 2042 2042 1062 1062
z Sample Bounds [1.66, 2.26] [1.66, 2.26] [1.66, 2.26] [1.66, 2.26] [1.81, 2.11] [1.81, 2.11]
Co-editor FE Y Y Y Y Y
Identification Strategy Y Y Y
Paper-author Controls Y Y

Notes: This table reports marginal effects from logit regressions. An observation is a test statistic. The
dependent variable in Panel A (B) is a dummy for whether the test statistic is significant at the 10 (5) percent
level. “Paper-author Controls” include indicators for whether the paper is solo authored, the share of the
paper’s authors who: are female, are tenured, and published previously in the Journal of Human Resources,
the authors’ average years since receiving their PhD (and its square), the number of years since receiving
their PhD for the oldest author, the average of the authors’ PhD rank, the highest PhD rank among all
authors, and indicators for the primary identification strategy used in the paper. The sample is restricted to
initial submissions. The variable of interest “Desk Rejected” equals one if the submission was desk rejected.
In columns 1–4, we restrict the sample to z± 0.30. Columns 5 and 6 restrict the sample to z± 0.15. Robust
standard errors are in parentheses, clustered by article. We use the inverse of the number of tests presented
in the same article to weight observations.
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Table 5: Reviewer Rejection: Caliper Test, Significant at the 10% and 5% Levels

(1) (2) (3) (4) (5)
Panel A: 10% Significant

-Weakly Positive Recommendation 0.049 0.030 0.037 0.036 0.039
(0.036) (0.032) (0.031) (0.030) (0.028)

-Minor Edits or Accept As Is 0.053 0.035 0.035 0.038 0.046
(0.051) (0.044) (0.045) (0.045) (0.043)

Observations 3151 3151 3151 3151 3151
z Sample Bounds [1.35, 1.95] [1.35, 1.95] [1.35, 1.95] [1.35, 1.95] [1.35, 1.95]
Co-editor FE Y Y Y Y
Reviewer Controls Y Y Y
Identification Strategy Y Y
Paper-author Controls Y
Panel B: 5% Significant

-Weakly Positive Recommendation 0.060 0.067 0.056 0.053 0.053
(0.036) (0.035) (0.034) (0.033) (0.031)

-Minor Edits or Accept As Is 0.091 0.096 0.084 0.075 0.083
(0.058) (0.052) (0.050) (0.051) (0.050)

Observations 3142 3142 3142 3142 3142
z Sample Bounds [1.66, 2.26] [1.66, 2.26] [1.66, 2.26] [1.66, 2.26] [1.66, 2.26]
Co-editor FE Y Y Y Y
Reviewer Controls Y Y Y
Identification Strategy Y Y
Paper-author Controls Y

Notes: This table reports marginal effects from logit regressions. An observation is a test statistic. The depen-
dent variable in Panel A (B) is a dummy for whether the test statistic is significant at the 10 (5) percent level.
“Reviewer Controls” include number of years since PhD (and its square), their PhD rank, and indicators for
whether the reviewer is female, an NBER affiliate, and whether they previously published in a “top five” eco-
nomics journal. “Paper-author Controls” include indicators for whether the paper is solo authored, the share of
the paper’s authors who: are female, are tenured, and published previously in the Journal of Human Resources,
the authors’ average years since receiving their PhD (and its square), the number of years since receiving their
PhD for the oldest author, the average of the authors’ PhD rank, the highest PhD rank among all authors, and
indicators for the primary identification strategy used in the paper. The sample is restricted to manuscripts that
received recommendations from reviewers. The variable of interests “Weakly Positive” and “Minor Edits or
Accept As Is” equal one if the manuscript was given a weakly positive or strong positive review, respectively.
Robust standard errors are in parentheses, clustered by article. We use the inverse of the number of tests pre-
sented in the same article to weight observations.

36



Table 6: Initial vs Final (Accepted) Submissions: Caliper Test, Significant at the 10% and 5% Level

(1) (2) (3) (4) (5) (6)
Panel A: 10% Significant

Initial Draft 0.014 0.015 0.017 0.010 -0.038 -0.035
(0.044) (0.039) (0.039) (0.038) (0.054) (0.050)

Observations 1539 1539 1539 1539 728 728
z Sample Bounds [1.35, 1.95] [1.35, 1.95] [1.35, 1.95] [1.35, 1.95] [1.50, 1.80] [1.50, 1.80]
Co-editor FE Y Y Y Y Y
Identification Strategy Y Y Y
Paper-author Controls Y Y
Panel B: 5% Significant

Initial Draft 0.024 0.020 0.015 0.027 0.045 0.057
(0.048) (0.043) (0.043) (0.039) (0.053) (0.046)

Observations 1589 1589 1589 1589 836 836
z Sample Bounds [1.66, 2.26] [1.66, 2.26] [1.66, 2.26] [1.66, 2.26] [1.81, 2.11] [1.81, 2.11]
Co-editor FE Y Y Y Y Y
Identification Strategy Y Y Y
Paper-author Controls Y Y

Notes: This table reports marginal effects from logit regressions. An observation is a test statistic. The dependent
variable in Panel A (B) is a dummy for whether the test statistic is significant at the 10 (5) percent level. “Paper-
author Controls” include indicators for whether the paper is solo authored, the share of the paper’s authors who: are
female, are tenured, and published previously in the Journal of Human Resources, the authors’ average years since
receiving their PhD (and its square), the number of years since receiving their PhD for the oldest author, the average
of the authors’ PhD rank, the highest PhD rank among all authors, and indicators for the primary identification
strategy used in the paper. The sample is restricted to initial and final submissions of accepted manuscripts. The
variable of interest “Initial Draft” equals one if the initial submission and zero for the final submission. In columns
1–4, we restrict the sample to z± 0.30. Columns 5 and 6 restrict the sample to z± 0.15. Robust standard errors are
in parentheses, clustered by article. We use the inverse of the number of tests presented in the same article to weight
observations.
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Table 7: Accepted vs. Rejected Manuscripts: Caliper Test, Significant at the 10% and 5% Level

(1) (2) (3) (4) (5) (6)
Panel A: 10% Significant

Accepted Manuscripts -0.060 -0.030 -0.026 -0.013 -0.070 -0.051
(0.039) (0.040) (0.039) (0.040) (0.046) (0.047)

Observations 1985 1985 1985 1985 923 923
z Sample Bounds [1.35, 1.95] [1.35, 1.95] [1.35, 1.95] [1.35, 1.95] [1.50, 1.80] [1.50, 1.80]
Co-editor FE Y Y Y Y Y
Identification Strategy Y Y Y
Paper-author Controls Y Y
Panel B: 5% Significant

Accepted Manuscripts 0.045 0.008 0.006 0.000 0.002 -0.009
(0.044) (0.040) (0.039) (0.039) (0.053) (0.057)

Observations 1968 1968 1968 1968 1006 1006
z Sample Bounds [1.66, 2.26] [1.66, 2.26] [1.66, 2.26] [1.66, 2.26] [1.81, 2.11] [1.81, 2.11]
Co-editor FE Y Y Y Y Y
Identification Strategy Y Y Y
Paper-author Controls Y Y

Notes: This table reports marginal effects from logit regressions. An observation is a test statistic. An observation
is a test statistic. The dependent variable in Panel A (B) is a dummy for whether the test statistic is significant at the
10 (5) percent level. “Paper-author Controls” include indicators for whether the paper is solo authored, the share
of the paper’s authors who: are female, are tenured, and published previously in the Journal of Human Resources,
the authors’ average years since receiving their PhD (and its square), the number of years since receiving their PhD
for the oldest author, the average of the authors’ PhD rank, the highest PhD rank among all authors, and indicators
for the primary identification strategy used in the paper. The sample includes all submissions. The variable of
interest “Accepted Manuscripts” equals one if the submission was accepted. In columns 1–4, we restrict the sample
to z ± 0.30. Columns 5 and 6 restrict the sample to z ± 0.15. Robust standard errors are in parentheses, clustered
by article. We use the inverse of the number of tests presented in the same article to weight observations.
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Table 8: Never Published vs. Published Elsewhere: Caliper Test, Significant at the 10% and 5% Levels

(1) (2) (3) (4) (5) (6)
Panel A: 10% Significant

Never Published -0.043 -0.046 -0.050 -0.072 -0.092 -0.097
(0.050) (0.047) (0.045) (0.043) (0.053) (0.051)

Observations 1239 1239 1239 1239 572 572
z Sample Bounds [1.35, 1.95] [1.35, 1.95] [1.35, 1.95] [1.35, 1.95] [1.50, 1.80] [1.50, 1.80]
Co-editor FE Y Y Y Y Y
Identification Strategy Y Y Y
Paper-author Controls Y Y
Panel B: 5% Significant

Never Published 0.052 0.094 0.084 0.100 0.067 0.059
(0.050) (0.045) (0.045) (0.045) (0.068) (0.066)

Observations 1209 1209 1209 1209 609 609
z Sample Bounds [1.66, 2.26] [1.66, 2.26] [1.66, 2.26] [1.66, 2.26] [1.81, 2.11] [1.81, 2.11]
Co-editor FE Y Y Y Y Y
Identification Strategy Y Y Y
Paper-author Controls Y Y

Notes: This table reports marginal effects from logit regressions. An observation is a test statistic. An observation
is a test statistic. The dependent variable in Panel A (B) is a dummy for whether the test statistic is significant at the
10 (5) percent level. “Paper-author Controls” include indicators for whether the paper is solo authored, the share of
the paper’s authors who: are female, are tenured, and published previously in the Journal of Human Resources, the
authors’ average years since receiving their PhD (and its square), the number of years since receiving their PhD for
the oldest author, the average of the authors’ PhD rank, the highest PhD rank among all authors, and indicators for
the primary identification strategy used in the paper. The sample includes all rejected manuscripts submitted from
2016 to 2016. The variable of interest “Never Published” equals one if the rejected manuscript failed to publish
elsewhere. In columns 1–4, we restrict the sample to z ± 0.30. Columns 5 and 6 restrict the sample to z ± 0.15.
Robust standard errors are in parentheses, clustered by article. We use the inverse of the number of tests presented
in the same article to weight observations.
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Online Appendix 1: Caliper Test

The Caliper test compares the number of test statistics in a narrow range above and below a statistical

significance threshold. For instance, for the 5% threshold:

R�,h = [1.96� h, 1.96], R+,h = [1.96, 1.96 + h] (1)

for a bandwidth parameter h.

The main advantage of this methodology over other methods is that it allows us to control for the co-

editor handling the submission and for articles’ and authors’ characteristics. These in turn control for po-

tential (1) differences in co-editors’ rejection and acceptance rates, and (2) differences in manuscript quality

correlated with paper and author characteristics.

We start with the following equation, focusing strictly on initial submissions:

Pr(Significantise = 1) = �(↵+ �e +X 0
is� + �DeskRejectedse) (2)

where Significantise is an indicator variable for whether test i in submission s reviewed by co-editor e is

statistically significant at the 10, 5 or 1% level. We rely on logit models throughout and present standard

errors clustered at the submission level. We restrict the sample to z 2 [1.66, 2.26] for the 5% statistical

significance and to z 2 [1.35, 1.95] for the 10% threshold. We also check the robustness of our results to a

smaller bandwidth. The variable of interest is DeskRejectedse, which represents the decision made by the

co-editor on the manuscript to either desk reject the manuscript or send it out for further review.

We include the term Xis in our model. This vector includes dummy variables for how results are reported

(i.e., whether a submission reports p-values, standard errors or t statistics), whether the submission is solo-

authored, the identification strategy implemented1 and the following author-level characteristics aggregated

to the paper-level: average years since PhD, maximum years since PhD (i.e., experience of oldest co-author),

average PhD institutional rank, minimum PhD institution rank (i.e., rank of university for highest ranked

author), share of female authors, share of tenured authors, and share of authors who had published in the

journal prior to submission. We also include 24 co-editor fixed effects in most models.

Moving to reviewer recommendations, we estimate the following equation:

Pr(Significantisr = 1) = �(↵+X 0
is� + �1WeakR&Rsr + �2StrongR&Rsr) (3)

1We classify manuscripts based on the method used by the authors. More precisely, we coded manuscripts as using difference-
in-differences, instrumental variables, randomized control trials, or regression discontinuity design.
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where Significantisr and Xis behave as previous described. At this journal, reviewers are given five dif-

ferent options for recommendations ranging from outright rejection to publish as is. WeakR&Rsr and

StrongR&Rsr are indicators for whether the manuscript s was weakly or strongly positively reviewed by

the reviewer r, respectively. More precisely, StrongR&Rsr indicates a review of accepting the manuscript

as is or only requesting minor revisions, while WeakR&Rsr indicates both a non-rejection recommenda-

tion, but also not a strongly supportive review. Note that we only estimate this equation for papers that

received reviews, and we only focus on the first round of review.

Lastly, to estimate the effect of the peer review process on eventually-accepted manuscripts, we estimate

the following equations:

Pr(Significantise = 1) = �(↵+ �e +X 0
is� + �1Initialse) (4)

Pr(Significantise = 1) = �(↵+ �e +X 0
is� + �2Acceptedse) (5)

where in equation (4) we first restrict our sample to accepted manuscripts and their first drafts. Initialse is an

indicator for the initial draft of the eventually-accepted manuscript, and �1 reflects the increased bunching in

marginally significant tests in first drafts relative to final drafts. Then, in equation (5), Acceptedse compares

accepted manuscripts against all rejected manuscripts (desk rejected or rejected after review) in order to

evaluate the overall impact of peer review on the distribution of test statistics (from initial submissions to

final publications).
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Online Appendix 2: Additional Figures and Tables

Figure A1: Distributions of z-statistics for initial submissions - Alternate barwidths

(a) Tighter barwidth (0.5)
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(b) Wider barwidth (1.5)
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Notes: This figure displays histograms of test statistics for z 2 [0, 10]. Histogram bins are either 0.05 or 0.15 wide.
Reference lines are displayed at conventional two-tailed significance levels. We have also superimposed an Epanech-
nikov kernel. We use the inverse of the number of tests presented in the same article to weight observations.
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Figure A2: Smoothed distributions of z-statistics for desk rejected vs. non-desk rejected manuscripts
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Notes: This figure displays smoothed distributions (Epanechnikov kernel) of test statistics for z 2 [0, 5]. We use the
inverse of the number of tests presented in the same article to weight observations.
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Figure A3: Smoothed distributions of z-statistics reviewer recommendation
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Notes: This figure displays smoothed distributions (Epanechnikov kernel) of test statistics for z 2 [0, 5]. We use the
inverse of the number of tests presented in the same article to weight observations.
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Figure A4: Smoothed distributions of z-statistics by draft versions of accepted manuscripts
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Notes: This figure displays smoothed distributions (Epanechnikov kernel) of test statistics for z 2 [0, 5]. We use the
inverse of the number of tests presented in the same article to weight observations.
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Figure A5: Smoothed distributions of z-statistics by rejected and final draft of accepted manuscripts
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Notes: This figure displays smoothed distributions (Epanechnikov kernel) of test statistics for z 2 [0, 5]. We use the
inverse of the number of tests presented in the same article to weight observations.
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Figure A6: Smoothed distributions of z-statistics by whether the paper eventually published elsewhere
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Notes: This figure displays smoothed distributions (Epanechnikov kernel) of test statistics for z 2 [0, 5]. We use the
inverse of the number of tests presented in the same article to weight observations.
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Figure A7: De-rounded distribution of p-values for initial submissions
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Notes: See Section 5 for the de-rounding method. This figure displays a histogram of test statistics for p-values 2
[0.0025, 0.1500] for initial submissions. Histogram bins are 0.0025 wide. Reference lines are displayed at conventional
two-tailed significance levels. We use the inverse of the number of tests presented in the same article to weight
observations.
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Figure A8: Editor’s first decision - De-rounded distributions of p-values by desk rejection

(a) Desk rejections
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(b) Not desk rejected (received reviewer reports)
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Notes: See Section 5 for the de-rounding method. This figure displays histograms of test statistics for p-values
2 [0.0025, 0.1500] by editor’s first decision. Histogram bins are 0.0025 wide. Reference lines are displayed at
conventional two-tailed significance levels. We use the inverse of the number of tests presented in the same article to
weight observations.
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Figure A9: Reviewer stage - De-rounded distributions of p-values by reviewer recommendation

(a) Recommended rejection
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(b) Recommend against outright rejection
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(c) Recommend accept as is or with only minor edits
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Notes: See Section 5 for the de-rounding method. This figure displays histograms of test statistics for p-values 2
[0.0025, 0.1500] for the reviewer stage. Histogram bins are 0.0025 wide. Reference lines are displayed at conventional
two-tailed significance levels. We use the inverse of the number of tests presented in the same article to weight
observations.
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Figure A10: De-rounded distributions of p-values by draft versions of accepted manuscripts

(a) First draft (initial submission)

�
��

��
��

��
'
HQ
VL
W\

��� ��� �� ���
S�YDOXH

(b) Final draft (published version)
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Notes: See Section 5 for the de-rounding method. This figure displays histograms of test statistics for p-values
2 [0.0025, 0.1500] for published manuscripts against their corresponding first drafts (initial submissions). Histogram
bins are 0.0025 wide. Reference lines are displayed at conventional two-tailed significance levels. We use the inverse
of the number of tests presented in the same article to weight observations.
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Figure A11: Peer review - De-rounded distributions of p-values by rejected and final draft of accepted
manuscripts

(a) All rejections

�
��

��
��

��
'
HQ
VL
W\

��� ��� �� ���
S�YDOXH

(b) Accepted manuscripts
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Notes: See Section 5 for the de-rounding method. This figure displays histograms of test statistics for p-values
2 [0.0025, 0.1500] for all rejected manuscripts vs. the final draft of published manuscripts. Histogram bins are 0.0025
wide. Reference lines are displayed at conventional two-tailed significance levels. We use the inverse of the number
of tests presented in the same article to weight observations.
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Figure A12: After rejection - De-rounded distributions of p-values by whether the paper eventually pub-
lished elsewhere

(a) Published elsewhere after rejection

��
��

��
��

��
'
HQ
VL
W\

��� ��� �� ���
S�YDOXH

(b) Failed to publish after rejection
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Notes: See Section 5 for the de-rounding method. This figure displays histograms of test statistics for p-values
2 [0.0025, 0.1500] for rejected manuscripts that eventually published elsewhere vs. rejected manuscripts that failed
to publish anywhere else. Histogram bins are 0.0025 wide. Reference lines are displayed at conventional two-tailed
significance levels. We use the inverse of the number of tests presented in the same article to weight observations.
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Table A1: Elliot et al. (2022)’s Tests: 5% and 10% Significance Thresholds

Threshold 5% Significance 10% Significance

Sample Bin. Discont.
Obs

[0.04,0.05] Bin. Discont.
Obs

[0.09,0.0.10]

Initial submissions 0.000 0.743 372 0.000 0.004 215

Desk reject stage

Desk rejections 0.005 0.599 117 0.014 0.337 67
Not desk rejected 0.000 0.003 255 0.403 0.141 148

Reviewer stage

Recommended rejection 0.000 0.380 196 0.906 0.001 113
Recommend against

outright rejection 0.000 0.028 238 0.813 0.472 127
Recommend accept as is

or with minor edits 0.001 0.162 103 0.028 0.848 71

Accepted manuscripts

Initial submission 0.000 0.000 149 0.012 0.531 79
Published version 0.000 0.031 139 0.000 0.970 66

Peer review

All rejections 0.000 0.485 223 0.466 0.005 136
Accepted manuscripts 0.000 0.031 139 0.136 0.654 240

After rejection

Published elsewhere 0.000 0.878 126 0.376 0.052 90
Failed to publish 0.001 0.678 97 0.671 0.046 46

Notes: Each panel is a direct application of Elliot et al. (2022)’s binomial and discontinuity tests
to a sub sample. This table replicates Table 2 but reports the number of observations. We do not
weight observations.
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Table A2: Elliot et al. (2022)’s Binomial and Discontinuity Tests: 1 Percent Threshold

Threshold 1% Significance

Sample Bin. Discont.
Obs

[0.005,0.015]

Initial submissions 0.997 0.587 821

Desk reject stage

Desk rejections 0.973 0.608 213
Not desk rejected 0.981 0.306 608

Reviewer stage

Recommended rejection 0.642 0.436 481
Recommend against

outright rejection 1.000 0.130 569
Recommend accept as is

or with minor edits 0.987 0.262 235

Accepted manuscripts

Initial submission 0.995 0.638 330
Published version 0.971 0.483 287

Peer review

All rejections 0.926 0.944 491
Accepted manuscripts 1.000 0.148 1230

After rejection

Published elsewhere 0.677 0.545 303
Failed to publish 0.966 0.925 188

Notes: Each panel is a direct application of Elliot et al.
(2022)’s binomial and discontinuity tests to a sub sample.
We focus on the 1 percent significance threshold. We do not
weight observations.
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Table A3: Elliot et al. (2022)’s Tests (De-Rounded)

Threshold 5% Significance 10% Significance
Sample Bin. Discont. Bin. Discont. CS1 CS2B LCM

Initial submissions 0.980 0.514 0.940 0.687 0.207 0.025 1.000

Desk reject stage

Desk rejections 0.896 0.532 0.295 0.912 0.657 0.395 1.000
Not desk rejected 0.956 0.831 0.987 0.646 0.054 0.002 1.000

Reviewer stage

Recommended rejection 0.681 0.397 0.930 0.456 0.444 0.077 1.000
Recommend against

outright rejection 0.786 0.694 0.975 0.849 0.738 0.505 1.000
Recommend accept as is

or with minor edits 0.580 0.665 0.957 0.525 0.132 0.001 0.999

Accepted manuscripts

Initial submission 0.954 0.176 0.909 0.902 0.197 0.110 1.000
Published version 0.363 0.313 0.070 0.307 0.638 0.037 1.000

Peer review

All rejections 0.912 0.076 0.851 0.387 0.122 0.024 1.000
Accepted manuscripts 0.363 0.313 0.070 0.307 0.638 0.037 1.000

After rejection

Published elsewhere 0.386 0.165 0.625 0.767 0.390 0.053 1.000
Failed to publish 0.996 0.673 0.932 0.413 0.599 0.741 1.000

Notes: Each panel is a direct application of Elliot et al. (2022)’s binomial, discontinuity and
non-increasingness tests to a sub sample. See Section 5 for the de-rounding method. The first
three columns focus on the 5% significance threshold, while the last three columns focus on
the 10% significance threshold. The remaining columns focus on the non-increasingness tests
We do not weight observations.
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Table A4: Elliot et al. (2022)’s Tests (De-Rounded): 5% and 10% Significance Thresholds

Threshold 5% Significance 10% Significance

Sample Bin. Discont.
Obs

[0.04,0.05] Bin. Discont.
Obs

[0.09,0.0.10]

Initial submissions 0.980 0.514 305 0.940 0.687 201

Desk reject stage

Desk rejections 0.896 0.532 91 0.295 0.912 55
Not desk rejected 0.956 0.831 214 0.987 0.646 146

Reviewer stage

Recommended rejection 0.681 0.397 163 0.930 0.456 104
Recommend against

outright rejection 0.786 0.694 192 0.975 0.849 116
Recommend accept as is

or with minor edits 0.580 0.665 97 0.957 0.525 67

Accepted manuscripts

Initial submission 0.954 0.176 128 0.909 0.902 68
Published version 0.363 0.313 131 0.070 0.307 56

Peer review

All rejections 0.912 0.076 177 0.851 0.387 133
Accepted manuscripts 0.363 0.313 131 0.070 0.307 56

After rejection

Published elsewhere 0.386 0.165 108 0.625 0.767 88
Failed to publish 0.996 0.673 69 0.932 0.413 45

Notes: Each panel is a direct application of Elliot et al. (2022)’s binomial and discontinuity tests
to a sub sample. See Section 5 for the de-rounding method. This table replicates Table A3 but
reports the number of observations. We do not weight observations.
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Table A5: Desk Rejection: Caliper Test, Significant at the 1% Level

(1) (2) (3) (4) (5) (6)
Desk Rejected 0.104 0.066 0.072 0.069 0.146 0.152

(0.049) (0.056) (0.054) (0.052) (0.067) (0.067)
Observations 1355 1355 1355 1355 694 694
z Sample Bounds [2.28, 2.88] [2.28, 2.88] [2.28, 2.88] [2.28, 2.88] [2.43, 2.73] [2.43, 2.73]
Co-editor FE Y Y Y Y Y
Identification Strategy Y Y Y
Paper-author Controls Y Y

Notes: This table reports marginal effects from logit regressions. An observation is a test statistic. The dependent
variable is a dummy for whether the test statistic is significant at the 1 percent level. “Paper-author Controls”
include indicators for whether the paper is solo authored, the share of the paper’s authors who: are female, are
tenured, and published previously in the Journal of Human Resources, the authors’ average years since receiving
their PhD (and its square), the number of years since receiving their PhD for the oldest author, the average of the
authors’ PhD rank, the highest PhD rank among all authors, and indicators for the primary identification strategy
used in the paper. The sample is restricted to initial submissions. The variable of interest “Desk Rejected” equals
one if the submission was desk rejected. In columns 1–4, we restrict the sample to z ± 0.30. Columns 5 and 6
restrict the sample to z±0.15. Robust standard errors are in parentheses, clustered by article. We use the inverse
of the number of tests presented in the same article to weight observations.
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Table A6: Robustness to De-rounding - Desk Rejection: Caliper Test, Significant at the 10% and 5% Levels

(1) (2) (3) (4) (5) (6)
Panel A: 10% Significant
Desk Rejected 0.142 0.119 0.110 0.100 0.075 0.059

(0.042) (0.048) (0.048) (0.048) (0.059) (0.058)
Observations 2048 2048 2048 2048 990 990
z Sample Bounds [1.35, 1.95] [1.35, 1.95] [1.35, 1.95] [1.35, 1.95] [1.50, 1.80] [1.50, 1.80]
Co-editor FE Y Y Y Y Y
Identification Strategy Y Y Y
Paper-author Controls Y Y
Panel B: 5% Significant
Desk Rejected 0.001 0.025 0.022 0.033 0.056 0.064

(0.045) (0.045) (0.047) (0.047) (0.062) (0.067)
Observations 2021 2021 2021 2021 1043 1043
z Sample Bounds [1.66, 2.26] [1.66, 2.26] [1.66, 2.26] [1.66, 2.26] [1.81, 2.11] [1.81, 2.11]
Co-editor FE Y Y Y Y Y
Identification Strategy Y Y Y
Paper-author Controls Y Y

Notes: This table reports marginal effects from logit regressions. An observation is a test statistic. See
Section 5 for the de-rounding method. The dependent variable in Panel A (B) is a dummy for whether the
test statistic is significant at the 10 (5) percent level. “Paper-author Controls” include indicators for whether
the paper is solo authored, the share of the paper’s authors who: are female, are tenured, and published
previously in the Journal of Human Resources, the authors’ average years since receiving their PhD (and its
square), the number of years since receiving their PhD for the oldest author, the average of the authors’ PhD
rank, the highest PhD rank among all authors, and indicators for the primary identification strategy used in
the paper. The sample is restricted to initial submissions. The variable of interest “Desk Rejected” equals
one if the submission was desk rejected. In columns 1–4, we restrict the sample to z± 0.30. Columns 5 and
6 restrict the sample to z ± 0.15. Robust standard errors are in parentheses, clustered by article. We use the
inverse of the number of tests presented in the same article to weight observations.
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Table A7: Robustness to Kranz and Putz (2022) - Desk Rejection: Caliper Test, Significant at the 10% and
5% Levels

(1) (2) (3) (4) (5) (6)
Panel A: 10% Significant
Desk Rejected 0.143 0.122 0.113 0.110 0.082 0.071

(0.044) (0.050) (0.049) (0.048) (0.057) (0.054)
Observations 1735 1735 1735 1735 823 823
z Sample Bounds [1.35, 1.95] [1.35, 1.95] [1.35, 1.95] [1.35, 1.95] [1.50, 1.80] [1.50, 1.80]
Co-editor FE Y Y Y Y Y
Identification Strategy Y Y Y
Paper-author Controls Y Y
Panel B: 5% Significant
Desk Rejected 0.025 0.050 0.047 0.040 0.082 0.075

(0.056) (0.053) (0.055) (0.055) (0.068) (0.073)
Observations 1314 1314 1314 1314 671 671
z Sample Bounds [1.66, 2.26] [1.66, 2.26] [1.66, 2.26] [1.66, 2.26] [1.81, 2.11] [1.81, 2.11]
Co-editor FE Y Y Y Y Y
Identification Strategy Y Y Y
Paper-author Controls Y Y

Notes: This table reports marginal effects from logit regressions. An observation is a test statistic. We rely
on a derounding method developed by Kranz and Putz (2022) which omits observations that are too coarsely
rounded. The dependent variable in Panel A (B) is a dummy for whether the test statistic is significant at
the 10 (5) percent level. “Paper-author Controls” include indicators for whether the paper is solo authored,
the share of the paper’s authors who: are female, are tenured, and published previously in the Journal of

Human Resources, the authors’ average years since receiving their PhD (and its square), the number of years
since receiving their PhD for the oldest author, the average of the authors’ PhD rank, the highest PhD rank
among all authors, and indicators for the primary identification strategy used in the paper. The sample is
restricted to initial submissions. The variable of interest “Desk Rejected” equals one if the submission was
desk rejected. In columns 1–4, we restrict the sample to z ± 0.30. Columns 5 and 6 restrict the sample to
z ± 0.15. Robust standard errors are in parentheses, clustered by article. We use the inverse of the number
of tests presented in the same article to weight observations.
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Table A8: Reviewer Rejection: Caliper Test, Significant at the 1% Level

(1) (2) (3) (4) (5)
-Weakly Positive Recommendation 0.045 0.048 0.042 0.046 0.042

(0.041) (0.036) (0.035) (0.036) (0.035)
-Minor Edits or Accept As Is 0.053 0.030 0.002 0.006 -0.002

(0.062) (0.056) (0.055) (0.055) (0.053)
Observations 2079 2079 2079 2079 2079
z Sample Bounds [2.28, 2.88] [2.28, 2.88] [2.28, 2.88] [2.28, 2.88] [2.28, 2.88]
Co-editor FE Y Y Y Y
Reviewer Controls Y Y Y
Identification Strategy Y Y
Paper-author Controls Y

Notes: This table reports marginal effects from logit regressions. An observation is a test statistic. The depen-
dent variable is a dummy for whether the test statistic is significant at the 1 percent level. “Reviewer Controls”
include number of years since PhD (and its square), their PhD rank, and indicators for whether the reviewer is
female, an NBER affiliate, and whether they previously published in a “top five” economics journal. “Paper-
author Controls” include indicators for whether the paper is solo authored, the share of the paper’s authors
who: are female, are tenured, and published previously in the Journal of Human Resources, the authors’ av-
erage years since receiving their PhD (and its square), the number of years since receiving their PhD for the
oldest author, the average of the authors’ PhD rank, the highest PhD rank among all authors, and indicators
for the primary identification strategy used in the paper. The sample is restricted to manuscripts that received
recommendations from reviewers. The variable of interests “Weakly Positive” and “Minor Edits or Accept As
Is” equal one if the manuscript was given a weakly positive or strong positive review, respectively. Robust
standard errors are in parentheses, clustered by article. We use the inverse of the number of tests presented in
the same article to weight observations.
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Table A9: Robustness to De-rounding - Reviewer Rejection: Caliper Test, Significant at the 10% and 5%
Levels

(1) (2) (3) (4) (5)
Panel A: 10% Significant

-Weakly Positive Recommendation 0.039 0.023 0.029 0.029 0.030
(0.035) (0.033) (0.031) (0.031) (0.029)

-Minor Edits or Accept As Is 0.052 0.032 0.033 0.036 0.040
(0.052) (0.045) (0.046) (0.045) (0.044)

Observations 3170 3170 3170 3170 3170
z Sample Bounds [1.35, 1.95] [1.35, 1.95] [1.35, 1.95] [1.35, 1.95] [1.35, 1.95]
Co-editor FE Y Y Y Y
Reviewer Controls Y Y Y
Identification Strategy Y Y
Paper-author Controls Y
Panel B: 5% Significant

-Weakly Positive Recommendation 0.059 0.063 0.051 0.048 0.050
(0.036) (0.034) (0.034) (0.033) (0.032)

-Minor Edits or Accept As Is 0.099 0.092 0.080 0.072 0.081
(0.061) (0.056) (0.053) (0.054) (0.052)

Observations 3100 3100 3100 3100 3100
z Sample Bounds [1.66, 2.26] [1.66, 2.26] [1.66, 2.26] [1.66, 2.26] [1.66, 2.26]
Co-editor FE Y Y Y Y
Reviewer Controls Y Y Y
Identification Strategy Y Y
Paper-author Controls Y

Notes: This table reports marginal effects from logit regressions. An observation is a test statistic. See Section
5 for the de-rounding method. The dependent variable in Panel A (B) is a dummy for whether the test statistic is
significant at the 10 (5) percent level. “Reviewer Controls” include number of years since PhD (and its square),
their PhD rank, and indicators for whether the reviewer is female, an NBER affiliate, and whether they previously
published in a “top five” economics journal. “Paper-author Controls” include indicators for whether the paper
is solo authored, the share of the paper’s authors who: are female, are tenured, and published previously in the
Journal of Human Resources, the authors’ average years since receiving their PhD (and its square), the number
of years since receiving their PhD for the oldest author, the average of the authors’ PhD rank, the highest PhD
rank among all authors, and indicators for the primary identification strategy used in the paper. The sample
is restricted to manuscripts that received recommendations from reviewers. The variable of interests “Weakly
Positive” and “Minor Edits or Accept As Is” equal one if the manuscript was given a weakly positive or strong
positive review, respectively. Robust standard errors are in parentheses, clustered by article. We use the inverse
of the number of tests presented in the same article to weight observations.
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Table A10: Robustness to Kranz and Putz (2022) - Reviewer Rejection: Caliper Test, Significant at the 10%
and 5% Levels

(1) (2) (3) (4) (5)
Panel A: 10% Significant

-Weakly Positive Recommendation 0.038 0.019 0.028 0.026 0.026
(0.039) (0.033) (0.031) (0.031) (0.028)

-Minor Edits or Accept As Is 0.051 0.037 0.038 0.037 0.034
(0.055) (0.045) (0.045) (0.043) (0.042)

Observations 2784 2784 2784 2784 2784
z Sample Bounds [1.35, 1.95] [1.35, 1.95] [1.35, 1.95] [1.35, 1.95] [1.35, 1.95]
Co-editor FE Y Y Y Y
Reviewer Controls Y Y Y
Identification Strategy Y Y
Paper-author Controls Y
Panel B: 5% Significant

-Weakly Positive Recommendation 0.050 0.064 0.019 0.004 -0.001
(0.049) (0.044) (0.039) (0.035) (0.032)

-Minor Edits or Accept As Is 0.087 0.119 0.062 0.041 0.051
(0.082) (0.059) (0.061) (0.061) (0.060)

Observations 2025 2025 2025 2025 2025
z Sample Bounds [1.66, 2.26] [1.66, 2.26] [1.66, 2.26] [1.66, 2.26] [1.66, 2.26]
Co-editor FE Y Y Y Y
Reviewer Controls Y Y Y
Identification Strategy Y Y
Paper-author Controls Y

Notes: This table reports marginal effects from logit regressions. An observation is a test statistic. We rely
on a derounding method developed by Kranz and Putz (2022) which omits observations that are too coarsely
rounded. The dependent variable in Panel A (B) is a dummy for whether the test statistic is significant at the
10 (5) percent level. “Reviewer Controls” include number of years since PhD (and its square), their PhD rank,
and indicators for whether the reviewer is female, an NBER affiliate, and whether they previously published in a
“top five” economics journal. “Paper-author Controls” include indicators for whether the paper is solo authored,
the share of the paper’s authors who: are female, are tenured, and published previously in the Journal of Human

Resources, the authors’ average years since receiving their PhD (and its square), the number of years since
receiving their PhD for the oldest author, the average of the authors’ PhD rank, the highest PhD rank among
all authors, and indicators for the primary identification strategy used in the paper. The sample is restricted to
manuscripts that received recommendations from reviewers. The variable of interests “Weakly Positive” and
“Minor Edits or Accept As Is” equal one if the manuscript was given a weakly positive or strong positive review,
respectively. Robust standard errors are in parentheses, clustered by article. We use the inverse of the number
of tests presented in the same article to weight observations.
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Table A11: Initial vs Final (Accepted) Submissions: Caliper Test, Significant at the 1% Level

(1) (2) (3) (4) (5) (6)
Initial Draft 0.022 0.039 0.035 0.031 0.033 0.032

(0.053) (0.044) (0.044) (0.041) (0.060) (0.059)
Observations 1040 1040 1040 1040 503 503
z Sample Bounds [2.28, 2.88] [2.28, 2.88] [2.28, 2.88] [2.28, 2.88] [2.43, 2.73] [2.43, 2.73]
Co-editor FE Y Y Y Y Y
Identification Strategy Y Y Y
Paper-author Controls Y Y

Notes: This table reports marginal effects from logit regressions. An observation is a test statistic. The dependent
variable is a dummy for whether the test statistic is significant at the 1 percent level. “Paper-author Controls”
include indicators for whether the paper is solo authored, the share of the paper’s authors who: are female, are
tenured, and published previously in the Journal of Human Resources, the authors’ average years since receiving
their PhD (and its square), the number of years since receiving their PhD for the oldest author, the average of the
authors’ PhD rank, the highest PhD rank among all authors, and indicators for the primary identification strategy
used in the paper. The sample is restricted to initial submissions. The variable of interest “Initial Draft” equals
one if the initial submission and zero for the final submission. In columns 1–4, we restrict the sample to z±0.30.
Columns 5 and 6 restrict the sample to z ± 0.15. Robust standard errors are in parentheses, clustered by article.
We use the inverse of the number of tests presented in the same article to weight observations.

Table A12: Robustness to De-rounding - Initial vs Final (Accepted) Submissions: Caliper Test, Significant
at the 10% and 5% Level

(1) (2) (3) (4) (5) (6)
Panel A: 10% Significant

Initial Draft 0.005 0.006 0.004 -0.004 -0.052 -0.062
(0.043) (0.039) (0.039) (0.038) (0.054) (0.050)

Observations 1558 1558 1558 1558 761 761
z Sample Bounds [1.35, 1.95] [1.35, 1.95] [1.35, 1.95] [1.35, 1.95] [1.50, 1.80] [1.50, 1.80]
Co-editor FE Y Y Y Y Y
Identification Strategy Y Y Y
Paper-author Controls Y Y
Panel B: 5% Significant

Initial Draft 0.033 0.025 0.021 0.032 0.031 0.028
(0.048) (0.042) (0.042) (0.039) (0.051) (0.044)

Observations 1587 1587 1587 1587 841 841
z Sample Bounds [1.66, 2.26] [1.66, 2.26] [1.66, 2.26] [1.66, 2.26] [1.81, 2.11] [1.81, 2.11]
Co-editor FE Y Y Y Y Y
Identification Strategy Y Y Y
Paper-author Controls Y Y

Notes: This table reports marginal effects from logit regressions. An observation is a test statistic. See Section
5 for the de-rounding method. The dependent variable in Panel A (B) is a dummy for whether the test statistic
is significant at the 10 (5) percent level. “Paper-author Controls” include indicators for whether the paper is solo
authored, the share of the paper’s authors who: are female, are tenured, and published previously in the Journal

of Human Resources, the authors’ average years since receiving their PhD (and its square), the number of years
since receiving their PhD for the oldest author, the average of the authors’ PhD rank, the highest PhD rank among
all authors, and indicators for the primary identification strategy used in the paper. The sample is restricted to
initial and final submissions of accepted manuscripts. The variable of interest “Initial Draft” equals one if the initial
submission and zero for the final submission. In columns 1–4, we restrict the sample to z ± 0.30. Columns 5 and 6
restrict the sample to z ± 0.15. Robust standard errors are in parentheses, clustered by article. We use the inverse
of the number of tests presented in the same article to weight observations.
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Table A13: Robustness to Kranz and Putz - Initial vs Final (Accepted) Submissions: Caliper Test, Significant
at the 10% and 5% Level

(1) (2) (3) (4) (5) (6)
Panel A: 10% Significant

Initial Draft 0.028 0.032 0.035 0.026 -0.013 -0.017
(0.047) (0.041) (0.040) (0.039) (0.059) (0.054)

Observations 1319 1319 1319 1319 615 615
z Sample Bounds [1.35, 1.95] [1.35, 1.95] [1.35, 1.95] [1.35, 1.95] [1.50, 1.80] [1.50, 1.80]
Co-editor FE Y Y Y Y Y
Identification Strategy Y Y Y
Paper-author Controls Y Y
Panel B: 5% Significant

Initial Draft 0.042 0.032 0.032 0.037 0.035 0.044
(0.064) (0.048) (0.048) (0.043) (0.055) (0.047)

Observations 985 985 985 985 532 532
z Sample Bounds [1.66, 2.26] [1.66, 2.26] [1.66, 2.26] [1.66, 2.26] [1.81, 2.11] [1.81, 2.11]
Co-editor FE Y Y Y Y Y
Identification Strategy Y Y Y
Paper-author Controls Y Y

Notes: This table reports marginal effects from logit regressions. An observation is a test statistic. We rely on a
derounding method developed by Kranz and Putz (2022) which omits observations that are too coarsely rounded.
The dependent variable in Panel A (B) is a dummy for whether the test statistic is significant at the 10 (5) percent
level. “Paper-author Controls” include indicators for whether the paper is solo authored, the share of the paper’s
authors who: are female, are tenured, and published previously in the Journal of Human Resources, the authors’
average years since receiving their PhD (and its square), the number of years since receiving their PhD for the
oldest author, the average of the authors’ PhD rank, the highest PhD rank among all authors, and indicators for
the primary identification strategy used in the paper. The sample is restricted to initial and final submissions of
accepted manuscripts. The variable of interest “Initial Draft” equals one if the initial submission and zero for the
final submission. In columns 1–4, we restrict the sample to z ± 0.30. Columns 5 and 6 restrict the sample to
z ± 0.15. Robust standard errors are in parentheses, clustered by article. We use the inverse of the number of tests
presented in the same article to weight observations.
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Table A14: Accepted vs. Rejected Manuscripts: Caliper Test, Significant at the 1% Level

(1) (2) (3) (4) (5) (6)
Accepted Manuscripts -0.034 -0.008 -0.002 0.015 0.036 0.050

(0.047) (0.045) (0.046) (0.048) (0.062) (0.064)
Observations 1316 1316 1316 1316 651 651
z Sample Bounds [2.28, 2.88] [2.28, 2.88] [2.28, 2.88] [2.28, 2.88] [2.43, 2.73] [2.43, 2.73]
Co-editor FE Y Y Y Y Y
Identification Strategy Y Y Y
Paper-author Controls Y Y

Notes: This table reports marginal effects from logit regressions. An observation is a test statistic. The dependent
variable is a dummy for whether the test statistic is significant at the 1 percent level. “Paper-author Controls”
include indicators for whether the paper is solo authored, the share of the paper’s authors who: are female, are
tenured, and published previously in the Journal of Human Resources, the authors’ average years since receiving
their PhD (and its square), the number of years since receiving their PhD for the oldest author, the average of the
authors’ PhD rank, the highest PhD rank among all authors, and indicators for the primary identification strategy
used in the paper. The sample includes all submissions. The variable of interest “Accepted Manuscripts” equals
one if the submission was accepted. In columns 1–4, we restrict the sample to z± 0.30. Columns 5 and 6 restrict
the sample to z ± 0.15. Robust standard errors are in parentheses, clustered by article. We use the inverse of the
number of tests presented in the same article to weight observations.

Table A15: Robustness to De-rounding - Accepted vs. Rejected Manuscripts: Caliper Test, Significant at
the 10% and 5% Level

(1) (2) (3) (4) (5) (6)
Panel A: 10% Significant

Accepted Manuscripts -0.077 -0.042 -0.038 -0.029 -0.037 -0.016
(0.038) (0.038) (0.037) (0.038) (0.048) (0.049)

Observations 1993 1993 1993 1993 968 968
z Sample Bounds [1.35, 1.95] [1.35, 1.95] [1.35, 1.95] [1.35, 1.95] [1.50, 1.80] [1.50, 1.80]
Co-editor FE Y Y Y Y Y
Identification Strategy Y Y Y
Paper-author Controls Y Y
Panel B: 5% Significant

Accepted Manuscripts 0.053 0.017 0.016 0.008 0.029 0.021
(0.043) (0.040) (0.039) (0.040) (0.052) (0.056)

Observations 1953 1953 1953 1953 993 993
z Sample Bounds [1.66, 2.26] [1.66, 2.26] [1.66, 2.26] [1.66, 2.26] [1.81, 2.11] [1.81, 2.11]
Co-editor FE Y Y Y Y Y
Identification Strategy Y Y Y
Paper-author Controls Y Y

Notes: This table reports marginal effects from logit regressions. An observation is a test statistic. See Section
5 for the de-rounding method. The dependent variable in Panel A (B) is a dummy for whether the test statistic
is significant at the 10 (5) percent level. “Paper-author Controls” include indicators for whether the paper is solo
authored, the share of the paper’s authors who: are female, are tenured, and published previously in the Journal of

Human Resources, the authors’ average years since receiving their PhD (and its square), the number of years since
receiving their PhD for the oldest author, the average of the authors’ PhD rank, the highest PhD rank among all
authors, and indicators for the primary identification strategy used in the paper. The sample includes all submissions.
The variable of interest “Accepted Manuscripts” equals one if the submission was accepted. In columns 1–4, we
restrict the sample to z ± 0.30. Columns 5 and 6 restrict the sample to z ± 0.15. Robust standard errors are in
parentheses, clustered by article. We use the inverse of the number of tests presented in the same article to weight
observations.
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Table A16: Robustness to Kranz and Putz (2022) - Accepted vs. Rejected Manuscripts: Caliper Test,
Significant at the 10% and 5% Level

(1) (2) (3) (4) (5) (6)
Panel A: 10% Significant

Accepted Manuscripts -0.088 -0.056 -0.052 -0.050 -0.093 -0.075
(0.041) (0.040) (0.040) (0.040) (0.048) (0.049)

Observations 1691 1691 1691 1691 802 802
z Sample Bounds [1.35, 1.95] [1.35, 1.95] [1.35, 1.95] [1.35, 1.95] [1.50, 1.80] [1.50, 1.80]
Co-editor FE Y Y Y Y Y
Identification Strategy Y Y Y
Paper-author Controls Y Y
Panel B: 5% Significant

Accepted Manuscripts 0.048 -0.001 -0.007 0.003 -0.037 -0.046
(0.057) (0.055) (0.055) (0.056) (0.071) (0.074)

Observations 1278 1278 1278 1278 646 646
z Sample Bounds [1.66, 2.26] [1.66, 2.26] [1.66, 2.26] [1.66, 2.26] [1.81, 2.11] [1.81, 2.11]
Co-editor FE Y Y Y Y Y
Identification Strategy Y Y Y
Paper-author Controls Y Y

Notes: This table reports marginal effects from logit regressions. An observation is a test statistic. We rely on a
derounding method developed by Kranz and Putz (2022) which omits observations that are too coarsely rounded.
The dependent variable in Panel A (B) is a dummy for whether the test statistic is significant at the 10 (5) percent
level. “Paper-author Controls” include indicators for whether the paper is solo authored, the share of the paper’s
authors who: are female, are tenured, and published previously in the Journal of Human Resources, the authors’
average years since receiving their PhD (and its square), the number of years since receiving their PhD for the oldest
author, the average of the authors’ PhD rank, the highest PhD rank among all authors, and indicators for the primary
identification strategy used in the paper. The sample includes all submissions. The variable of interest “Accepted
Manuscripts” equals one if the submission was accepted. In columns 1–4, we restrict the sample to z ± 0.30.
Columns 5 and 6 restrict the sample to z± 0.15. Robust standard errors are in parentheses, clustered by article. We
use the inverse of the number of tests presented in the same article to weight observations.

Table A17: Never Published vs. Published Elsewhere: Caliper Test, Significant at the 1% Level

(1) (2) (3) (4) (5) (6)
Never Published 0.043 0.049 0.054 0.046 0.038 0.012

(0.055) (0.055) (0.054) (0.058) (0.076) (0.071)
Observations 822 822 822 822 418 418
z Sample Bounds [2.28, 2.88] [2.28, 2.88] [2.28, 2.88] [2.28, 2.88] [2.43, 2.73] [2.43, 2.73]
Co-editor FE Y Y Y Y Y
Identification Strategy Y Y Y
Paper-author Controls Y Y

Notes: This table reports marginal effects from logit regressions. An observation is a test statistic. The dependent
variable is a dummy for whether the test statistic is significant at the 1 percent level. “Paper-author Controls”
include indicators for whether the paper is solo authored, the share of the paper’s authors who: are female, are
tenured, and published previously in the Journal of Human Resources, the authors’ average years since receiving
their PhD (and its square), the number of years since receiving their PhD for the oldest author, the average of the
authors’ PhD rank, the highest PhD rank among all authors, and indicators for the primary identification strategy
used in the paper. The sample includes all rejected manuscripts submitted from 2016 to 2016. The variable of
interest “Never Published” equals one if the rejected manuscript failed to publish elsewhere. In columns 1–4, we
restrict the sample to z ± 0.30. Columns 5 and 6 restrict the sample to z ± 0.15. Robust standard errors are in
parentheses, clustered by article. We use the inverse of the number of tests presented in the same article to weight
observations.
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Table A18: Robustness to De-rounding - Never Published vs. Published Elsewhere: Caliper Test, Significant
at the 10% and 5% Levels

(1) (2) (3) (4) (5) (6)
Panel A: 10% Significant

Never Published -0.052 -0.057 -0.060 -0.075 -0.107 -0.128
(0.048) (0.050) (0.048) (0.046) (0.052) (0.051)

Observations 1244 1244 1244 1244 596 596
z Sample Bounds [1.35, 1.95] [1.35, 1.95] [1.35, 1.95] [1.35, 1.95] [1.50, 1.80] [1.50, 1.80]
Co-editor FE Y Y Y Y Y
Identification Strategy Y Y Y
Paper-author Controls Y Y
Panel B: 5% Significant

Never Published 0.021 0.067 0.057 0.069 0.044 0.017
(0.050) (0.045) (0.045) (0.046) (0.065) (0.065)

Observations 1192 1192 1192 1192 597 597
z Sample Bounds [1.66, 2.26] [1.66, 2.26] [1.66, 2.26] [1.66, 2.26] [1.81, 2.11] [1.81, 2.11]
Co-editor FE Y Y Y Y Y
Identification Strategy Y Y Y
Paper-author Controls Y Y

Notes: This table reports marginal effects from logit regressions. An observation is a test statistic. See Section
5 for the de-rounding method. The dependent variable in Panel A (B) is a dummy for whether the test statistic
is significant at the 10 (5) percent level. “Paper-author Controls” include indicators for whether the paper is solo
authored, the share of the paper’s authors who: are female, are tenured, and published previously in the Journal of

Human Resources, the authors’ average years since receiving their PhD (and its square), the number of years since
receiving their PhD for the oldest author, the average of the authors’ PhD rank, the highest PhD rank among all
authors, and indicators for the primary identification strategy used in the paper. The sample includes all rejected
manuscripts submitted from 2016 to 2016. The variable of interest “Never Published” equals one if the rejected
manuscript failed to publish elsewhere. In columns 1–4, we restrict the sample to z±0.30. Columns 5 and 6 restrict
the sample to z ± 0.15. Robust standard errors are in parentheses, clustered by article. We use the inverse of the
number of tests presented in the same article to weight observations.
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Table A19: Robustness to Kranz and Putz (2022) - Never Published vs. Published Elsewhere: Caliper Test,
Significant at the 10% and 5% Levels

(1) (2) (3) (4) (5) (6)
Panel A: 10% Significant

Never Published -0.048 -0.035 -0.041 -0.049 -0.087 -0.092
(0.049) (0.046) (0.045) (0.041) (0.054) (0.052)

Observations 1055 1055 1055 1055 499 499
z Sample Bounds [1.35, 1.95] [1.35, 1.95] [1.35, 1.95] [1.35, 1.95] [1.50, 1.80] [1.50, 1.80]
Co-editor FE Y Y Y Y Y
Identification Strategy Y Y Y
Paper-author Controls Y Y
Panel B: 5% Significant

Never Published 0.057 0.078 0.070 0.080 0.040 0.006
(0.062) (0.052) (0.052) (0.055) (0.072) (0.076)

Observations 805 805 805 805 393 393
z Sample Bounds [1.66, 2.26] [1.66, 2.26] [1.66, 2.26] [1.66, 2.26] [1.81, 2.11] [1.81, 2.11]
Co-editor FE Y Y Y Y Y
Identification Strategy Y Y Y
Paper-author Controls Y Y

Notes: This table reports marginal effects from logit regressions. An observation is a test statistic. We rely on a
derounding method developed by Kranz and Putz (2022) which omits observations that are too coarsely rounded.
The dependent variable in Panel A (B) is a dummy for whether the test statistic is significant at the 10 (5) percent
level. “Paper-author Controls” include indicators for whether the paper is solo authored, the share of the paper’s
authors who: are female, are tenured, and published previously in the Journal of Human Resources, the authors’
average years since receiving their PhD (and its square), the number of years since receiving their PhD for the oldest
author, the average of the authors’ PhD rank, the highest PhD rank among all authors, and indicators for the primary
identification strategy used in the paper. The sample includes all rejected manuscripts submitted from 2016 to 2016.
The variable of interest “Never Published” equals one if the rejected manuscript failed to publish elsewhere. In
columns 1–4, we restrict the sample to z ± 0.30. Columns 5 and 6 restrict the sample to z ± 0.15. Robust standard
errors are in parentheses, clustered by article. We use the inverse of the number of tests presented in the same article
to weight observations.
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Table A20: Robustness to Including Ambiguous Estimates - Desk Rejection: Caliper Test, Significant at the
10% and 5% Levels

(1) (2) (3) (4) (5) (6)
Panel A: 10% Significant

Desk Rejected 0.136 0.134 0.119 0.116 0.078 0.077
(0.042) (0.047) (0.046) (0.047) (0.055) (0.054)

Observations 2169 2169 2169 2169 1029 1029
z Sample Bounds [1.35, 1.95] [1.35, 1.95] [1.35, 1.95] [1.35, 1.95] [1.50, 1.80] [1.50, 1.80]
Co-editor FE Y Y Y Y Y
Identification Strategy Y Y Y
Paper-author Controls Y Y
Panel B: 5% Significant

Desk Rejected -0.008 0.023 0.021 0.024 -0.006 -0.002
(0.042) (0.043) (0.044) (0.045) (0.067) (0.067)

Observations 2173 2173 2173 2173 1129 1129
z Sample Bounds [1.66, 2.26] [1.66, 2.26] [1.66, 2.26] [1.66, 2.26] [1.81, 2.11] [1.81, 2.11]
Co-editor FE Y Y Y Y Y
Identification Strategy Y Y Y
Paper-author Controls Y Y

Notes: This table reports marginal effects from logit regressions. An observation is a test statistic.
The dependent variable in Panel A (B) is a dummy for whether the test statistic is significant at the 10
(5) percent level. “Paper-author Controls” include indicators for whether the paper is solo authored,
the share of the paper’s authors who: are female, are tenured, and published previously in the Journal

of Human Resources, the authors’ average years since receiving their PhD (and its square), the
number of years since receiving their PhD for the oldest author, the average of the authors’ PhD
rank, the highest PhD rank among all authors, and indicators for the primary identification strategy
used in the paper. The sample is restricted to initial submissions. The variable of interest “Desk
Rejected” equals one if the submission was desk rejected. In columns 1–4, we restrict the sample to
z±0.30. Columns 5 and 6 restrict the sample to z±0.15. Robust standard errors are in parentheses,
clustered by article. We use the inverse of the number of tests presented in the same article to weight
observations.
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Table A21: Robustness to Including Ambiguous Estimates - Reviewer Rejection: Caliper Test, Significant
at the 10% and 5% Levels

(1) (2) (3) (4) (5)
Panel A: 10% Significant

-Weakly Positive Recommendation 0.047 0.031 0.037 0.037 0.042
(0.036) (0.032) (0.031) (0.030) (0.028)

-Minor Edits or Accept As Is 0.045 0.032 0.033 0.037 0.045
(0.050) (0.045) (0.046) (0.045) (0.043)

Observations 3397 3397 3397 3397 3397
z Sample Bounds [1.35, 1.95] [1.35, 1.95] [1.35, 1.95] [1.35, 1.95] [1.35, 1.95]
Co-editor FE Y Y Y Y
Reviewer Controls Y Y Y
Identification Strategy Y Y
Paper-author Controls Y
Panel B: 5% Significant

-Weakly Positive Recommendation 0.064 0.069 0.057 0.054 0.053
(0.035) (0.034) (0.033) (0.032) (0.030)

-Minor Edits or Accept As Is 0.087 0.092 0.078 0.070 0.075
(0.059) (0.052) (0.050) (0.051) (0.050)

Observations 3381 3381 3381 3381 3381
z Sample Bounds [1.66, 2.26] [1.66, 2.26] [1.66, 2.26] [1.66, 2.26] [1.66, 2.26]
Co-editor FE Y Y Y Y
Reviewer Controls Y Y Y
Identification Strategy Y Y
Paper-author Controls Y

Notes: This table reports marginal effects from logit regressions. An observation is a test statistic. The depen-
dent variable in Panel A (B) is a dummy for whether the test statistic is significant at the 10 (5) percent level.
“Reviewer Controls” include number of years since PhD (and its square), their PhD rank, and indicators for
whether the reviewer is female, an NBER affiliate, and whether they previously published in a “top five” eco-
nomics journal. “Paper-author Controls” include indicators for whether the paper is solo authored, the share of
the paper’s authors who: are female, are tenured, and published previously in the Journal of Human Resources,
the authors’ average years since receiving their PhD (and its square), the number of years since receiving their
PhD for the oldest author, the average of the authors’ PhD rank, the highest PhD rank among all authors, and
indicators for the primary identification strategy used in the paper. The sample is restricted to manuscripts that
received recommendations from reviewers. The variable of interests “Weakly Positive” and “Minor Edits or
Accept As Is” equal one if the manuscript was given a weakly positive or strong positive review, respectively.
Robust standard errors are in parentheses, clustered by article. We use the inverse of the number of tests pre-
sented in the same article to weight observations.

34



Table A22: Robustness to Including Ambiguous Estimates - Initial vs Final (Accepted) Submissions:
Caliper Test, Significant at the 10% and 5% Levels

(1) (2) (3) (4) (5) (6)
Panel A: 10% Significant

Initial Draft 0.029 0.028 0.028 0.022 -0.035 -0.031
(0.042) (0.038) (0.038) (0.037) (0.054) (0.050)

Observations 1628 1628 1628 1628 772 772
z Sample Bounds [1.35, 1.95] [1.35, 1.95] [1.35, 1.95] [1.35, 1.95] [1.50, 1.80] [1.50, 1.80]
Co-editor FE Y Y Y Y Y
Identification Strategy Y Y Y
Paper-author Controls Y Y
Panel B: 5% Significant

Initial Draft 0.021 0.015 0.011 0.022 0.044 0.055
(0.048) (0.043) (0.042) (0.039) (0.053) (0.046)

Observations 1672 1672 1672 1672 879 879
z Sample Bounds [1.66, 2.26] [1.66, 2.26] [1.66, 2.26] [1.66, 2.26] [1.81, 2.11] [1.81, 2.11]
Co-editor FE Y Y Y Y Y
Identification Strategy Y Y Y
Paper-author Controls Y Y

Notes: This table reports marginal effects from logit regressions. An observation is a test statistic. The dependent
variable in Panel A (B) is a dummy for whether the test statistic is significant at the 10 (5) percent level. “Paper-
author Controls” include indicators for whether the paper is solo authored, the share of the paper’s authors who: are
female, are tenured, and published previously in the Journal of Human Resources, the authors’ average years since
receiving their PhD (and its square), the number of years since receiving their PhD for the oldest author, the average
of the authors’ PhD rank, the highest PhD rank among all authors, and indicators for the primary identification
strategy used in the paper. The sample is restricted to initial submissions. The variable of interest “Initial Draft”
equals one if the initial submission and zero for the final submission. In columns 1–4, we restrict the sample to
z ± 0.30. Columns 5 and 6 restrict the sample to z ± 0.15. Robust standard errors are in parentheses, clustered by
article. We use the inverse of the number of tests presented in the same article to weight observations.
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Table A23: Robustness to Including Ambiguous Estimates - Accepted vs. Rejected Manuscripts: Caliper
Test, Significant at the 10% and 5% Levels

(1) (2) (3) (4) (5) (6)
Panel A: 10% Significant

Accepted Manuscripts -0.062 -0.032 -0.028 -0.013 -0.057 -0.040
(0.039) (0.040) (0.039) (0.040) (0.045) (0.047)

Observations 2094 2094 2094 2094 974 974
z Sample Bounds [1.35, 1.95] [1.35, 1.95] [1.35, 1.95] [1.35, 1.95] [1.50, 1.80] [1.50, 1.80]
Co-editor FE Y Y Y Y Y
Identification Strategy Y Y Y
Paper-author Controls Y Y
Panel B: 5% Significant

Accepted Manuscripts 0.051 0.012 0.010 0.004 0.010 0.001
(0.043) (0.038) (0.038) (0.038) (0.052) (0.057)

Observations 2078 2078 2078 2078 1059 1059
z Sample Bounds [1.66, 2.26] [1.66, 2.26] [1.66, 2.26] [1.66, 2.26] [1.81, 2.11] [1.81, 2.11]
Co-editor FE Y Y Y Y Y
Identification Strategy Y Y Y
Paper-author Controls Y Y

Notes: This table reports marginal effects from logit regressions. An observation is a test statistic. An observation
is a test statistic. The dependent variable in Panel A (B) is a dummy for whether the test statistic is significant at the
10 (5) percent level. “Paper-author Controls” include indicators for whether the paper is solo authored, the share
of the paper’s authors who: are female, are tenured, and published previously in the Journal of Human Resources,
the authors’ average years since receiving their PhD (and its square), the number of years since receiving their PhD
for the oldest author, the average of the authors’ PhD rank, the highest PhD rank among all authors, and indicators
for the primary identification strategy used in the paper. The sample includes all submissions. The variable of
interest “Accepted Manuscripts” equals one if the submission was accepted. In columns 1–4, we restrict the sample
to z ± 0.30. Columns 5 and 6 restrict the sample to z ± 0.15. Robust standard errors are in parentheses, clustered
by article. We use the inverse of the number of tests presented in the same article to weight observations.
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Table A24: Robustness to Including Ambiguous Estimates - Never Published vs. Published Elsewhere:
Caliper Test, Significant at the 10% and 5% Levels

(1) (2) (3) (4) (5) (6)
Panel A: 10% Significant

Never Published -0.045 -0.046 -0.049 -0.068 -0.090 -0.090
(0.049) (0.046) (0.045) (0.042) (0.052) (0.049)

Observations 1325 1325 1325 1325 613 613
z Sample Bounds [1.35, 1.95] [1.35, 1.95] [1.35, 1.95] [1.35, 1.95] [1.50, 1.80] [1.50, 1.80]
Co-editor FE Y Y Y Y Y
Identification Strategy Y Y Y
Paper-author Controls Y Y
Panel B: 5% Significant

Never Published 0.068 0.094 0.083 0.096 0.074 0.060
(0.046) (0.044) (0.043) (0.044) (0.067) (0.064)

Observations 1297 1297 1297 1297 651 651
z Sample Bounds [1.66, 2.26] [1.66, 2.26] [1.66, 2.26] [1.66, 2.26] [1.81, 2.11] [1.81, 2.11]
Co-editor FE Y Y Y Y Y
Identification Strategy Y Y Y
Paper-author Controls Y Y

Notes: This table reports marginal effects from logit regressions. An observation is a test statistic. An observation
is a test statistic. The dependent variable in Panel A (B) is a dummy for whether the test statistic is significant at the
10 (5) percent level. “Paper-author Controls” include indicators for whether the paper is solo authored, the share of
the paper’s authors who: are female, are tenured, and published previously in the Journal of Human Resources, the
authors’ average years since receiving their PhD (and its square), the number of years since receiving their PhD for
the oldest author, the average of the authors’ PhD rank, the highest PhD rank among all authors, and indicators for
the primary identification strategy used in the paper. The sample includes all rejected manuscripts submitted from
2016 to 2016. The variable of interest “Never Published” equals one if the rejected manuscript failed to publish
elsewhere. In columns 1–4, we restrict the sample to z ± 0.30. Columns 5 and 6 restrict the sample to z ± 0.15.
Robust standard errors are in parentheses, clustered by article. We use the inverse of the number of tests presented
in the same article to weight observations.
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Table A25: Robustness to First Table Subsample - Desk Rejection: Caliper Test, Significant at the 10% and
5% Levels

(1) (2) (3) (4) (5) (6)
Panel A: 10% Significant

Desk Rejected 0.155 0.141 0.125 0.135 0.045 0.074
(0.052) (0.058) (0.054) (0.053) (0.067) (0.066)

Observations 1052 1052 1052 1052 504 504
z Sample Bounds [1.35, 1.95] [1.35, 1.95] [1.35, 1.95] [1.35, 1.95] [1.50, 1.80] [1.50, 1.80]
Co-editor FE Y Y Y Y Y
Identification Strategy Y Y Y
Paper-author Controls Y Y
Panel B: 5% Significant

Desk Rejected -0.017 0.018 0.011 0.019 -0.022 0.006
(0.058) (0.057) (0.059) (0.056) (0.089) (0.073)

Observations 1111 1111 1111 1111 574 574
z Sample Bounds [1.66, 2.26] [1.66, 2.26] [1.66, 2.26] [1.66, 2.26] [1.81, 2.11] [1.81, 2.11]
Co-editor FE Y Y Y Y Y
Identification Strategy Y Y Y
Paper-author Controls Y Y

Notes: This table reports marginal effects from logit regressions. An observation is a test statistic. The dependent variable
in Panel A (B) is a dummy for whether the test statistic is significant at the 10 (5) percent level. “Paper-author Controls”
include indicators for whether the paper is solo authored, the share of the paper’s authors who: are female, are tenured,
and published previously in the Journal of Human Resources, the authors’ average years since receiving their PhD (and
its square), the number of years since receiving their PhD for the oldest author, the average of the authors’ PhD rank, the
highest PhD rank among all authors, and indicators for the primary identification strategy used in the paper. The sample is
restricted to initial submissions. The variable of interest “Desk Rejected” equals one if the submission was desk rejected.
In columns 1–4, we restrict the sample to z± 0.30. Columns 5 and 6 restrict the sample to z± 0.15. Robust standard errors
are in parentheses, clustered by article. We use the inverse of the number of tests presented in the same article to weight
observations.
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Table A26: Robustness to First Table Subsample - Reviewer Rejection: Caliper Test, Significant at the 10%
and 5% Levels

(1) (2) (3) (4) (5)
Panel A: 10% Significant

-Weakly Positive Recommendation 0.045 0.004 0.019 0.022 0.009
(0.052) (0.041) (0.040) (0.040) (0.040)

-Minor Edits or Accept As Is 0.066 0.035 0.043 0.045 0.031
(0.066) (0.052) (0.057) (0.059) (0.052)

Observations 1443 1443 1443 1443 1443
z Sample Bounds [1.35, 1.95] [1.35, 1.95] [1.35, 1.95] [1.35, 1.95] [1.35, 1.95]
Co-editor FE Y Y Y Y
Reviewer Controls Y Y Y
Identification Strategy Y Y
Paper-author Controls Y
Panel B: 5% Significant

-Weakly Positive Recommendation 0.054 0.066 0.052 0.048 0.063
(0.049) (0.043) (0.041) (0.040) (0.038)

-Minor Edits or Accept As Is 0.072 0.072 0.057 0.051 0.081
(0.078) (0.070) (0.065) (0.066) (0.063)

Observations 1524 1524 1524 1524 1524
z Sample Bounds [1.66, 2.26] [1.66, 2.26] [1.66, 2.26] [1.66, 2.26] [1.66, 2.26]
Co-editor FE Y Y Y Y
Reviewer Controls Y Y Y
Identification Strategy Y Y
Paper-author Controls Y

Notes: This table reports marginal effects from logit regressions. An observation is a test statistic. The depen-
dent variable in Panel A (B) is a dummy for whether the test statistic is significant at the 10 (5) percent level.
“Reviewer Controls” include number of years since PhD (and its square), their PhD rank, and indicators for
whether the reviewer is female, an NBER affiliate, and whether they previously published in a “top five” eco-
nomics journal. “Paper-author Controls” include indicators for whether the paper is solo authored, the share of
the paper’s authors who: are female, are tenured, and published previously in the Journal of Human Resources,
the authors’ average years since receiving their PhD (and its square), the number of years since receiving their
PhD for the oldest author, the average of the authors’ PhD rank, the highest PhD rank among all authors, and
indicators for the primary identification strategy used in the paper. The sample is restricted to manuscripts that
received recommendations from reviewers. The variable of interests “Weakly Positive” and “Minor Edits or
Accept As Is” equal one if the manuscript was given a weakly positive or strong positive review, respectively.
Robust standard errors are in parentheses, clustered by article. We use the inverse of the number of tests pre-
sented in the same article to weight observations.
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Table A27: Robustness to First Table Subsample - Initial vs Final (Accepted) Submissions: Caliper Test,
Significant at the 10% and 5% Levels

(1) (2) (3) (4) (5) (6)
Panel A: 10% Significant

Initial Draft 0.026 0.026 0.027 0.025 -0.034 -0.034
(0.059) (0.051) (0.051) (0.050) (0.072) (0.065)

Observations 719 719 719 719 342 342
z Sample Bounds [1.35, 1.95] [1.35, 1.95] [1.35, 1.95] [1.35, 1.95] [1.50, 1.80] [1.50, 1.80]
Co-editor FE Y Y Y Y Y
Identification Strategy Y Y Y
Paper-author Controls Y Y
Panel B: 5% Significant

Initial Draft 0.014 0.015 0.010 0.013 0.037 0.040
(0.065) (0.055) (0.054) (0.048) (0.068) (0.054)

Observations 769 769 769 769 403 403
z Sample Bounds [1.66, 2.26] [1.66, 2.26] [1.66, 2.26] [1.66, 2.26] [1.81, 2.11] [1.81, 2.11]
Co-editor FE Y Y Y Y Y
Identification Strategy Y Y Y
Paper-author Controls Y Y

Notes: This table reports marginal effects from logit regressions. An observation is a test statistic. The dependent variable
in Panel A (B) is a dummy for whether the test statistic is significant at the 10 (5) percent level. “Paper-author Controls”
include indicators for whether the paper is solo authored, the share of the paper’s authors who: are female, are tenured,
and published previously in the Journal of Human Resources, the authors’ average years since receiving their PhD (and
its square), the number of years since receiving their PhD for the oldest author, the average of the authors’ PhD rank, the
highest PhD rank among all authors, and indicators for the primary identification strategy used in the paper. The sample is
restricted to initial submissions. The variable of interest “Initial Draft” equals one if the initial submission and zero for the
final submission. In columns 1–4, we restrict the sample to z ± 0.30. Columns 5 and 6 restrict the sample to z ± 0.15.
Robust standard errors are in parentheses, clustered by article. We use the inverse of the number of tests presented in the
same article to weight observations.
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Table A28: Robustness to First Table Subsample - Accepted vs. Rejected Manuscripts: Caliper Test, Sig-
nificant at the 10% and 5% Levels

(1) (2) (3) (4) (5) (6)
Panel A: 10% Significant

Accepted Manuscripts -0.087⇤ -0.040 -0.028 -0.038 -0.073 -0.066
(0.051) (0.052) (0.049) (0.051) (0.055) (0.062)

Observations 1046 1046 1046 1046 508 508
z Sample Bounds [1.35, 1.95] [1.35, 1.95] [1.35, 1.95] [1.35, 1.95] [1.50, 1.80] [1.50, 1.80]
Co-editor FE Y Y Y Y Y
Identification Strategy Y Y Y
Paper-author Controls Y Y
Panel B: 5% Significant

Accepted Manuscripts 0.060 0.025 0.021 0.023 -0.010 -0.031
(0.059) (0.053) (0.052) (0.052) (0.076) (0.075)

Observations 1087 1087 1087 1087 554 554
z Sample Bounds [1.66, 2.26] [1.66, 2.26] [1.66, 2.26] [1.66, 2.26] [1.81, 2.11] [1.81, 2.11]
Co-editor FE Y Y Y Y Y
Identification Strategy Y Y Y
Paper-author Controls Y Y

Notes: This table reports marginal effects from logit regressions. An observation is a test statistic. An observation is a test
statistic. The dependent variable in Panel A (B) is a dummy for whether the test statistic is significant at the 10 (5) percent
level. “Paper-author Controls” include indicators for whether the paper is solo authored, the share of the paper’s authors
who: are female, are tenured, and published previously in the Journal of Human Resources, the authors’ average years since
receiving their PhD (and its square), the number of years since receiving their PhD for the oldest author, the average of the
authors’ PhD rank, the highest PhD rank among all authors, and indicators for the primary identification strategy used in the
paper. The sample includes all submissions. The variable of interest “Accepted Manuscripts” equals one if the submission
was accepted. In columns 1–4, we restrict the sample to z ± 0.30. Columns 5 and 6 restrict the sample to z ± 0.15. Robust
standard errors are in parentheses, clustered by article. We use the inverse of the number of tests presented in the same
article to weight observations.
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Table A29: Robustness to First Table Subsample - Never Published vs. Published Elsewhere: Caliper Test,
Significant at the 10% and 5% Levels

(1) (2) (3) (4) (5) (6)
Panel A: 10% Significant
Never Published -0.060 -0.076 -0.059 -0.089 -0.069 -0.057

(0.062) (0.062) (0.062) (0.054) (0.069) (0.064)
Observations 688 688 688 688 326 326
z Sample Bounds [1.35, 1.95] [1.35, 1.95] [1.35, 1.95] [1.35, 1.95] [1.50, 1.80] [1.50, 1.80]
Co-editor FE Y Y Y Y Y
Identification Strategy Y Y Y
Paper-author Controls Y Y
Panel B: 5% Significant
Never Published 0.042 0.075 0.064 0.071 0.118 0.072

(0.067) (0.060) (0.060) (0.062) (0.089) (0.086)
Observations 708 708 708 708 356 356
z Sample Bounds [1.66, 2.26] [1.66, 2.26] [1.66, 2.26] [1.66, 2.26] [1.81, 2.11] [1.81, 2.11]
Co-editor FE Y Y Y Y Y
Identification Strategy Y Y Y
Paper-author Controls Y Y

Notes: This table reports marginal effects from logit regressions. An observation is a test statistic. An
observation is a test statistic. The dependent variable in Panel A (B) is a dummy for whether the test statistic
is significant at the 10 (5) percent level. “Paper-author Controls” include indicators for whether the paper
is solo authored, the share of the paper’s authors who: are female, are tenured, and published previously in
the Journal of Human Resources, the authors’ average years since receiving their PhD (and its square), the
number of years since receiving their PhD for the oldest author, the average of the authors’ PhD rank, the
highest PhD rank among all authors, and indicators for the primary identification strategy used in the paper.
The sample includes all rejected manuscripts submitted from 2016 to 2016. The variable of interest “Never
Published” equals one if the rejected manuscript failed to publish elsewhere. In columns 1–4, we restrict
the sample to z ± 0.30. Columns 5 and 6 restrict the sample to z ± 0.15. Robust standard errors are in
parentheses, clustered by article. We use the inverse of the number of tests presented in the same article to
weight observations.
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Table A30: Robustness to Alternate Bandwidths - Desk Rejection: Caliper Test, Significant at the 10% and
5% Levels

(1) (2) (3) (4) (5) (6)
Panel A: 10% Significant
Desk Rejected 0.137 0.142 0.128 0.124 0.134 0.102

(0.035) (0.039) (0.039) (0.040) (0.049) (0.048)
Observations 3364 3364 3364 3364 1696 1696
z Sample Bounds [1.15, 2.15] [1.15, 2.15] [1.15, 2.15] [1.15, 2.15] [1.40, 1.90] [1.40, 1.90]
Co-editor FE Y Y Y Y Y
Identification Strategy Y Y Y
Paper-author Controls Y Y
Panel B: 5% Significant
Desk Rejected -0.006 0.023 0.013 0.011 0.027 0.027

(0.039) (0.041) (0.041) (0.042) (0.047) (0.050)
Observations 3225 3225 3225 3225 1706 1706
z Sample Bounds [1.46, 2.46] [1.46, 2.46] [1.46, 2.46] [1.46, 2.46] [1.71, 2.21] [1.71, 2.21]
Co-editor FE Y Y Y Y Y
Identification Strategy Y Y Y
Paper-author Controls Y Y

Notes: This table reports marginal effects from logit regressions. An observation is a test statistic. The
dependent variable in Panel A (B) is a dummy for whether the test statistic is significant at the 10 (5) percent
level. “Paper-author Controls” include indicators for whether the paper is solo authored, the share of the
paper’s authors who: are female, are tenured, and published previously in the Journal of Human Resources,
the authors’ average years since receiving their PhD (and its square), the number of years since receiving
their PhD for the oldest author, the average of the authors’ PhD rank, the highest PhD rank among all
authors, and indicators for the primary identification strategy used in the paper. The sample is restricted to
initial submissions. The variable of interest “Desk Rejected” equals one if the submission was desk rejected.
In columns 1–4, we restrict the sample to z± 0.50. Columns 5 and 6 restrict the sample to z± 0.25. Robust
standard errors are in parentheses, clustered by article. We use the inverse of the number of tests presented
in the same article to weight observations.
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Table A31: Robustness to Alternate Bandwidths - Reviewer Rejection: Caliper Test, Significant at the 10%
and 5% Levels

(1) (2) (3) (4) (5)
Panel A: 10% Significant

-Weakly Positive Recommendation 0.039 0.030 0.028 0.025 0.027
(0.028) (0.026) (0.026) (0.026) (0.024)

-Minor Edits or Accept As Is 0.095 0.088 0.082 0.085 0.087
(0.043) (0.039) (0.038) (0.038) (0.036)

Observations 5151 5151 5151 5151 5151
z Sample Bounds [1.15, 2.15] [1.15, 2.15] [1.15, 2.15] [1.15, 2.15] [1.15, 2.15]
Co-editor FE Y Y Y Y
Reviewer Controls Y Y Y
Identification Strategy Y Y
Paper-author Controls Y
Panel B: 5% Significant

-Weakly Positive Recommendation 0.040 0.043 0.039 0.036 0.038
(0.031) (0.029) (0.028) (0.028) (0.026)

-Minor Edits or Accept As Is 0.039 0.042 0.037 0.030 0.038
(0.056) (0.052) (0.047) (0.047) (0.046)

Observations 4950 4950 4950 4950 4950
z Sample Bounds [1.46, 2.46] [1.46, 2.46] [1.46, 2.46] [1.46, 2.46] [1.46, 2.46]
Co-editor FE Y Y Y Y
Reviewer Controls Y Y Y
Identification Strategy Y Y
Paper-author Controls Y

Notes: This table reports marginal effects from logit regressions. An observation is a test statistic. The depen-
dent variable in Panel A (B) is a dummy for whether the test statistic is significant at the 10 (5) percent level.
“Reviewer Controls” include number of years since PhD (and its square), their PhD rank, and indicators for
whether the reviewer is female, an NBER affiliate, and whether they previously published in a “top five” eco-
nomics journal. “Paper-author Controls” include indicators for whether the paper is solo authored, the share of
the paper’s authors who: are female, are tenured, and published previously in the Journal of Human Resources,
the authors’ average years since receiving their PhD (and its square), the number of years since receiving their
PhD for the oldest author, the average of the authors’ PhD rank, the highest PhD rank among all authors, and
indicators for the primary identification strategy used in the paper. The sample is restricted to manuscripts that
received recommendations from reviewers. The variable of interests “Weakly Positive” and “Minor Edits or
Accept As Is” equal one if the manuscript was given a weakly positive or strong positive review, respectively.
Robust standard errors are in parentheses, clustered by article. We use the inverse of the number of tests pre-
sented in the same article to weight observations.
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Table A32: Robustness to Alternate Bandwidths - Initial vs Final (Accepted) Submissions: Caliper Test,
Significant at the 10% and 5% Level

(1) (2) (3) (4) (5) (6)
Panel A: 10% Significant

Initial Draft 0.011 0.009 0.010 0.011 0.011 0.005
(0.036) (0.034) (0.035) (0.033) (0.040) (0.039)

Observations 2656 2656 2656 2656 1280 1280
z Sample Bounds [1.15, 2.15] [1.15, 2.15] [1.15, 2.15] [1.15, 2.15] [1.40, 1.90] [1.40, 1.90]
Co-editor FE Y Y Y Y Y
Identification Strategy Y Y Y
Paper-author Controls Y Y
Panel B: 5% Significant

Initial Draft 0.005 0.004 0.001 0.006 0.027 0.035
(0.040) (0.036) (0.036) (0.034) (0.046) (0.042)

Observations 2532 2532 2532 2532 1347 1347
z Sample Bounds [1.46, 2.46] [1.46, 2.46] [1.46, 2.46] [1.46, 2.46] [1.71, 2.21] [1.71, 2.21]
Co-editor FE Y Y Y Y Y
Identification Strategy Y Y Y
Paper-author Controls Y Y

Notes: This table reports marginal effects from logit regressions. An observation is a test statistic. The dependent
variable in Panel A (B) is a dummy for whether the test statistic is significant at the 10 (5) percent level. “Paper-
author Controls” include indicators for whether the paper is solo authored, the share of the paper’s authors who: are
female, are tenured, and published previously in the Journal of Human Resources, the authors’ average years since
receiving their PhD (and its square), the number of years since receiving their PhD for the oldest author, the average
of the authors’ PhD rank, the highest PhD rank among all authors, and indicators for the primary identification
strategy used in the paper. The sample is restricted to initial and final submissions of accepted manuscripts. The
variable of interest “Initial Draft” equals one if the initial submission and zero for the final submission. In columns
1–4, we restrict the sample to z± 0.50. Columns 5 and 6 restrict the sample to z± 0.25. Robust standard errors are
in parentheses, clustered by article. We use the inverse of the number of tests presented in the same article to weight
observations.
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Table A33: Robustness to Alternate Bandwidths - Accepted vs. Rejected Manuscripts: Caliper Test, Signif-
icant at the 10% and 5% Level

(1) (2) (3) (4) (5) (6)
Panel A: 10% Significant

Accepted Manuscripts -0.042 -0.027 -0.026 -0.018 -0.023 -0.005
(0.033) (0.033) (0.032) (0.033) (0.041) (0.040)

Observations 3296 3296 3296 3296 1649 1649
z Sample Bounds [1.15, 2.15] [1.15, 2.15] [1.15, 2.15] [1.15, 2.15] [1.40, 1.90] [1.40, 1.90]
Co-editor FE Y Y Y Y Y
Identification Strategy Y Y Y
Paper-author Controls Y Y
Panel B: 5% Significant

Accepted Manuscripts 0.041 0.020 0.017 0.016 0.004 -0.006
(0.036) (0.034) (0.033) (0.034) (0.043) (0.044)

Observations 3152 3152 3152 3152 1635 1635
z Sample Bounds [1.46, 2.46] [1.46, 2.46] [1.46, 2.46] [1.46, 2.46] [1.71, 2.21] [1.71, 2.21]
Co-editor FE Y Y Y Y Y
Identification Strategy Y Y Y
Paper-author Controls Y Y

Notes: This table reports marginal effects from logit regressions. An observation is a test statistic. An observation
is a test statistic. The dependent variable in Panel A (B) is a dummy for whether the test statistic is significant at the
10 (5) percent level. “Paper-author Controls” include indicators for whether the paper is solo authored, the share
of the paper’s authors who: are female, are tenured, and published previously in the Journal of Human Resources,
the authors’ average years since receiving their PhD (and its square), the number of years since receiving their PhD
for the oldest author, the average of the authors’ PhD rank, the highest PhD rank among all authors, and indicators
for the primary identification strategy used in the paper. The sample includes all submissions. The variable of
interest “Accepted Manuscripts” equals one if the submission was accepted. In columns 1–4, we restrict the sample
to z ± 0.50. Columns 5 and 6 restrict the sample to z ± 0.25. Robust standard errors are in parentheses, clustered
by article. We use the inverse of the number of tests presented in the same article to weight observations.
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Table A34: Robustness to Alternate Bandwidths - Never Published vs. Published Elsewhere: Caliper Test,
Significant at the 10% and 5% Levels

(1) (2) (3) (4) (5) (6)
Panel A: 10% Significant

Never Published -0.027 -0.037 -0.043 -0.053 -0.061 -0.105
(0.041) (0.041) (0.041) (0.041) (0.050) (0.043)

Observations 2010 2010 2010 2010 1036 1036
z Sample Bounds [1.15, 2.15] [1.15, 2.15] [1.15, 2.15] [1.15, 2.15] [1.40, 1.90] [1.40, 1.90]
Co-editor FE Y Y Y Y Y
Identification Strategy Y Y Y
Paper-author Controls Y Y
Panel B: 5% Significant

Never Published 0.055 0.089 0.078 0.090 0.099 0.104
(0.044) (0.040) (0.040) (0.040) (0.049) (0.052)

Observations 1925 1925 1925 1925 995 995
z Sample Bounds [1.46, 2.46] [1.46, 2.46] [1.46, 2.46] [1.46, 2.46] [1.71, 2.21] [1.71, 2.21]
Co-editor FE Y Y Y Y Y
Identification Strategy Y Y Y
Paper-author Controls Y Y

Notes: This table reports marginal effects from logit regressions. An observation is a test statistic. An observation
is a test statistic. The dependent variable in Panel A (B) is a dummy for whether the test statistic is significant at the
10 (5) percent level. “Paper-author Controls” include indicators for whether the paper is solo authored, the share of
the paper’s authors who: are female, are tenured, and published previously in the Journal of Human Resources, the
authors’ average years since receiving their PhD (and its square), the number of years since receiving their PhD for
the oldest author, the average of the authors’ PhD rank, the highest PhD rank among all authors, and indicators for
the primary identification strategy used in the paper. The sample includes all rejected manuscripts submitted from
2016 to 2016. The variable of interest “Never Published” equals one if the rejected manuscript failed to publish
elsewhere. In columns 1–4, we restrict the sample to z ± 0.50. Columns 5 and 6 restrict the sample to z ± 0.25.
Robust standard errors are in parentheses, clustered by article. We use the inverse of the number of tests presented
in the same article to weight observations.
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