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While the decarbonization of the electricity sector is proceeding globally with the 

ongoing increase of wind and solar generation, reducing the carbon footprint of other 

sectors such as industry, transportation, and agriculture proves more challenging. One 

reason is the challenge of electrifying processes in these sectors. Here, power-to-X 

applications can support the transformation of these sectors by replacing conventional 

energy carriers with synthetic energy carriers from renewable sources.

In this work, an approach to determine the production cost of synthetic energy carriers 

with a high temporal and spatial resolution on a global scale is presented and applied 

to Australia, New Zealand, and Germany. Hourly weather data with a spatial resolution 

of 0.25° x 0.25° is processed into capacity factor profiles. These capacity factor 

profiles, covering 11 years, are clustered into profiles including the representative 

weeks for each cell in the covered area using k-means clustering. The production 

processes of green hydrogen, ammonia, methanol as well as green crude are modeled 

with a generalized linear program.

The results show that low production costs can be achieved especially in Australia. 

Combined with large land availability, this enables large-scale synthetic energy carrier 

production and possible export opportunities. Hydrogen derivatives are more expensive 

in production, but transportation might play a significant role when deciding which 

synthetic energy carrier should be produced. Production costs of synthetic energy 

carriers in Germany are higher when compared to the model results for Australia, 

however, regions with favorable renewable potential might still be attractive for 

domestic demand.
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Abstract 

While the decarbonization of the electricity sector is proceeding globally with the ongoing increase of wind and solar generation, reducing the 

carbon footprint of other sectors such as industry, transportation, and agriculture proves more challenging. One reason is the challenge of 

electrifying processes in these sectors. Here, power-to-X applications can support the transformation of these sectors by replacing conventional 

energy carriers with synthetic energy carriers from renewable sources. 

In this work, an approach to determine the production cost of synthetic energy carriers with a high temporal and spatial resolution on a 

global scale is presented and applied to Australia, New Zealand, and Germany. Hourly weather data with a spatial resolution of 0.25° x 0.25° 

is processed into capacity factor profiles. These capacity factor profiles, covering 11 years, are clustered into profiles including the 

representative weeks for each cell in the covered area using k-means clustering. The production processes of green hydrogen, ammonia, 

methanol as well as green crude are modeled with a generalized linear program. 

The results show that low production costs can be achieved especially in Australia. Combined with large land availability, this enables 

large-scale synthetic energy carrier production and possible export opportunities. Hydrogen derivatives are more expensive in production, but 

transportation might play a significant role when deciding which synthetic energy carrier should be produced. Production costs of synthetic 

energy carriers in Germany are higher when compared to the model results for Australia, however, regions with favorable renewable potential 

might still be attractive for domestic demand. 

Key words: Power-to-X, linear programming, k-means clustering, synthetic energy carriers 

1 Introduction and Motivation 

The mitigation of climate change is a significant challenge to today’s society. The transformation of the electricity sector is in full swing using 

renewable generation. Still, the transformation of the electricity sector is only one step towards a climate-neutral energy system. In other sectors 

such as industry, heating, agriculture, and transportation sector comparable carbon footprint reductions are required to meet climate targets. 

Especially in the industry and agricultural sectors, many processes can not be transformed by electrification. Here, conventional energy carriers 

are used beyond solely energy provision. 

Power-to-X (PtX) processes and technologies help to use renewable electricity beyond the direct replacement of electricity generation 

from fossil fuel sources. With their application, several other forms of energy and synthetic energy carriers (SEC) can be generated or produced. 

Process heating is one major energy consumer worldwide, with a share of around 20% [16] of the global energy demand. Power-to-Heat 

applications allow especially low-temperature heat supply. To cover high-temperature heat demand, PtX-based energy carriers can be used and 

might prove a more cost-efficient solution. Power-to-Gas applications allow the production of hydrogen (H2) and synthetic natural gas. 

Synthetic natural gas can be used as an energy carrier to provide high-temperature heat and close the gap in the supply of high-temperature 

heat. Furthermore, H2 is required in several chemical processes like hydrocracking or hydrotreatment and enables the production of green steel 

via the direct reduction process. Lastly, both H2 and synthetic natural gas further enable electricity generation via fuel cells or gas turbines. 

Power-to-Liquids and Power-to-Chem applications use synthesis to convert H2 into other SECs. The production of green crude (GC) via 

Fischer-Tropsch (FT) processes allows the coverage of all conventional crude oil-based products, allowing carbon-neutral fuels for 

transportation, plastics, waxes, and oils for the cosmetics industry. Green methanol (MeOH) produced via methanol synthesis (MeOH-Syn) 

can be used as a solvent or in chemical processes, and its derivatives are used in pharmaceuticals. Finally, ammonia (NH3) from the Haber 
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Bosch (HB) synthesis is used to feed the world as it is the basis for fertilizer production. Altogether, PtX approaches help to replace conventional 

energy carriers where alternative technologies are not readily available. 

2 Literature Review, Research Questions & Structure 

Techno-economic analysis of PtX processes has been conducted in process simulations, energy system models or stand-alone applications. 

This description of existing literature in this paper focuses solely on stand-alone applications, including the integration of renewable energies 

via optimization methods. An extensive overview of applications and methods for PtX technologies can be found in [18]. 

Recent publications increasingly use optimization models to integrate volatile renewable generation into optimal PtX system 

configuration and production cost calculation. Linear programming models are applied to investigate the impact of volatile renewable 

generation on SEC production [21, 24, 27, 29]. [22] apply a mixed-integer linear program to model a superstructure with the aim of finding 

the cost-minimal process path to produce syngas. Open-source models have been implemented to either optimize the technical processes [2] 

or the electricity-based fuels production as a whole [19]. Larger scale production is optimized in [10] and [4] for the production of MeOH. [15] 

investigate the application of parallel methanol synthesis units regarding their ability to provide more flexibility. [30] use multi-objective 

optimization, including efficiency and production costs to study MeOH production. 

The most similar approaches compared to our work are [9] and [26]. [9] use a baseload approach [7], which optimizes the production 

costs of H2 while containing a steady H2 supply. H2 production costs are used as input parameters for the following techno-economic analysis 

of the NH3 production. Using this approach, the actual operation of the NH3 synthesis is not considered and therefore, its flexibility is 

unexploited. [26] apply their optimization model [25] in combination with weather data clustering to achieve high scalability of their model. 

Currently, this model is only applicable for NH3 production and does not offer a generic formulation for different SEC. 

In comparison to the above-mentioned approaches, the approach presented in this paper implements a generic PtX model, which is 

applicable to several SECs. The presented model can be applied globally and utilizes local data (e.g., weather data) which is available 

worldwide. Based on this input, weather data clustering to obtain representative weeks for each cell in the considered grid is conducted. The 

resulting reduced datasets allow scalability of the optimization to large areas. The main research questions of this approach are: 

1. How can large-scale optimization approaches using spatial and temporal weather data with high resolution be conducted efficiently 

to allow a global application? 

2. How can PtX approaches be modeled generically instead of the concentration on single SECs? 

3. How do New Zealand and Australia perform regarding the production of SECs in comparison to Germany? 

The introduction, literature review and research questions in the chapter above are followed by the description of the applied methodology 

in Chapter 3. Chapter 4 presents the underlying data and PtX processes considered. The results are shown in Chapter 5, followed by a summary, 

conclusion and critical appraisal in the last chapter. 

3 Methodology 

The model formulation can be divided into the processing of the weather data to obtain representative weeks of the renewable capacity factor 

profiles, and the optimization to minimize the production costs of the SECs. 

3.1 Deriving the Representative Capacity Factor Profiles 

In the first step, the weather data features are processed to obtain the capacity factor profiles of different renewable generators. Here, the 

open-source Python application atlite [14] is applied and combined with technical data of different renewable generators to calculate their 

hourly capacity factor profiles for each cell in the considered grid. This step is conducted using parallel processing in order to improve 

performance in handling the data with high temporal and spatial resolution. 

Combining a high spatial and temporal resolution within the data results in large-scale optimization problems for each cell. To reduce 

input data size while maintaining the accuracy of the approach as well as possible, k-means clustering is applied to derive representative weeks 

for each cell in the considered grid. The resulting datasets are significantly reduced in size, while the information regarding utilization and 

volatility can be retained. The weekly capacity factor profiles of each generator are strung together to each other to create a vector (𝑥𝑛). This 

is conducted for each week, creating the input matrix. A principal component analysis is used to reduce the dimension and choose the number 
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of clusters based on the elbow method. The reduced matrix and the number of clusters are the input of the k-means clustering algorithm, which 

has been applied in existing weather data clustering [13, 20, 23] and provided suitable solution. Equation (1) shows the mathematical 

description of k means [3]. 

min
𝑏,𝜇

𝐽 =  ∑ ∑ 𝑏𝑛,𝑘 ‖𝑥𝑛 − 𝜇𝑘‖2

𝑘𝑛

 
(1) 

The clustering will find 𝐾 clusters with the cluster centers 𝜇𝑘. Each vector 𝑥𝑛 of the matrix 𝑁 is assigned to one cluster. Which cluster 

the vector belongs to is decided via the binary variable 𝑏𝑛,𝑘 . The k-means clustering minimizes the total distance between each vector and the 

cluster center it belongs to by searching for the optimal location of the cluster center and the assignment of the vectors to the clusters. To obtain 

the representative weekly profile of a cluster, the vector, which is the closest to the cluster center, is chosen. The weights of the clusters are 

calculated by the number of weeks in the cluster divided by the total number of weeks in the matrix. 

3.2 A Generic Linear Optimization Tool for PtX Processes 

Type Description 

Sets 

𝑠 ∈ 𝑆 Set of commodities 

𝑠𝑀𝐼(𝑘) ∈ 𝑀𝐼 Subset of commodity set representing the main input (MI) commodity of component k 

𝑠𝑀𝑂(𝑘) ∈ 𝑀𝑂 Subset of commodity set representing the main output (MO) commodity of component k 

𝑠𝐹 ∈ 𝐹𝐶 Subset of commodity set representing freely available commodities 

𝑠𝐸 ∈ 𝐸𝐶 Subset of commodity set representing emittable commodities 

𝑠𝑃 ∈ 𝑃𝐶 Subset of commodity set representing purchasable commodities 

𝑠𝑀 ∈ 𝑆𝐶 Subset of commodity set representing saleable commodities 

𝑠𝐷 ∈ 𝐷𝐶 Subset of commodity set representing demanded commodities 

𝑠𝑆 ∈ 𝑆𝐶 Subset of commodity set representing storable commodities 

𝑘 ∈ 𝐾 Set of conversion components 

𝑔 ∈ 𝐺 Set of generator components 

𝑐 ∈ 𝐶 Set of clusters 

𝑡 ∈ 𝑇 Set of time steps 

  

Variables 

𝑥𝑠 Quantity of mass or energy of commodity s 

cap𝑘 , cap𝑔, cap𝑠 Capacity of component 

soc𝑠,𝑐,𝑡 State of charge of storage component for commodity s at time t 

𝑖𝑘 , 𝑖𝑔, 𝑖𝑠 Investment of component 

  

Binaries 

𝑏𝑠,𝑐,𝑡
𝑐ℎ𝑎𝑟𝑔𝑒

 Charging binary for storage component of commodity s at time t 

𝑏𝑠,𝑐,𝑡
𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒

 Discharging binary for storage component of commodity s at time t 

  

Parameters 

P𝑠,𝑐,𝑡
𝑝𝑢𝑟𝑐ℎ𝑎𝑠𝑒

 Purchase price of commodity s at time t 

P𝑠,𝑐,𝑡
𝑠𝑒𝑙𝑙 Selling price of commodity s at time t 

W𝑐 Weighting of cluster c 

D𝑠 Total demand of commodity s 

BU𝑘
𝑢𝑝𝑝𝑒𝑟

, BU𝑘
𝑙𝑜𝑤𝑒𝑟 Upper and lower bound of capacity utilization of conversion component k 
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RAMP𝑘
𝑢𝑝

, RAMP𝑘
𝑑𝑜𝑤𝑛 Ramp-up and ramp-down rate of conversion component k 

CF𝑔,𝑠,𝑐,𝑡 Capacity factor of generator g for commodity s at time t 

η𝑘,𝑠𝑀𝐼(𝑘),𝑠
𝑜𝑢𝑡  Conversion factor from main input main in to output s 

η𝑘,𝑠𝑀𝐼(𝑘),𝑠
𝑖𝑛  Conversion factor from main input main in to input s 

η𝑠
𝑐ℎ𝑎𝑟𝑔𝑒

, η𝑠
𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒

 Charging and discharging efficiency of storage for commodity s 

Inv𝑘 , Inv𝑔, Inv𝑠 Investment of components 

ANN𝑘 , ANN𝑔, ANN𝑠 Annuity factor of component 

FOMk, FOMg, FOM𝑠 Fixed maintenance and operation of component 

VOM𝑘 , VOM𝑔, VOM𝑠 Variable maintenance and operation of component 

WACC Weighted average cost of capital 

The following equations describe the generic linear program to model a variety of PtX processes. The objective function includes the annualized 

initial investment and the maintenance of all conversion components, storage and generators. 

min 𝑓 = ∑ (𝑖𝑘(ANN𝑘 + FOM𝑘) + SU𝑘 + ∑ ∑ 𝑥𝑘,𝑠𝑀𝑂(𝑘),𝑐,𝑡
𝑜𝑢𝑡 ∙ VOM𝑘 ∙ W𝑐

𝑡𝑐

)

𝑘

+ ∑ (𝑖𝑠𝑠(ANN𝑠𝑠 + FOM𝑠𝑠) + ∑ ∑ 𝑥
𝑠𝑆,𝑐,𝑡

𝑐ℎ𝑎𝑟𝑔𝑒
∙ VOM𝑠𝑠 ∙ W𝑐

𝑡𝑐

)

𝑠𝑠

+ ∑ (𝑖𝑔(ANN𝑔 + FOM𝑔) +  ∑ ∑ ∑ 𝑥𝑔,𝑠,𝑐,𝑡
𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑖𝑜𝑛

∙ VOM𝑔 ∙ W𝑐

𝑡𝑐𝑠

)

𝑔

+ ∑ ∑ (∑ 𝑥
𝑠𝑃,𝑐,𝑡

𝑝𝑢𝑟𝑐ℎ𝑎𝑠𝑒
∙ P

𝑠𝑃,𝑐,𝑡

𝑝𝑢𝑟𝑐ℎ𝑎𝑠𝑒

𝑠𝑃

− ∑ 𝑥𝑠𝑀,𝑐,𝑡
𝑠𝑒𝑙𝑙 ∙ P𝑠𝑀,𝑐,𝑡

𝑠𝑒𝑙𝑙

𝑠𝑀

) ∙ W𝑐

𝑐𝑡

 

(2) 

3.2.1 Commodities 

Commodities represent all mass and energy flows in the system and connect all implemented components with each other. The detailed 

implementation of the commodities further allows an in-depth analysis of the results to understand the interaction between all elements of the 

system. Balancing of all commodities during all time steps is implemented by using Equation (3). 

∑ 𝑥𝑘,𝑠,𝑐,𝑡
𝑜𝑢𝑡

𝑘

+ 𝑥𝑠,𝑐,𝑡
𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒

+ 𝑥𝑠,𝑐,𝑡
𝑓𝑟𝑒𝑒𝑙𝑦 𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒

+ 𝑥𝑠,𝑐,𝑡
𝑝𝑢𝑟𝑐ℎ𝑎𝑠𝑒

+ ∑ 𝑥𝑔,𝑠,𝑐,𝑡
𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑖𝑜𝑛

𝑔

=  ∑ 𝑥𝑘,𝑠,𝑐,𝑡
𝑖𝑛

𝑘

+ 𝑥𝑠,𝑐,𝑡
𝑐ℎ𝑎𝑟𝑔𝑒

+ 𝑥𝑠,𝑐,𝑡
𝑒𝑚𝑖𝑡 + 𝑥𝑠,𝑐,𝑡

𝑠𝑒𝑙𝑙 + 𝑥𝑠,𝑐,𝑡
𝑑𝑒𝑚𝑎𝑛𝑑 ∀ 𝑠, 𝑐, 𝑡 

(3) 

The demand for a commodity requires the installation of sufficient capacities. Equation (4) implements the yearly produced quantity of 

the commodity and enables a variable hourly production. 

∑ ∑(𝑥𝑠𝐷,𝑐,𝑡
𝑑𝑒𝑚𝑎𝑛𝑑 ∙ W𝑐)

𝑡𝑐

= D𝑠𝐷  ∀ 𝑠𝐷 
(4) 

Next to the demand, following equations define sources and wells which are not connected to conversion, storage or generator units. The 

sources and wells can only be used if specified. Otherwise, they take the value 0 for all time steps. 

𝑥𝑠,𝑐,𝑡
𝑓𝑟𝑒𝑒𝑙𝑦 𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒

≥ 0 ∀ 𝑠𝐹 , 𝑐, 𝑡 
(5) 

𝑥𝑠,𝑐,𝑡
𝑝𝑢𝑟𝑐ℎ𝑎𝑠𝑒

≥ 0 ∀ 𝑠𝑃 , 𝑐, 𝑡 
(6) 

𝑥𝑠,𝑐,𝑡
𝑒𝑚𝑖𝑡 ≥ 0 ∀ 𝑠𝐸 , 𝑐, 𝑡 

(7) 

𝑥𝑠,𝑐,𝑡
𝑑𝑒𝑚𝑎𝑛𝑑 ≥ 0 ∀ 𝑠𝑀, 𝑐, 𝑡 

(8) 
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3.2.2 Conversion Components 

Conversion components enable the system to convert commodities and allow the production of the required product. Each conversion 

component consists of at least one conversion, but the implementation of several inputs and outputs is possible as well. Equation (9) defines 

the investment of each conversion component. 

𝑖𝑘 = cap𝑘 ∙ Inv𝑘 ∀ k 
(9) 

As each conversion component has at least one conversion, it is characterized by at least one input and one output. One input functions 

as connection between conversions and capacity. It is referenced as main input 𝑥𝑘,𝑠𝑀𝐼(𝑘),𝑐,𝑡
𝑖𝑛 . Equation (10) defines the ratio between the main 

input and all outputs of the same conversion component. Equation (11) uses the same approach to define the ratio between the main input and 

all other inputs. The parameters η𝑘,𝑠𝑀𝐼(𝑘),𝑠
𝑖𝑛   and η𝑘,𝑠𝑀𝐼(𝑘),𝑠

𝑜𝑢𝑡  equal zero if commodities are not output nor input of the conversion component. 

Equations (12) and (13) define the lower and upper bounds of the capacity utilization and the ramping ability of the conversion component. 

𝑥𝑘,𝑠,𝑐,𝑡
𝑜𝑢𝑡 = 𝑥𝑘,𝑠𝑀𝐼(𝑘),𝑐,𝑡

𝑖𝑛 ∙ η𝑘,𝑠𝑀𝐼(𝑘),𝑠
𝑜𝑢𝑡  ∀ 𝑘, 𝑠, 𝑐, 𝑡 (10) 

𝑥𝑘,𝑠,𝑐,𝑡
𝑖𝑛 = 𝑥𝑘,𝑠𝑀𝐼(𝑘),𝑐,𝑡

𝑖𝑛 ∙ η𝑘,𝑠𝑀𝐼(𝑘),𝑠
𝑖𝑛  ∀ 𝑘, 𝑠, 𝑐, 𝑡 (11) 

cap𝑘 ∙ BU𝑘
𝑙𝑜𝑤𝑒𝑟 ≤ 𝑥𝑘,𝑠𝑀𝐼(𝑘),𝑐,𝑡

𝑖𝑛 ≤ cap𝑘 ∙ BU𝑘
𝑢𝑝𝑝𝑒𝑟

 ∀ 𝑘, 𝑐, 𝑡 (12) 

−cap𝑘 ∙ RAMP𝑘
𝑑𝑜𝑤𝑛 ≤ 𝑥𝑘,𝑠𝑀𝐼(𝑘),𝑐,𝑡

𝑖𝑛 − 𝑥𝑘,𝑠𝑀𝐼(𝑘),𝑐,𝑡−1
𝑖𝑛 ≤ cap𝑘 ∙ RAMP𝑘

𝑢𝑝
 ∀ 𝑘, 𝑐, 𝑡 > 0  (13) 

3.2.3 Renewable Generation Units 

The following Equations (14) and (15) implements the possible hourly generation, which is dependent on the hourly capacity factor of the 

renewable energy and the capacity of the generator. Based on the capacity, the investment of the generator is calculated. If a commodity is not 

generated by a generation unit, the capacity factor equals 0 for all time steps. 

𝑥𝑔,𝑠,c,𝑡
𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑖𝑜𝑛

≤ cap𝑔 ∙ CF𝑔,𝑠,c,𝑡  ∀ 𝑔, c, 𝑡 (14) 

𝑖𝑔 = cap𝑔 ∙ Inv𝑔  ∀ 𝑔 (15) 

3.2.4 Storage Components 

The first storage constraint defines the storage activities and their impact on the hourly state of charge (SOC). To avoid storage depletion over 

the considered period, the last SOC of the representative period including the last storage operation are interlinked to the first SOC of the same 

representative period (Equation (17)). Some storages are operated within a certain limit of the SOC (e.g., batteries to avoid degeneration). 

These limitations are imposed with Equation (18). Equations (19) to (21) define the storage binaries to avoid simultaneous charging and 

discharging. Equation (22) defines the investment of the storage component and Equation (23) prevents storage of the commodity if a storage 

component for this commodity does not exist. 

soc𝑠𝑆,𝑐,𝑡 = soc𝑠𝑆,𝑐,𝑡−1 + 𝑥
𝑠𝑆,𝑐,𝑡−1

𝑐ℎ𝑎𝑟𝑔𝑒
∙ η

𝑠𝑆
𝑐ℎ𝑎𝑟𝑔𝑒

−
𝑥

𝑠𝑆,𝑐,𝑡−1

𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒

η
𝑠𝑆
𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒

 ∀ 𝑠𝑆, 𝑐, 𝑡 > 0  (16) 

soc𝑠𝑆,𝑐,0 = soc𝑠𝑆,𝑐,𝑡 + 𝑥
𝑠𝑆,𝑐,𝑡

𝑐ℎ𝑎𝑟𝑔𝑒
∙ η

𝑠𝑆
𝑐ℎ𝑎𝑟𝑔𝑒

−
𝑥

𝑠𝑆,𝑐,𝑡

𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒

η
𝑠𝑆
𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒

 ∀ 𝑠𝑆, 𝑐, 𝑡 = max (𝑇)  (17) 

cap𝑠𝑆 ∙ BU𝑠𝑆
𝑙𝑜𝑤𝑒𝑟 ≤ soc𝑠𝑆,𝑐,𝑡 ≤ cap𝑠𝑆 ∙ BU

𝑠𝑆
𝑢𝑝𝑝𝑒𝑟

  ∀ 𝑠𝑆, 𝑐, 𝑡 (18) 

𝑥𝑠𝑠,𝑐,𝑡
𝑐ℎ𝑎𝑟𝑔𝑒

≤ 𝑏𝑠𝑠,𝑐,𝑡
𝑐ℎ𝑎𝑟𝑔𝑒

∙ M  ∀ 𝑠𝑠, 𝑐, 𝑡 (19) 

𝑥𝑠𝑠,𝑐,𝑡
𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒

≤ 𝑏𝑠𝑠,𝑐,𝑡
𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒

∙ M  ∀ 𝑠𝑠, 𝑐, 𝑡 (20) 

𝑏𝑠𝑠,𝑐,𝑡
𝑐ℎ𝑎𝑟𝑔𝑒

+ 𝑏𝑠𝑠,𝑐,𝑡
𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒

≤ 1  ∀ 𝑠𝑠, 𝑐, 𝑡 (21) 

𝑖𝑠𝑆 = cap𝑠𝑆 ∙ Inv𝑠𝑆   ∀ 𝑠𝑆 (22) 

cap𝑠 = 0 ∀ 𝑠 ∈ 𝑆 ∩ 𝑆𝑠 (23) 
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4 Data 

4.1 Weather data 

In the following, the production of different SECs in Australia, New 

Zealand and Germany will be investigated. The weather data of each 

country is processed with atlite [14] using the techno-economic data in 

[6]. The result are hourly capacity factor profiles using the ERA 5 [12] 

data set. Overall, the data covers an area of 8,313,609 km² and consists 

of 12,481 individual cells. As the annual availability can vary 

significantly and therefore needs to be considered when planning PtX 

facilities, weather data from 2010 to 2020 is considered to include the 

yearly weather variation. 

4.2 Power-to-X Processes 

To cover a broad spectrum of SECs, the production of 

H2 and its processing to MeOH, GC and NH3 is 

investigated. Figure 1: Structure of the SNC production 

process. shows the production scheme of all SECs. The 

proton exchange membrane electrolysis (PEM) (3) has 

the advantage of reacting immediately to the volatile 

electricity generation and limited momentarily power 

availability. If the final product is MEoH, GC or NH3, 

the initial output H2 is processed further. Here, CO2 and nitrogen (N2) are used as additional resources. Low-temperature air separation units 

(ASU) (5) are able to provide CO2 and N2 from ambient air, allowing the production of all SECs independent from point sources. In the case 

of NH3, a Haber-Bosch synthesis is implemented to convert the H2 and N2 into NH3. The GC route is implemented with a reverse water gas 

shift (rWGS) reactor, which converts CO2 and H2 into synthetic gas. The synthetic gas is further processed in the FT synthesis to GC. The 

rWGS is assumed to be part of the synthesis for simplification. The methanol synthesis uses CO2 directly in combination with H2 to produce 

MeOH. All processes include H2 (4) and battery storage (2). The processes are implemented with a techno-economic dataset using assumptions 

for characteristics in the year 2030 (Table 2, Table 3, and Table 4). 

Table 2: Techno-economic data of PtX components 

  PEM CO2 ASU N2 ASU FT MeOH-Syn HB 

Investment 810 [€/kW] 1656 [€/kg/h] 224 [€/kg/h] 251 [€/kW] 235 [€/kW] 574 [€/kW] 

Lifetime [years] 20 20 30 25 20 30 

Fixed OM [%] 3.5 4 2 6 6 2 

Min. Power [%] 0 0 0 80 40 30 

Max. Power [%] 100 100 100 100 100 100 

Ramp-Up [%/h] 100 100 100 20 20 20 

Ramp-Down [%/h] 100 100 100 20 20 20 

Reference [11] [8] [17] [11] [28] [17] 

5 Results 

The maps below show the resulting H2 production costs in Australia, New Zealand, and Germany for the year 2030. Visible by the scales next 

to each map, Australia achieves the lowest H2 production costs. Additionally, low production costs are achievable in large spatial areas, 

allowing for the option of large-scale production. New Zealand and Germany achieve low costs only in limited geographical areas which are 

generally located close to the coast. In Germany, this circumstance in addition to the high industrialization, might result in the need for 

Table 1: Techno-economic data of renewable generators [6] 

Technology Wind Solar 

Turbine 
Siemens Gamesa SG 

5.0-145 
- 

Rotor Diameter [m] 145 - 

Hub Height [m] 100 - 

Specific Power [W/m²] 303 - 

Efficiency [%] - 21.5 

Nominal investment [€/kW] 1040 310 

Fixed O&M [%] 1.21 1 

Variable O&M [€/kWh] 0.00135 0 

Lifetime [years] 30 20 

Figure 1: Structure of the SNC production process. 
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additional import of H2 and its derivatives. For New Zealand, domestic H2 production might be sufficient due to the lower population and 

smaller industry sector. 

 
Figure 2: Production costs of H2 [€ / kWh] in Australia, New Zealand and Germany 

The comparison of the different SECs shows that H2 production results in the lowest cost in each country while all other energy carriers 

perform in a similar pattern for the different countries. Comparing the SEC costs from Australia to New Zealand and Germany indicates that, 

due to the similar production costs, transportation to New Zealand and Germany might be a viable option as ammonia, methanol as well as 

Fischer Tropsch crude have advantageous characteristics for long-distance transportation. 

 
Figure 3: Production costs of different SECs at different locations. 

The production costs are only one factor in the supply chain of each 

SEC. The transportability of the SEC is a critical aspect, especially 

regarding long-distance transportation. While H2 has the lowest 

production costs, its energy density is low in comparison to other SECs 

and further steps (compression or liquefaction) are necessary before 

economically feasible transportation is possible. Therefore, MeOH, NH3, 

and GC could be more suitable for export-destined SEC. Additionally, 

these SECs might be needed as chemical materials, making the synthesis 

indispensable. 

Table 3: Techno-economic parameters of storages 

Parameter Battery H2 Storage 

Investment [€/kW] 200 15 

Lifetime [y] 15 20 

Maintenance [%] 5 1 

Charging Efficiency [%] 100 100 

Discharging Efficiency [%] 92 100 

Minimal SOC [%] 10 5 

Maximal SOC [%] 90 100 

Reference [5] [27] 
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6 Summary, Conclusion & Future Work 

This paper proposes an approach to calculate the production costs of green hydrogen, methanol, green crude, and ammonia for large spatial 

areas. The weather data of Australia, New Zealand and Germany for 11 years was clustered, resulting in representative weeks. These 

representative weeks together with techno-economic datasets are the input of a linear optimization program using a generic formulation 

including multiple SEC, optimizing production cost. The results show that the production of SEC in Australia performs best. Furthermore, 

large areas of Australia have low production costs, resulting in potential large-scale synthetic energy carrier production. 

As the size of the used input datasets requires using a clustering approach, the representative periods represent the weather conditions 

only imperfectly. Therefore, the result can on local production costs for an individual location can be improved using the full time-series. An 

analysis of the error resulting from clustering and a more detailed analysis of specific locations needs to be carried out when moving from a 

global model ambition towards individual site assessment. Furthermore, the linear programming approach used in this work might not be 

sufficient to represent the real production conditions for a specified technology of a known size. In addition, the production of SEC has not 

been implemented on a large scale. Therefore, current research still depends on assumptions and simplifications, as data is sparse. 

The results deliver the production costs of SECs on a high spatial resolution. In future work, production quantities, based on land 

availability data, can be combined with the production costs to create supply curves of SEC markets. The results include optimal capacities of 

all components, and the dispatch of auxiliary and operating materials. Based on this data, a life-cycle assessment can be conducted to assess 

the environmental impact of SEC production further. Another possible future research goal is the inclusion of transportation costs of each SEC.  
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