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Abstract

We evaluate the performance of professional forecasts of GDP growth and CPI
inflation in Germany using a long time series from 1968 to 2022. We document that
professional forecasts are biased, skewed and have excess kurtosis. The extent of
the bias, skewness, and kurtosis depends on the the forecast horizon, the variable
of interest, and on the time of the release of the forecast. We compare professional
forecasts to standard time series models. While we find that professional forecasts
with forecast horizons of less than four quarters outperform our benchmark time-
series models in terms of root mean squared errors, the same is not true for forecasts
at longer horizons. Additionally, we highlight the importance of accounting for the
forecasters’ information set when evaluating their performance. We find forecasts
revisions for both variables to depend on past revisions, while recessions only affect
real GDP growth forecast revision and lead to larger revisions and a faster updating
during recession.
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1 Introduction

Germany has a multitude of economic research institutes that regularly publish pro-
fessional forecasts of key economic variables, such as output growth, inflation, and
unemployment. In addition, international organizations, like the Organization for Eco-
nomic Co-operation and Development (OECD) and the European Commission (EC), also
produce macroeconomic forecasts for Germany. These forecasts often receive substantial
coverage in the news and play a large role in the decision making process by firms and
policy makers. Therefore the question how well these forecasts incorporate information
and predict future developments is of high importance.

In this paper we evaluate the quality of professional economic forecasts for the German
economy. We rely on a comprehensive dataset of forecasts for two economic variables
assembled by the Halle Institute for Economic Research (IWH).This dataset comprises
15 professional forecasters and covers a period from 1969 until 2022. We focus on real
GDP growth and CPI inflation, which tend to be the most closely watched forecasts.

We assess the performance of professional forecasters against forecasts obtained from
simple time series models estimated on a rolling basis using real-time data based on
root mean square error performance. We also analyze whether forecasts are efficiently
incorporating information, i.e. whether forecast errors can be predicted from past forecast
errors. Additionally, we assess how business cycle fluctuations affect real GDP growth
and CPI inflation forecast errors.

We highlight four findings:

1. Overall, forecasts for real GDP growth and CPI inflation are biased. Professional
forecasters tend to overestimate growth on average and underestimate inflation.
The bias depends on the forecast horizon. Forecasts released within the last halfyear
towards the end of the target year are not found to be significantly different from
zero, while this changes for higher horizons. The distributions of forecast and
nowcast errors relating to GDP growth and CPI inflation are skewed and have
excess kurtosis. Forecasters seem to have been too optimistic about GDP growth
more often than they were too pessimistic. In particular, forecasters failed to
anticipate some severe recessions, which explains the skewness as well as the fat
tails of the forecast error distributions.

2. Forecast accuracy critically depends on the forecast horizon. Root mean squared
errors (RMSEs) increase with the forecast horizon, meaning that forecasts close to
the target year tend to be more accurate. Meanwhile we cannot detect a tendency
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for forecasts to have improved over the last decades in terms of RMSE. Instead,
RMSEs are tightly connected to the standard deviations of GDP growth and CPI
inflation.

3. A comparison of professional forecasts to univariate and bivariate time series models
yields mixed results. While the forecasts of GDP growth and CPI inflation at a short
horizon clearly outperform the time-series benchmarks, the same is not generally
true for longer horizons. This is surprising since, at least in principle, professional
forecasters have access to more information than our benchmark econometrician
who only relies on real-time observations of one or two variables.

4. Consistent with the previous literature (e.g. Coibion and Gorodnichenko (2015) and
Dovern, Fritsche, Loungani, and Tamirisa (2015)), we find evidence for information
rigidities. Past forecast revisions are informative about future revisions and errors,
which indicates weak inefficiency. Additionally, in line with findings by Loungani,
Stekler, and Tamirisa (2013) recessions lead to larger forecast revisions with respect
to GDP growth forecasts and a faster acquisition of information. For CPI inflation
we do not find revisions to depend on the state of the business cycle.

These findings are generally in line with what has been previously found in the
literature. There is a long-standing interest in evaluating the accuracy of economic
forecasts. For instance, in an early contribution Cowles (1933) asked “Can Stock Market
Forecasters Forecast?”, and came to a rather pessimistic conclusion. Since then, several
studies have looked at differences across forecasters and their relative performance. For
example, Döhrn and Schmidt (2011) find that forecasting accuracy highly depends on
the information set available at the time of forecast, while differences across individual
forecasters (i.e. individual views and institutional differences) appear to be insignificant.
Similarly, Qu, Timmermann, and Zhu (2019) examine with respect to Bloomberg survey
data on US economic developments whether any single forecaster is superior to others.
They are unable to establish such superiority. Regarding changes over time, Heilemann
and Stekler (2013) conclude that forecast performance has not improved consistently
with time, but instead seems to reflect the degree of volatility of the variables of interest.
Additionally, forecasters tend to overestimate growth during recessions and repeatedly fail
to anticipate them correctly (Lewis and Pain (2014), An, Jalles, and Loungani (2018)).
Other studies focus on the forecasting methodology (see Elliott and Timmermann (2008),
for example) or evaluate the performance of just one forecasting institute. For instance,
Rich and Tracey (2021) or Abel, Rich, Song, and Tracy (2016) look specifically at the
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accuracy of the European Central Bank’s Survey of Professional Forecasters. While
C. D. Romer and D. H. Romer (2000) or Clements, Joutz, and Stekler (2007) evaluate
the forecast performance of the Federal Reserve Greenbook. These analyses have been
conducted for a variety of countries. While most of the literature focuses on G7 and
advanced countries (see above), there are also a few publications considering forecast
performances in developing countries and Asia (for example, Capistrán and López-
Moctezuma (2014) for Mexico or Deschamps and Bianchi (2012) for China). Dovern
et al. (2015) jointly analyze forecasts from advanced and emerging economies in a large
panel dataset.

Regarding the performance of economic forecasts for Germany, Köhler and Döpke
(2023) use a variety of different criteria to rank forecasts for the German economy.
However, they are unable to identify an institute that consistently outperforms the others.
Significant differences can only be found across longer horizon, which the authors judge
to arise mostly because of varying forecast horizons across institutes. With respect to the
effect of recent crises, Döpke, Fritsche, and Müller (2019) find, based on various standard
measures of forecasts accuracy (like RMSE, the mean absolute error or Theil’s Inequality
Coefficient), that the accuracy of German forecasts remains mostly unchanged after the
Financial Crisis of 2008/09, but there are signs for changes in forecasting behavior. In
general, our analysis is similar to the approach by Döpke and Fritsche (2006) who consider
time series for growth and inflation forecasts for the German economy from 1970 to 2004
and conduct a variety of statistical test regarding bias and efficiency of these forecasts.
They find them to be unbiased but only weakly efficient. Pooling forecasts generates
similar findings. Our approach differs from those above in that instead of ranking or
evaluating the performance of individual professional forecasts, we put the focus on the
question whether professional forecasters can be beaten by standard time-series models.
With respect to business cycle fluctuations our methodology is closely related to Loungani
et al. (2013) and Dovern and Jannsen (2017). The former use a larger data of real
GDP growth forecasts for 46 countries and analyze differences in information rigidities
across countries and business cycle states, while the latter look at differences in growth
forecast errors over the business cycle for a sample of advanced economies. New about
our approach is the use of a long time series. Thereby we are able to consider changes
over time and identify trends with respect to business cycle fluctuations.

The structure of this paper is as follow. Section 2 presents general information on
the data used. The main analysis is presented in Section 3. We assess the accuracy of
real GDP growth and CPI inflation forecasts over time and consider effects by recessions
and recoveries. We also evaluate the performance in comparison to simple time-series

4



models. Additionally, we test for informational rigidities, also with respect to business
cycle states. Section 4 concludes.

2 Data Description

This section presents data sources and general charateristics of the forecast data. Addi-
tionally, information on the business cycle dating scheme we use is given.

2.1 Data sources

We use professional forecasts of real GDP growth and CPI inflation for Germany from
1969 to 2022, published by German economic research institutes, German government
agencies as well as international organizations. The data are obtained through the Halle
Institute for Economic Research (IWH), which collects forecasts from various sources
and makes them available on the dashboard ForDas.1 We use forecasts from 15 different
forecasters (10 economic research institutes or groups, 2 national government agencies,
and 3 international organizations). Table A.1 in the Appendix provides an overview of
the institutes used in detail.

Most professional forecasters in Germany follow a semiannual or quarterly release
calendar.2 Each release typically contains forecasts for the ongoing calendar year as well
as the next year. Therefore the forecast horizon h varies between 4 half-years (2 years)
and one ahead (h = 4, ..., 1). Let xt denote the actual value of the variable x in year t

and let x̂t,h,i denote the h-quarter ahead forecast released by forecaster i for target year
t. With a semi-annual frequency we therefore have 4 forecast for each target year, i.e.
the data consists of fixed-event forecasts. Fixed event forecasts exhibit a special error
structure (for more information see Davies and Lahiri (1995) and Dovern and Weisser
(2011). We account for this when evaluating the forecasts. Forecast errors are constructed
by subtracting forecasts from actual values. The forecast error at time t of horizon h by
forecaster i is defined as et,h,i = xt − x̂t,h,i. Note that a positive error means the actual
value exceeds the forecast. We have an unbalanced panel as institutes do not follow
identical release schedules and data availability improves over the sample period.3 We

1The dashboard can be accessed here: https://halle-institute-for-economic-research.
shinyapps.io/economic-forecast/. A detailed description of the dashboard can also be found in
Heinisch, Behrens, Döpke, Foltas, Fritsche, Köhler, Müller, Puckelwald, and Reichmayr (2023).

2This is especially true for later years in our sample. For earlier years there are several institutes that
have published only one forecast per year.

3Note that the number of observations varies significantly across individual institutes. For instance,
for GDP growth the number of observations ranges for real GDP forecasts from 84 forecasts at horizon
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are not interested in evaluating forecast on an individual forecaster basis. Instead we use
aggregated forecasts throughout this paper.

In general, there are two types of actual values to calculate forecast errors, namely
last-vintage values or real-time values. Last-vintage values refer to the latest release of
official statistics while real-time values refer to the first release (typically published at the
end of January of the year following the target year). Both types of data are provided
by the IWH Dashboard.4 The main difference between real-time and last-vintage values
is the information content they entail. While real-time values presumably reflect the
information set available to the forecasters at the time of forecast better, last-vintage
values reflect the target variable’s final and actual value, thus the forecasting target. We
report errors based on real-time values, assuming it better captures the information set
available to the forecasters.5 In general, the focus of our analysis is on identifying general
characteristics of our dataset. Consequently we decide to rely on real-time values.

In the following, we evaluate the forecasting performance across institutes. We
start with some descriptive statistics before using root mean squared errors (RMSEs)
to evaluate the forecast accuracy.6 Furthermore, we evaluate the role the available
information set plays for forecast performance. Therefore we analyze existing differences
in forecast release quarters and across decades.

2.2 Business Cycle Dating

To analyze the role of business cycle fluctuations we start by identifying periods of
recessions, recoveries and business cycle turning points within our sample period. We
broadly follow the business cycle dating scheme used by Dovern and Jannsen (2017) and
use both quarterly and yearly dating variables. This choice is motivated by the fact that

1 and 2 (by IFO and BMWK, respectively) to 7 forecasts (by SVR) at horizon 4. For CPI inflation
forecasts most forecasts are available at horizon 1 (80 forecasts by HWWI) while the lowest number of
forecasts is published at horizon 4 (by SVR). Table A.2 in the Appendix specifically lists the first target
years for which data is available by institute.

4As stated in the help section for the IWH Dashboard, last-vintage values and first release data are
taken from publications by the German Statistical Office (Destatis).

5We also conducted our analysis with errors based on last-vintage values. In general, the differences
between both specifications are small, but forecasting precision appears to be slightly better for real-time
errors, which indicates that the information and first releases available to the forecasters play an important
role for the forecasting exercise. The results for our last-vintage value specification are available upon on
request.

6There is a large literature on accuracy measures and statistical tests to evaluate forecast performance,
often with respect to forecasts derived from time-series models. For an overview of these measures see
Gooijer and Hyndman (2006), for instance. Important contributions regarding suitable statistical test
were made by Armstrong and Collopy (1992) or Diebold and Mariano (1995), among others. We focus on
RMSE measures for now to facilitate comparison.

6



while the forecasts are released at a quarterly frequency (on an aggregated level) the
forecasts themselves are made for variables at an annual level. Thus, we identify years of
recession and recovery to match the annual forecasts and determine whether the forecast
refers to a year that later turned out be a recession or recovery year. The definition here
is simple. In line with the description by Dovern and Jannsen (2017) we define three
dummy variables. First, a dummy variable indicating recession years which is 1 when
the annual growth rate in real GDP negative.7 Second, we identify a year as recovery
year when the annual growth rate of real GDP is positive while the previous year has a
negative growth rate. Third, to account for longer recession periods there is a dummy
variable indicating the first year of a recession series.

Additionally, we define dummy variables for recession and recovery periods at a
quarterly frequency to account for the quarterly release schedule by the professional
forecasters. Thereby we capture effects relating to the forecasters’ environment at
the time of forecast release. The quarterly dating scheme similarly defines recession
and recovery periods but with respect to the time of forecast release. Thus, the
quarterly scheme can account for differences with respect to the forecasting environ-
ment, i.e. whether the forecasters are publishing their forecasts in a contractionary
or expansionary phase of the business cycle. We again broadly follow Dovern and
Jannsen (2017). We identify peaks and troughs of the business cycle at a quarterly
frequency based on information on business cycle dates for the German economy, specif-
ically peak and trough quarters, published by the German Council of Economic Ex-
perts (SVR) (published here: https://www.sachverstaendigenrat-wirtschaft.de/

themen/konjunktur-und-wachstum/konjunkturzyklus-datierung.html) and then de-
fine a dummy variable for recessions and recoveries. With follow Dovern and Jannsen
(2017): a recession starts in the quarter following a peak quarter while a recovery begins
in the quarter following a trough quarter. Additionally, once quarter has been identified
as a recession or recovery quarter, the dummy variable takes the value 1 until the end of
the respective target year.

2.3 Descriptive Statistics

Tables 1 and 2 display basic summary statistics for real GDP growth and CPI inflation
forecast errors summarized across all institutes by forecast horizon. As mentioned earlier,
most institutes publish several forecasts per year. In general, the number of GDP growth

7The relevant data on the real GDP growth rate is obtained from the German Council of Economic
Affairs and refers to the last release (as opposed to real-time data).
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forecasts is larger than the number of inflation forecasts.8

We find evidence for a negative bias in the GDP growth forecasts as well as a for a
positive bias in CPI inflation forecasts, with an exception of the forecasts released at
horizon = 1. Across all institutes and horizons, the mean forecast error is approximately
-0.35 percentage points for real GDP growth and 0.13 percentage points for CPI inflation;
see Tables 1 and 2. This means that forecasters tend to overestimate growth and
underestimate CPI inflation growth on average. This tendency is remarkably uniform
across institutes with all 15 institutes showing negative mean growth forecast errors and
positive mean CPI inflation forecast errors.

Next we find that the distribution of forecast errors is skewed. For GDP growth,
forecasts are mostly negatively skewed, indicating that the tail of the distribution is
longer on the left than on the right side. Again, this does not hold for the forecast
horizon closest to the end of the target year. Overall, forecasters seem to have been too
optimistic about GDP growth more often than they were too pessimistic. This effect
could be due to recessions and we will elaborate on this point further below. Generally,
1991 proved to be a challenging year for forecasters since it was the first year they had
to produce forecasts for the newly reunited Germany, including the former area of the
German Democratic Republic.9 For inflation, the distribution of errors are positively
skewed. The recent underestimation of inflation growth seems to be a driving force here.

In comparison to a normal distribution our GDP growth and CPI inflation nowcast
and forcast errors have excess kurtosis, ranging from 31.96 in the case of GDP growth
forecasts at horizon 1 to 4.2 for horizon 4. The source of excess kurtosis differs between
target variables and forecast horizons. These findings are additionally illustrated by
figure 1 displaying histograms of the distribution of forecast errors. For simplicity we
show horizons 1 and 2 together as well as 3 and 4. While the former (blue bars) are
centered around zero and have relatively thin tails, the distribution of the latter is more
spread out and slightly shifted to the left.

Note that, the forecast errors are highly correlated across institutes.10 We see high
and mostly positive correlations for both GDP growth and CPI inflation. This finding is
to some extent reassuring as it would be surprising if institutes who in principle share the

8We also calculated summary statistics for each individual institute, but found statistics across
institutes to be similar in size and direction to the overall summary statistics. The individual results are
available upon request.

9Some uncertainty remains regarding the quality of our forecast errors for 1991. We assume that
most forecasts refer to the reunited Germany. However, we cannot rule out that some of our forecasts
still only consider West-Germany. The average errors for 1991 are larger than those for 1990 or 1992. We
therefore decide to omit the errors for this year.

10Tables on pairwise correlations of errors across institutes are available upon request.
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same (or very similar) information set produced divergent predictions for the same target
variables. Interestingly, the cross-institute correlation seems to be higher for forecast
errors at longer horizons than shorter ones.

Next, we will turn to evaluating the performance of forecasts.

Table 1: Descriptive statistics of real GDP growth forecast errors at different
horizons

Real GDP growth

horizons h 1 2 3 4 Overall

Mean 0.02 −0.09* −0.59*** −0.94*** −0.35***
Median 0.00 −0.09 −0.32 −0.50 −0.09
Standard Deviation 0.51 1.26 1.83 2.27 1.57
Minimum −4.91 −6.11 −6.41 −7.01 −7.01
Maximum 5.30 5.15 4.60 4.75 5.30
Skewness 0.39 −0.82 −1.15 −0.92 −1.61
Kurtosis 31.96 8.66 5.10 4.20 8.35
Observations 775 654 728 473 2630

*** p<0.01, ** p<0.05, * p<0.1
Notes: Descriptive statistics forecast errors of real GDP growth by forecast horizon h. Forecasts
are measured relative to real-time data, in annual percentage rates of change (in percentage
points).

Table 2: Descriptive statistics of CPI inflation forecast errors at different horizons

CPI inflation

horizons h 1 2 3 4 Overall

Mean −0.01 0.17*** 0.13** 0.32*** 0.13***
Median 0.00 0.00 −0.10 0.00 0.00
Standard Deviation 0.51 0.87 1.37 1.72 1.16
Minimum −2.00 −2.60 −3.30 −3.60 −3.60
Maximum 2.00 5.00 6.40 6.80 6.80
Skewness 0.24 1.48 2.11 2.20 2.64
Kurtosis 5.22 9.10 9.88 8.51 14.74
Observation 619 529 575 391 2114

*** p<0.01, ** p<0.05, * p<0.1
Notes: Descriptive statistics forecast errors of CPI inflation by forecast horizon h. Forecasts are
measured relative to real-time data, in annual percentage rates of change (in percentage points).
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Figure 1: Histograms of nowcast and forecast errors for GDP growth (left panel) and
CPI inflation (right panel) in percentage points.

3 Evaluation of Forecasts

We evaluate professional forecasts along three dimensions. First, we show how forecast
accuracy developed over time and establish the dependence of forecast accuracy on the
state of the business cycle. Second, we compare professional forecasts to simple time
series models based on real-time data of GDP growth and inflation. Third, we test for
information rigidities and consider differences across business cycle states.

3.1 Forecast performance over time and the role of the business cycle

Have professional forecasts improved over time? There are several reasons to expect such
an improvement. First, technological progress in data collection, storage, sharing and
processing during the past decades should have helped forecasters gain more accurate
knowledge of economic data. Second, one would hope that research in forecasting methods
had an impact on the quality of forecasts over and above the effect of increased data
availability. Lastly, the reduction in output volatility, called the “Great Moderation”
by Stock and Watson (2002) and documented by Buch, Pierdzioch, and Doepke (2004)
for Germany, should have made it less difficult to forecast economic growth. Likewise,
inflation volatility also decreased since the 1990s.

Evaluating forecast performance over time requires taking into account the forecasters’
information set. To account for the information set available to the forecasters at the
time of forecast we evaluate whether the timing of when a forecast was released makes
a difference regarding forecast performance. Moreover, we explore potential differences
across decades to see whether forecasting might have become easier over time. This could
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give an advantage to those forecasters with fewer and more recent forecasts. Additionally,
we account for differences due to changes in business cycle states.

Figure 2 shows differences in RMSEs for GDP growth and CPI inflation as an average
across institutes by horizon. We additionally distinguish between forecasts made before
and after 1991, when forecasts started to be made for a reunified Germany. There is a
clear trend for improvement in performance when forecasts are released closer to the end
of the target year. Reunification did not affect forecast accuracy for either variable.
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Figure 2: Root mean squared error of GDP growth forecasts by horizon in percentage
points and for two subsamples: before and after 1991 (reunification of Ger-
many).

To evaluate forecast performance over time, we also calculate RMSEs for each decade
in our sample. Figures 3 and 4 show how the quality of forecasts evolved over time.

There is no clear time trend of improvement visible with respect to GDP growth.
RMSEs for GDP growth forecasts are highest for the 2000s, mostly due to the Great
Recession of 2008/09, which professional forecasters generally failed to predict. GDP
growth forecasts seem to be most accurate in the 1980s, 90s, as well as in the 2010s.
However, this can be explained by the fact that growth was less volatile during those
decades. This can be seen by the green triangles in figures 3 and 4, which show the
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standard deviation of growth rates for each decade (measured in real time).
For CPI inflation forecasts, there is a tendency for RMSEs to improve over time.

Nonetheless, this tendency is again largely due to the decreasing volatility of inflation.
This suggests that the main reasons why inflation forecasts have become more accurate
is that inflation has become easier to predict in recent decades.
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Figure 3: Root mean squared error of GDP growth forecasts and standard deviation of
real GDP growth by decade based on real-time values in annual percentage
rates of change (in percentage points).

3.2 Comparison to Simple Time Series Models

Professional forecasters have access to a wide range of economic data, both quantitative
measurements such as first releases of monthly unemployment rates as well as qualitative
information contained in news reports. One may therefore ask whether forecasts that (at
least potentially) incorporate all these data significantly outperform simple time series
models which rely on less information. To answer this question we assess the forecast
errors of our 15 institutes and organizations against univariate autoregressive models as
well as bivariate vector-autoregressions based on real-time data of GDP growth of CPI
inflation. To facility the comparison in this section we summarize forecasts at horizon 1
and 2 as nowcasts, while we keep using the term forecasts for horizons 3 and 4.

We rely RMSEs as our basic measure of forecast quality.11 The RMSE of forecaster i

11We also used mean absolute errors (MAEs) to evaluate forecast performance. The conclusions were
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Figure 4: Root mean squared error of CPI inflation forecasts and standard deviation of
CPI inflation by decade based on real-time values in annual percentage rates
of change (in percentage points).

for horizon h is defined as follows:

RMSEi,h =

√√√√ 1
N

N∑
t=1

(et,h,i)2. (1)

We compare the RMSEs of professional forecasts to two benchmark models. The first
benchmark is a univariate AR(1) model of the form

xt = ρ0 + ρ1xt−1 + νt, (2)

where ρ0 and ρ1 are parameters and νt are mean-zero innovations. The resulting forecast
mimics an econometrician who makes predictions about xt based only on past observations
xt−1, xt−2, ... of that same variable (GDP growth and CPI inflation, respectively). Our
second benchmark is a two-variable VAR(1) model of the form

Yt = A0 + A1Yt−1 + νt, (3)

where Yt collects the two individual variables xt, namely GDP growth and CPI inflation.
When comparing the institutes’ nowcast and forecast errors to these benchmarks, it

equal to those from our RMSE analysis which is why they do not report the MAE results here.
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is important to account for the information set available to the institutes at the time.
The later the release date, the more information becomes available to the forecasters.
Therefore, we estimate the benchmark AR and VAR models on a rolling basis using only
real-time values available up to time t to generate one-step-ahead forecasts for the period
t + 1.

Importantly, for this comparison we keep only the last nowcast and forecast of each
institute in each year, i.e. h = 5 for forecasts and h = 1 for nowcasts. Most institutes
release at least two forecasts and nowcasts per year, the first one typically in spring, the
other one in the fall. We therefore only keep the nowcast and forecast with the largest
information set for each institute. By keeping only the last nowcast and forecast for each
target year, we try to improve comparability to our time-series models.

Figures 5 and 6 illustrate the RMSE comparison. First, we find that across all
variables and institutes RMSEs for nowcasts are smaller than those for forecasts. This is
to be expected as there is significantly more information available to the forecasters for
nowcasts than for forecasts. This finding is slightly more pronounced for GDP growth
than for CPI inflation nowcast and forecast errors .

Second, while there are differences in the forecast quality across institutes, we do not
find a clear ranking of professional forecasters. This is consistent with the findings of
Köhler and Döpke (2023).

Third, nowcasts perform significantly better than the AR and VAR model nowcasts.
However, the same is not the case for the forecasts. The professional forecasters do not
generally outperform our simple time series models in terms of RMSE. This result is
surprising, since the benchmark AR and VAR models use significantly less data compared
to the professional forecasters who presumably use a large variety of leading indicators
when forecasting GDP growth and CPI inflation.

3.3 Testing for information rigidities

Next we turn to the question of informational efficiency of professions forecasts, i.e
whether forecasters incorporate available information into their forecast in an efficient
way. A long literature starting with Nordhaus (1987, p.667) establishes empirical tests
for forecasting efficiency, which requires that a forecast ‘[..] minimizes the loss function
subject to available information’. Based on this definition a distinction between strong
and weak efficiency can be made. For a forecast to be weakly efficient it is necessary that
it includes all information from current and past forecasts.12 Nordhaus (1987) shows

12For strong efficiency the relevant information set restriction consists of all information available at
time t (including information about the structure of the economy and private knowledge)
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Figure 5: Root mean squared errors of GDP growth nowcasts and forecasts in percentage
points.
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that forecast revisions can be used to evaluate forecast efficiency. More specifically,
weak efficiency then requires that forecast errors and forecasts revisions at time t are
independent of all past revisions until t − 1.13 Thus, we should not be able to predict
future forecast revisions from past revisions, indicating positive or negative correlation.
Thereby inefficient forecasts appear smoother than efficient forecasts.

Given the structure of our data we need to make some adjustments before applying
the Nordhaus test. We calculate forecast revisions rt,h for horizons h + 1 to h, for each
target year t: rt,h = x̂t,h+1 − x̂t,h with h = 1, ..., 3 and where h = 1 indicates the forecast
horizon closest to the target year. Due to the semi-annual structure we are able to
calculate three forecast revisions for each target year. Third, we then regress the revisions
at time h = 1 on all lagged revisions:

rt,h = β0 + β1rt,h+1 + ut,h for h = 1, 2 (4)

rt,h = β1rt,h+1 + β2λt,h + β3λt,hrt,h+1 + ut,h for h = 1, 2 (5)

where β0 is a constant term and β1 captures the effect of the lagged revisions. Coefficients
β3 and β4 show effects with respect to recessions.14 Tables 3 and 4 display our results.

The results of this test are illustrated in Tables 3 and 4. We obtain positive and
significant coefficients for both GDP growth and CPI inflation lagged forecast revisions
and across all horizons. Thus, forecast revisions seem to be positively correlated, implying
that information rigidities are present. This is in line with previous findings by Nordhaus
(1987) and Dovern et al. (2015). Based on Loungani et al. (2013) we additionally test
whether recessions have an effect on the extent on information rigidites (columns 4 and
5). With respect to real GDP growth we obtain negative and significant coefficients
for both the recession indicator and the interaction term. This means that recessions
imply larger forecast revision and information is incorporated quicker during that time
(due to the negative sign on the interaction term). For CPI inflation our results are not
significantly different from zero. We therefore do not find forecast revisions to depend on
the state of the business cycle with respect to CPI inflation forecasts.

13Nordhaus (1987) argues that the series of forecasts for each target year should look like a random
walk (more specifically, a martingale process). For forecasts to move up and down at random, it is
necessary that past forecast revisions are not informative for the next revision.

14We focus on forecasts revisions in our analysis. The results for the test based on forecast errors are
available on request.
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Table 3: Informational rigidities for real GDP growth based on forecast revisions

Lagged forecast revisions Recession effects

horizons h h = 2 − 3 h = 3 − 4 h = 2 − 4 h = 2 − 3 h = 2 − 3

Forecast revision (lag 1) 0.406*** 0.359*** 0.183* 0.411***
(0.116) (0.072) (0.101) (0.110)

Forecast revision (lag 2) 0.407*** -0.195
(0.122) (0.252)

Recession indicator -0.987*** -1.111***
(0.340) (0.365)

Interaction term -0.344**
(0.154)

Constant -0.106 -0.106 0.033
(0.092) (0.092) (0.122)

Observations 82 81 41 82 82
R-squared 0.151 0.146 0.289 0.351 0.369

Notes: Testing for informational rigidities in real GDP growth forecasts based on forecast revisions.
Robust standard errors in parentheses; *** p<0.01, ** p<0.05, * p<0.1

Table 4: Informational rigidities for real CPI inflation based on forecast revisions

Lagged forecast revisions Recession effects

horizons h h = 2 − 3 h = 3 − 4 h = 2 − 4 h = 2 − 3 h = 2 − 3

Forecast revision (lag 1) 0.606*** 0.455*** 0.559*** 0.357***
(0.120) (0.120) (0.096) (0.129)

Forecast revision (lag 2) 0.532*** 0.208
(0.201) (0.151)

Recession indicator 0.267 0.237
(0.184) (0.184)

Interaction term 0.330*
(0.189)

Constant 0.015 0.008 0.028
(0.058) (0.063) (0.050)

Observations 80 79 39 80 80
R-squared 0.302 0.160 0.609 0.342 0.363

Notes: Testing for informational rigidities in CPI inflation forecasts based on forecast revisions. Robust
standard errors in parentheses; *** p<0.01, ** p<0.05, * p<0.1
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4 Conclusion

We use a large panel dataset on GDP growth and CPI inflation forecast errors of 15
professional forecasters for the years 1968 to 2022. Based on summary statistics we find
that GDP growth forecast errors are negatively biased, which means that on average
forecasters seems to overestimate the true values. We conjecture that this is mostly
due to severe recessions that came unexpected for the forecasters. We find CPI errors
to be positively biased. This bias seems to be strongly driven by the most recent
underestimation of inflation in the aftermath of the Covid-19 pandemic.

We compare GDP growth and CPI inflation forecast errors based on professional
forecasts to an AR(1) and a VAR(1)-model. The time-series models are on par with
professional forecasters at forecast horizons of 5 quarters or more, but are outperformed
by professional forecasters for shorter horizons. This is surprising as the information set
of our time series models is purely based on past values while professional forecasters
presumably account for more information than that. We additionally find that the
forecasting horizon and the amount of information available to the forecasters matter.
Judging by RMSE performance, forecasts published in the first quarter of the year, thus
further away from the target variable, perform worse than those released in the fourth
quarter. Information rigidities seem to be present and for GDP growth to depend on the
state of the business cycle.
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Appendix

Table A.1: Research institutes and international organizations considered for forecast
error evaluation.

Institute/
Organization ID Description

BBK Deutsche Bundesbank, German Central Bank
BMWK German Ministry of Economic Affairs
DIW Institute for Economic Research
GD “Gemeinschaftsdiagnose”, Joint Economic Forecast
HWWI Hamburg Institute of International Economics
IFO ifo Institute Munich
IfW Kiel Institute for the World Economy
IMK Macroeconomic Policy Institute
IW German Economic Institute
IWH Halle Institute for Economic Research
RWI Leibniz Institute for Economic Research
SVR “Sachverständigenrat”, German Council of Economic Experts

EC European Commission
IMF International Monetary Fund
OECD Organization for Economic Co-operation and Development
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Table A.2: Data coverage by institute

GDP growth CPI inflation

horizons h 1 & 2 3 & 4 1 & 2 3 & 4

BBK 2007 2008 2007 2008
BMWK 1969 2013 1969 2013
DIW 1970 1971 1970 1973
GD 1969 1969 1990 1993
HWWI 1969 1970 1969 1970
IFO 1969 1978 1971 1979
IfW 1970 1971 1992 1993
IMK 1970 1971 1997 1998
IW 1972 1985 1972 1985
IWH 1993 1995 1993 1995
RWI 1973 1987 1991 1992
SVR 1969 1970 1971 1973

EC 1998 1999 1999 2000
IMF 1992 1993 1993 1994
OECD 1969 1969 1976 1977

Notes: The table displays the first (target) year for which GDP and CPI forecast data is available.
Forecasts for horizons h = 1 & 2 and h = 3 & 4 are combined. The table does not display the first year
for which data at all horizons is available but for at least one of both horizons. Gaps in data coverage are
not displayed.
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