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Abstract

We develop a simple method for elicitation of individual preferences for algorithms. By altering the

payoffs for employing the algorithm, the suggested menu-based approach allows measuring the degree of

algorithm aversion and appreciation, respectively. As humans seem to shy away from algorithms when

seeing them err, we apply the new method to elicit preferences for algorithms in a performance-based

task under the presence and absence of information about the algorithm’s performance. We observe both

appreciation of and aversion to algorithms dependent on the remuneration of the use of the algorithm’s

advice. The presence of information about the algorithm’s performance positively affects the use of

algorithms when trusting in the algorithm’s advice is more costly than trusting in the own assessment.

Our results suggest that the commonly used measures of algorithm aversion based on single individual

choices may insufficiently scrutinize heterogeneous human preferences for algorithms.
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1. Introduction

Algorithms are omnipresent and have become a fundamental part of our daily life. When solving a

problem, humans increasingly use algorithms in business, medicine, public policy as well as in everyday

decisions. The research on the interaction between humans and algorithms has revealed two phenomena:

algorithm appreciation and algorithm aversion. Algorithm aversion describes the human reluctance to

interact with algorithms in favor of relying on their own judgment or on decisions made by human

agents.1 Algorithm appreciation is defined as the opposite phenomenon. It describes a situation where

a human decision-maker prefers to take advice from an algorithm instead of a human. A large body

of literature demonstrates that people dislike algorithm advice and that they prefer human advice even

when algorithms outperform human decision-making (e.g., Dietvorst et al., 2015, 2018; Dietvorst and

Bharti, 2020). However, empirical findings on algorithm aversion are inconclusive as several papers find

the opposite effect of algorithm appreciation (e.g., Logg et al., 2019; Mahmud et al., 2022; Chugunova

and Sele, 2020).

Despite the impressive number of studies documenting both phenomena, far too little is known about

the strength of the preferences for algorithms. The methodology used so far in experimental studies to

measure human preferences for algorithms involves the choice between the subject’s own assessment or an

algorithm advice when facing a decision problem on what might be called a ceteris paribus basis. That

is, with all things being equal, which advice would subjects prefer? While this approach is suitable for

proving the existence of algorithm aversion and measuring the strength of algorithm aversion on aggregate,

it does not allow getting insights into the shape of the individual preferences for algorithms. It would

be useful to take the investigation a step further and measure the intensity of those preferences. Our

study aims at filling this gap. We suggest a simple procedure that allows us to elicit subjects’ algorithm

attitudes or find an answer to the question: “How much monetary benefit are subjects willing to give up

to avoid algorithms?”

In our experiment, we present subjects with a menu of simple choice problems that may be used to

determine the degree of algorithm aversion. By varying the size of payment reduction due to error when

the algorithm decision becomes payoff relevant in subsequent choice problems and counting the number

of choice problems in which a subject selects the algorithm advice, we obtain a measure of the degree of

algorithm aversion (resp. appreciation). The smaller the number, the higher (resp. lower) the algorithm

aversion (resp. appreciation). The crossover point from the choice of the algorithm advice to the own

assessment determines the degree of algorithm aversion.

As performance feedback plays a crucial role in the occurrence of algorithm aversion (Dietvorst et al., 2015,

2018; Jung and Seiter, 2021), we elicit and compare subjects’ algorithm attitudes for two environments that

differ with respect to the level of information about the algorithm performance, i.e., under the presence

and absence of information about the algorithm performance. We study the preferences for algorithms in a

forecasting environment. Forecasts allow for a precise measure of performance after observing the realized

outcomes. They also allow for the elicitation of the algorithm performance on the same scale as the human

performance. Moreover, algorithms have become an indispensable part of many forecasting tasks that

1Dietvorst et al. (2015, 2018) introduce the term algorithm aversion when humans avoid using statistical algorithms in
forecasting decisions.
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have wide applications in economic and managerial decisions. For example, firms use algorithm forecasts

when evaluating employees’ performance, in supply chain management (Kimbrough, 2002) or in hiring

(Johar, 2022; Polli, 2019). Consider a human who is faced with the choice of whether to rely on their own

decision or on the decision made by an algorithm. How does this human decides which decision to rely

on? There are a number of factors that might affect this decision. For example, seeing the algorithm err

makes people less likely to rely on the suggested decisions by the algorithm (Dietvorst et al., 2015). Other

factors such as performance feedback (Arkes et al., 1986; Dietvorst et al., 2015; Jung and Seiter, 2021),

time pressure (Jung and Seiter, 2021), familiarity with the task (Berger et al., 2021), the characteristics

of the task (Logg et al., 2019), learning (Filiz et al., 2021), or the illusion of better understanding of

human than algorithm decision making (Bonezzi et al., 2022) might influence the presence and strength

of algorithm aversion.2 It is possible though that subject’s ambiguity attitudes can have an impact on

human preferences for algorithms. An ambiguity-averse individual prefers to avoid an alternative where

the probability distribution of possible outcomes is unknown. Not having any information about the

performance of an algorithm or having feedback about the imperfect performance of the algorithm may

increase the uncertainty about the outcome based on the algorithm performance. It seems reasonable

to expect that an ambiguity-averse individual might exhibit a higher degree of algorithm aversion. This

point will also be an issue of this study.

Our experimental results show the existence of potentially strong preferences for algorithms. We observe

both, appreciation of and aversion to algorithms dependent on the remuneration of the use of the algo-

rithm advice. In general, subjects exhibit higher algorithm appreciation compared to the incentive-based

prediction, i.e., the crossover point from the choice of the algorithm advice to the own assessment is higher

compared to the predicted crossover point if subjects were concerned only with a monetary benefit. Feed-

back on the algorithm performance positively affects the use of algorithms when reliance on algorithm

advice is relatively more costly than the own assessment. At the same time subjects underreact compared

to a performance-based prediction, i.e., the crossover point if subjects take into account the feedback on

their own and the algorithm performance. We also find that ambiguity aversion does not seem to have

an impact on algorithm preferences.

The rest of the paper is organized as follows. The next section presents the design of the tasks and the

elicitation procedure. Section 3 offers the analysis of our experimental data. Section 4 provides concluding

remarks.

2. Experimental design

Our experimental design aims at measuring human preferences for statistical algorithms and at under-

standing whether and to what extent ambiguity aversion shapes those preferences.

The experiment consists of two independent parts. In part I, we elicited subjects’ algorithm attitudes

in a forecasting task. Part II assessed participants’ ambiguity aversion. We informed participants at

the beginning of the experiment that they would receive instructions for the second part only after the

completion of the first part.

2For surveys, see Mahmud et al. (2022); Burton et al. (2015); Jussupow et al. (2020); Chugunova and Sele (2020).
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Elicitation of subjects’ preferences for algorithms (Part I):

In Part I, the subject’s task was to make a forecast. More specifically, they were asked to determine the

rank of a randomly chosen U.S. state in terms of departing air passengers in 2011 based on five pieces

of information (number of major airports, rank of population (2010), rank of county, rank of median

household income (2008), rank of expenditure on domestic travel (2009)). This rank can range from 1 to

50. Rank 1 means that most passengers have departed from this state. Rank 50 means that the fewest

passengers have departed from this state.

We chose this task since several experimental studies report that participants prefer the algorithm advice

over their own assessment in 40 − 60% of the cases, providing sufficient margins for both, algorithm

appreciation and aversion (Dietvorst et al., 2015; Logg et al., 2019; Jung and Seiter, 2021).3

Part I consisted of eleven rounds. In the first ten rounds, subjects made their own forecast. These rounds

were unincentivized. The idea was to allow subjects to understand the task well enough before making

an incentivized forecast in the final, eleventh round.

We used a between-subjects design and implemented two conditions. The conditions differ with respect to

the feedback on the algorithm forecasting performance. In the “Human”-condition, subjects did not gain

experience with the algorithm forecasting performance. They made their own forecasts and afterward

got feedback only on their own performance by seeing their forecast and the true rank. In the “Human-

Algorithm”-condition, subjects gained experience with both, the algorithm forecasting performance and

their own forecasting as they additionally saw the algorithm forecast. The original algorithm was devel-

oped by Dietvorst et al. (2015). Participants got the following information about the algorithm: “The

algorithm was developed for this forecasting task. The algorithm uses only the five pieces of information

mentioned above for this forecast, which is also available to you.”

In the final payoff relevant round of part I in each condition, subjects first had to decide whether

their own forecast or the algorithm forecast should be used to determine the payoff in that round.

Following Dietvorst et al. (2015) and Jung and Seiter (2021), for each unit of deviation of the fore-

cast from the true rank, the payoff was reduced by X EUR. More precisely, the payment rule was

π = 7 EUR−X EUR · |forecast − true rank|. Thus, the unit of deviation in each forecast is the mea-

sure for forecasting accuracy.

In Dietvorst et al. (2015) and Jung and Seiter (2021) subjects made a single choice between using their own

forecast or the algorithm forecast to determine their payoff. In contrast, participants in our experiment

made nine choices. Thereby, the penalty rate X increases when going down the list of choices for the case

that the algorithm forecast is used to determine the subject’s payoff, while X remains constant across all

nine choices for the case that the subject’s own forecast becomes payoff relevant (see Table 1).

In the first choice problem, X = 0. Obviously, a subject should always choose the algorithm in that

choice problem, as the algorithm forecast accuracy is payoff irrelevant. In the fifth choice problem, the

penalty rate X was the same regardless of the type of forecast, human or algorithm. Note that the

fifth choice problem corresponds to the choice subjects usually faced in previous studies (e.g., Dietvorst

et al., 2015; Jung and Seiter, 2021). An earlier crossover point indicates a higher level of algorithm

aversion. Moreover, the wide range of payoffs used allows us to measure both, algorithm aversion and

3The task was first used by Dietvorst et al. (2015), experiment 3A/B in their paper.
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Table 1: The payoff structure of the nine paired choice problems.

Choice Payoff (own forecast) in EUR Payoff (algorithm forecast) in EUR Penalty rate difference
problem (‘algorithm−own’ forecast)

1 7− 0.12 ∗ | forecast − true rank| 7− 0 ∗ | forecast − true rank| -0.12
2 7− 0.12 ∗ | forecast − true rank| 7− 0.03 ∗ | forecast − true rank| -0.09
3 7− 0.12 ∗ | forecast − true rank| 7− 0.06 ∗ | forecast − true rank| -0.06
4 7− 0.12 ∗ | forecast − true rank| 7− 0.09 ∗ | forecast − true rank| -0.03
5 7− 0.12 ∗ | forecast − true rank| 7− 0.12 ∗ | forecast − true rank| 0
6 7− 0.12 ∗ | forecast − true rank| 7− 0.15 ∗ | forecast − true rank| 0.03
7 7− 0.12 ∗ | forecast − true rank| 7− 0.18 ∗ | forecast − true rank| 0.06
8 7− 0.12 ∗ | forecast − true rank| 7− 0.21 ∗ | forecast − true rank| 0.09
9 7− 0.12 ∗ | forecast − true rank| 7− 0.24 ∗ | forecast − true rank| 0.12

algorithm appreciation. Note, further, that the penalty rate X̃ = 0.12× |own forecast−true rank|
|algorithm forecast−true rank| , where

|own forecast − true rank| and |algorithm forecast − true rank| are the averages of the training round

performances, at which participants should expect similar payoffs, can be used to determine the optimal

number of algorithm choices.4

After subjects decided on all nine choice problems, once again they had to submit their own forecast based

on the five pieces of information. At the end of this round, subjects were asked several questions that

dealt with their confidence regarding their own and the algorithm forecasting performance. Furthermore,

they were asked for their belief about the expected error of their own and the algorithm forecast (see

Table A2 in the Appendix for the full set of questions on beliefs and confidence).

At the end of part I, one of the nine choice items was randomly selected and implemented for real payment.

Performance feedback on the incentivized final round was provided only after the entire experiment to

avoid behavioral complementarities in performance between the two parts or behavioral effects from wealth

accumulation.

Elicitation of subjects’ ambiguity attitudes (Part II):

Part II provided a systematic assessment of the subjects’ ambiguity attitudes. In that part, participants

made choices between an ambiguous prospect and nine different risky prospects. Similar to Kocher

et al. (2018), we assume the exchangeability of events for each of the ambiguous prospects. That is,

an ambiguity-neutral decision maker is indifferent between betting on a color drawn from a two-color

ambiguous prospect, and a risky prospect with an ambiguity-neutral probability of 50%. We elicited

probability equivalents for the ambiguous prospect: we looked for the risky prospect where a subject is

indifferent between this prospect and the ambiguous prospect. Note that differences in the chosen risky

prospects across subjects allow us to identify ambiguity attitudes more precisely. While the ambiguity

prospect remains constant across all nine choices, the known probability of the risky prospect increases

when going down the list of choices (see Table A3 in the Appendix). At the top of the list, the known-risk

prospect is very unattractive and subsequently becomes more attractive. If the first risky prospect is

less attractive than the ambiguous prospect and the ninth risky prospect is more attractive than the

ambiguous prospect, there will be a probability at which the decision maker is indifferent between the

4We define algorithm choices as optimal when they yield strictly (not weakly) higher payoffs compared to the own
assessment. This can be interpreted as a lower bound of the optimal algorithm choices.
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two prospects. Following the approach of Kocher et al. (2018), we use the choice item at which the

participant switched from a preference for the ambiguous prospect to a preference for the risky prospect

to approximate the participant’s probability equivalent.

At the end of the experiment, participants had to fill in a post-experimental questionnaire that contained,

among other things, a self-assessed, hypothetical measure of risk attitude on a 0–10 scale (SOEP), gender,

age, field of study, and the number of semesters at university.

Altogether, the experiment encompasses a total of 212 subjects (106 in the Human condition; 106 par-

ticipants in the Human-Algorithm condition). The experiment was conducted at Technische Universität

Berlin. Participants were students (47%/52% female in the Human/Human-Algorithm condition) from

the local participant pool, mostly from economics, engineering, or the natural sciences. Participants were

invited to the experiment with ORSEE (Greiner, 2015). All experimental sessions were conducted using

z-Tree (Fischbacher, 2007). The average length of a session was 45 minutes. The average total earnings

per participant amounted to 13.68 EUR, including show-up fee of 6 EUR. Earnings were paid out in cash

directly after the end of the experiment.

3. Results

As a first step, we check whether the choices of the participants are consistent and purposeful. In

the first choice problem, where the penalty rate is zero for the algorithm forecast, 95% (93%) of the

participants choose the algorithm in Human (Human-Algorithm). The majority switch at most once in

85% (72%) of the cases in Human (Human-Algorithm), see Figure A1 in the Appendix. For the rest of

the participants in Human-Algorithm, three switches are most common (17%), which might indicate some

uncertainty about the point of indifference. However, even for those who switch more than once, there

is a clear purpose in their choices. Participants choose the algorithm strictly more often in problems 1

to 4, where the algorithm has a lower penalty rate, compared to problems 6 to 9, where the algorithm

has a higher penalty rate, in 89% (86%) and weakly more often in 98% (96%) of the cases in Human

(Human-Algorithm).5 Therefore, the number of times a participant chose the algorithm will be used as

an indicator for algorithm preferences.

In Figure 1 we show the number of times participants chose the algorithm for each condition. In Human,

the number of times the algorithm was chosen peaks at 5, while it peaks at both 4 and 5 in Human-

Algorithm. Based on the choice problem structure, we can classify algorithm preferences in a strict sense

with 0 to 3 algorithm choices as ‘algorithm averse’, 4 and 5 algorithm choices as ‘algorithm indifferent’

and 6 to 9 algorithm choices as ‘algorithm appreciative’.6 In Human, we observe more algorithm aversion

with a share of 17% than in Human-Algorithm, where the share is 9%. On the contrary, we observe

more algorithm appreciation in Human-Algorithm with a share of 38%, compared to a share of 23% in

5This leaves 2 (4) out of 106 participants who might have misunderstood the instructions, as they chose the algorithm
more often at higher penalty rates in Human (Human-Algorithm). Excluding these observations, observations of participants
choosing the own forecast when the algorithm has a penalty rate of 0 or observations of participants who switch more than
once does not alter our results going forward.

6With 4 algorithm choices participants use their own forecast in the fifth choice problem and with 5 algorithm choices
participants use the algorithm forecast in the fifth choice problem. Note that at the fifth choice problem the penalty rate is
the same regardless of who makes the forecast.
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Human. That is, nearly half of our participants express a preference for or against algorithms, which

strictly exceeds indifference.

Figure 1: Relative share of the number of times the algorithm was chosen per condition.
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In line with the literature (e.g., Dietvorst et al., 2015; Jung and Seiter, 2021), we find that the algorithm

significantly outperforms the human participants, both in the unincentivized forecasting tasks in the first

ten training rounds and in the incentivized forecasting task in the last round. The average deviation

of the participants’ forecast from the true rank ranges from 6.26 to 7.08, while the average deviation

of the algorithm forecasts ranges from 3.74 to 4.36 (see Table A1 in the Appendix). There are no

significant differences in participants’ forecasting performance between unincentivized and incentivized

rounds: t(1164) = 0.56, p = 0.58 in Human and t(1164) = −0.31, p = 0.76 in Human-Algorithm (based

on t-tests).7

Figure 2 presents the proportion of algorithm choices per condition. The left graph in the figure shows

the results for the full sample, the right graph for participants who switch at most once and choose the

algorithm in the first problem (where there is no penalty if the algorithm forecast is inaccurate), i.e., for

participants whose behavior can be considered rational and consistent. The graphs in the figure also in-

clude reference lines representing two different types of predictions: an incentive-based prediction (dotted

line) and a performance-based prediction (dashed lines).8 A purely incentive-based choice would predict

4.5 algorithm choices. In both conditions, participants show a tendency towards algorithm appreciation:

the mean number of algorithm choices is 4.86 in Human and 5.21 in Human-Algorithm. At the same

time, algorithm choices are throughout below the performance-based predictions. When considering all

participants’ choices (see left graph), we observe that participants behave very similar in both conditions

up until the 5th decision, where the penalty rate of the own and the algorithm forecasts are equal. The

7All reported tests throughout the paper are two-sided.
8For the derivation of the performance-based prediction, see section 2.

7



proportion of algorithm choices of those participants who behave rationally and consistent (see right

graph) is close to the predictions in choice problems 1 to 4, where both predictions, incentive-based and

performance-based, are aligned. In problems 6 to 9, the penalty rate of the algorithm is strictly larger than

the penalty rate for the own forecast. In this area, we observe a higher proportion of algorithm choices in

the Human-Algorithm condition compared to the Human condition. Based on a Wilcoxon rank-sum test,

p = 0.09, we find significant differences between the number of algorithm choices in Human (M = 4.86,

SD = 1.64) and in Human-Algorithm (M = 5.21, SD = 1.60).9

Figure 2: Share of algorithm choices by choice problem number with incentive-based prediction (dotted line) and performance-
based prediction (dashed lines). The left figure includes the full sample. The right figure includes only participants who
switch at most once and choose the algorithm in the first problem (X = 0).
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We expect that participants in the Human-Algorithm condition react to the feedback about the algorithm

performance and make their choices accordingly. Based on Spearman’s rank correlation, we do find a

positive correlation between the observed and the optimal number of times the algorithm was chosen,

r(105) = 0.4056, p < 0.01. In the Human condition, participants don’t receive feedback on the algorithm

performance. Indeed, we do not find a correlation between the observed and the optimal number of times

the algorithm was chosen, r(105) = 0.1154, p = 0.24 (for the corresponding plots, see Figure A2 in the

Appendix).

In specifications (1) and (2) of Table 2, we explore which factors drive the number of algorithm choices

within each condition. The OLS-regression results prove the robustness of the finding that the performance-

based prediction is positive and significant in the Human-Algorithm condition, but not in the Human

condition. That is, our earlier finding is robust when introducing additional explanatory variables. As

documented in the literature, we do not find effects for gender and risk aversion. However, we also do

not find effects for ambiguity aversion. While beliefs about the deviation of the own and the algorithm’s

9Considering only participants who choose the algorithm in the first choice problem and switch at most once, there is also
a significant difference between Human (M = 4.93, SD = 1.59) and Human-Algorithm (M = 5.39, SD = 1.59), based on a
Wilcoxon rank-sum test, p = 0.06.
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Table 2: OLS regressions within and between conditions.

Within conditions Between conditions

Human
(1)

Human-Algorithm

(2)

Reference category: Human

(3)

Human-Algorithm 0.482∗∗

(0.196)
Performance-based prediction 0.015 0.229∗∗

(0.086) (0.087)
Demographics

Female -0.497 0.008 -0.278
(0.303) (0.269) (0.206)

Diverse -4.098 -3.354∗∗

(2.548) (1.623)
Age 0.009 0.057∗ 0.025

(0.030) (0.034) (0.021)
Ambiguity and risk aversion

Ambiguity aversion -0.048 0.047 0.006
(0.206) (0.194) (0.139)

Risk aversion -0.035 -0.061 -0.043
(0.064) (0.078) (0.045)

Belief and confidence measures
Belief of deviation (own) 0.012 0.025 0.027∗

(0.033) (0.020) (0.016)
Belief of deviation (algorithm) -0.013 -0.003 -0.008

(0.046) (0.036) (0.029)
Confidence in forecast (own) -0.413∗ -0.263 -0.430∗∗∗

(0.213) (0.239) (0.159)
Confidence in forecast (algorithm) 0.569∗∗ 0.538∗ 0.513∗∗∗

(0.218) (0.293) (0.160)
Perfect prediction (own) -0.439∗∗ -0.295 -0.371∗∗

(0.219) (0.179) (0.145)
Perfect prediction (algorithm) 0.346 0.410∗∗ 0.496∗∗∗

(0.250) (0.175) (0.135)
Constant 4.014∗∗ 1.515 2.905∗∗

(1.640) (1.665) (1.148)
Field of study Yes Yes Yes

Observations 106 106 212
R2 0.475 0.480 0.397

Standard errors in parantheses. Estimation by OLS regression. The dependent variable is the number of algorithm choices
∈ {0, 9}. ∗, ∗∗ and ∗∗∗ denote significance at the 10%, 5% and 1% level, respectively.

forecasts have the expected signs, they are both insignificant in both conditions. The confidence in the

algorithm forecast is positive and significant in both conditions, suggesting, that participants are more

likely to choose the algorithm when they put higher trust in it. The belief about the algorithm making

a near-perfect prediction is positive in both conditions, but only significant in the Human-Algorithm

condition. Note that in contrast to the general confidence in the algorithm forecast, the belief about the

algorithm making a near-perfect prediction is more specific and hard to judge without any further knowl-

edge or feedback about the algorithm. The confidence in the own forecast and the belief about making

a near-perfect prediction oneself is significant in the Human condition, but not in the Human-Algorithm

condition. Overall, the results suggest that confidence in the own capabilities in the Human condition is

replaced by feedback, and subsequently reliance on the algorithm performance in the Human-Algorithm
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condition. In specification (3) of Table 2, we confirm these observations as there is a positive effect of the

presence of information about the algorithm performance when controlling for demographics, ambiguity,

and risk attitudes as well as belief and confidence measures.

To assess the degree of algorithm aversion (respectively appreciation) applying the methodology used

so far in previous studies (e.g., Dietvorst et al., 2015; Jung and Seiter, 2021), we reduce our data to

a binary form. For this purpose, we classify the number of algorithm choices 0 to 4 as weakly leaning

towards algorithm aversion, i.e. not choosing the algorithm, and the number of algorithm choices 5 to

9 as weakly leaning towards algorithm appreciation, i.e. choosing the algorithm (see Figure A3 in the

Appendix). The shares of participants who chose the algorithm obtained in this way reveal a slight

tendency towards algorithm appreciation in both conditions (62.26% of the participants in Human and

65.09% in Human-Algorithm). However, the difference between the two conditions is not statistically

significant, t(210) = −0.43, p = 0.67, based on a t-test. This exercise shows that our suggested fine-

grained method is able to elicit differences in algorithm preferences, where the commonly used binary

measures might fail.

4. Conclusion

In this paper, we introduce a simple method for elicitation of human preferences for algorithms. By

varying the size of payment reduction when the algorithm decision becomes payoff relevant in several

choice problems and counting the number of choice problems in which the algorithm is selected, we obtain

a measure of the degree of algorithm aversion (resp. appreciation). Our results reveal that binary measures

of algorithm aversion typically used in experimental studies may be insufficient given the heterogeneity of

people and the complexity of the underlying decision problems. The procedure we propose, captures this

heterogeneity. It would also allow using the degree of algorithm aversion/appreciation as an explanatory

variable in other applications, for example, when studying the use of algorithms in hiring decisions of

managers (Dargnies et al., 2022) or the reliance on algorithm advice and performance in price estimation

tasks (Greiner et al., 2022).

Forecasts are an important ingredient of several business decisions ranging from financial reporting to

budgeting and production. As algorithm forecasts are proven to be superior to human forecasts in many

economic applications (e.g., stock market forecasting), we apply the suggested method to measure the

degree of algorithm aversion in a forecasting task in two environments that differ with respect to the infor-

mation about the algorithm performance. Our findings suggest that an important factor in acknowledging

the superior performance of algorithms is the improvement of the feedback on the algorithm performance.

Providing more information about what algorithms do seems to help reduce human reluctance to rely on

algorithm advice. Thus, identifying the appropriate channels in explaining how and why an algorithm is

used and how it works is the natural next step in improving our understanding of the nature of human

preferences for algorithms.
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5. Appendix

5.1. Additional figures

Figure A1: Relative share of number of switches between oneself and algorithm in the choice problems by condition.
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Figure A2: Observed and performance-based predicted number of algorithm choices per condition with fitted values (solid)
and 45◦ line (dashed).
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Figure A3: Binary classification: share of participants who chose the algorithm at least five times by condition.
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5.2. Additional tables

Table A1: Mean forecasting performance of participants and algorithm by condition with std. dev. in brackets.

|own forecast−
true rank|

|algorithm forecast−
true rank|

Paired t-test

Unincentivized forecasts
Human 6.61 (2.63) 4.3 (1.12) t(953) = 25.40, p < 0.01
Human-Algorithm 6.88 (3.32) 4.36 (1.18) t(953) = 23.42, p < 0.01

Incentivized forecast
Human 6.26 (5.11) 3.84 (3.77) t(105) = 4.51, p < 0.01
Human-Algorithm 7.08 (5.48) 3.74 (3.62) t(105) = 7.03, p < 0.01
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Table A2: Belief,confidence and risk attitude questions

After Part 1
How many ranks do you think the algorithm’s estimate is away from the state’s true rank? (0–50)
How many ranks do you think your estimate is away from the state’s true rank? (0–50)
How much confidence do you have in your estimate? (1 = none; 5 = a log)
How much confidence do you have in the algorithm’s estimate? (1 = none; 5 = a log)
How likely is it that you predict the state’s rank almost perfectly? (1= extremely unlikely ; 9=
extremely likely)
How likely is it that the algorithm predicts the state’s rank almost perfectly? (1= extremely unlikely ;
9= extremely likely)

After Part 2
Are you generally a person who is willing to take risks or do you try to avoid taking risks?
(0=Risk-averse; 10=Risk-prone)

Table A3: Ambiguity Aversion Elicitation

Decision item Ambiguous prospect Risky prospects
with unknown probability p with known probabilities qi

1 p = 50% q1 = 10%
2 p = 50% q2 = 20%
3 p = 50% q3 = 30%
4 p = 50% q4 = 40%
5 p = 50% q5 = 50%
6 p = 50% q6 = 60%
7 p = 50% q7 = 70%
8 p = 50% q8 = 80%
9 p = 50% q9 = 90%
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5.3. Instructions

The following instructions were translated from German. The original versions are available from the

authors upon request. Below, we provide one set of instructions, where we indicate the differences

between the two conditions and other information not visible to participants with cursive font surrounded

by brackets.

Welcome to the experiment and thank you for participating!

General information

The instructions are the same for all participants.

Please read these instructions carefully. If there is something you do not understand, please raise your

hand. We will then come to you and answer your questions privately.

You will make your decisions at the computer.

All decisions will remain anonymous. This means, that you will not know the identity of the other par-

ticipants, and no participant will know your identity.

For simplification, the instructions are given in the masculine form.

The experiment consists of two parts. At the beginning of each part, you will receive detailed instructions.

The parts are independent, i.e. your decisions in one part will not affect the results in the other part. At

the beginning of each part, you will receive detailed instructions. On the following pages you will find the

instructions for part 1. The instructions for Part 2 will appear on your screen after Part 1. In every part of

the experiment you will earn money. How exactly you will earn money will be described in the instructions.

Your earnings in this experiment (i.e. the sum of your earnings from both parts) will be paid to you

privately and in cash at the end of the experiment.

You will receive 6 EUR for showing up on time.

Part 1

Your task is to make a forecast. More specifically, you need to determine the rank of a randomly chosen

U.S. state in terms of the number of airline passengers that departed from that state in 2011. This rank

can range from 1 to 50. Rank 1 means that most passengers have departed from this state. Rank 50

means that the fewest passengers have departed from this state.

There are five different pieces of information available to help you.
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Number of major airports:

Airports that had a share of annual departing passengers of at least 1% or more of the United States.

Example: If a total of 1.000.000 passengers departed the U.S. in a year, then at least 10.000 passengers

departed from that airport.

Rank in cencus population count in 2010:

The state with the largest population is ranked 1st, and the state with the least population ranks 50th.

Rank in number of counties:

States are sorted by the number of counties. A county is a territorial unit below the state. Rank 1 means

the state has the highest number of counties. Rank 50 means the state has the lowest number of counties.

Rank in median household income in 2008:

States are sorted by the amount of median household income. Median household income in a state is

defined so that the value is exactly in the middle of the series, ordered by size. This means that 50% have

a lower household income and 50% have a higher household income. Rank 1 means that households in

this state have the highest median household income. Rank 50 means that households in this state have

the lowest median household income.

Rank in domestic travel expenditure in 2009:

States are sorted by spending on domestic travel. Rank 1 means that in this state, spending on domestic

travel was the highest. Rank 50 means that in this state, spending on domestic travel was the lowest.

Part 1 consists of eleven rounds.

In the first ten, non-payoff-relevant, rounds, you gain experience with the forecasting task. In each round,

for a randomly selected U.S. state, you will first be shown the five pieces of information mentioned above.

Then you make a forecast of the rank of the selected U.S. state in terms of the number of airline passengers

that departed from that state in 2011. You will then receive feedback comprising this information, your

forecast and the true rank of the state.

[Human-Algorithm condition:

In addition, you will receive information about what rank an algorithm predicted for this task. The al-

gorithm was developed for this forecasting task. The algorithm uses only the five pieces of information

mentioned above for the forecast, which is also available to you.]

In the eleventh, payoff-relevant, round, you have to make a decision for nine choice problems. The screen

with all nine choice problems looks like this:
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In each of these nine choice problems, you have to decide whether you want to let an algorithm make the

forecast or make the forecast yourself.

[Human condition:

The algorithm was developed for this forecasting task. The algorithm uses only the five pieces of informa-

tion mentioned above for this forecast, which is also available to you.]

If you decide to make the forecast yourself, your own prediction will be used for your payment. If you

choose the algorithm, the algorithm’s prediction will determine your payment.

The payment is calculated by the formula:

7e−X ∗ |forecast− true rank|

That is, for each unit that the forecast deviates from the true rank, the payment is reduced by X.

� The forecast is your chosen rank or the selected rank of the algorithm for the state in the forecasting

task.

� The true rank is the actual rank of the state.

� X = 0.12e in all 9 choice problems, if you decide to make the forecast yourself.

� X takes one of the values {0e; 0.03e; 0.06e; 0.09e; 0.12e; 0.15e; 0.18e; 0.21e; 0.24e} in the 9

choice problems if you choose the algorithm.
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Your decision is only valid once you have made a selection for all choice problems (i.e., for each row) and

then clicked on the ”Confirm” button at the bottom of the screen.

After that, as in the previous rounds, you will receive the five pieces of information and must make your

own forecast for the given information.

Your earnings in Part 1 are determined as follows:

The computer randomly draws a number between 1 and 9. This random number determines the row

and thus the payoff-relevant choice problem from the table shown above. If you chose the algorithm in

this line, the algorithm’s prediction will determine your payout. If you have decided to make the forecast

yourself, your own forecast will be used for the payout.

Take enough time for your decisions. Since you don’t know which of the nine choice problems will be

relevant to your payout in this part, it’s optimal for you to decide as if each choice problem determines

your payout.

You only make your decisions once. The drawing of the random number takes place after the end of Part

2. The result of the eleventh round is displayed at the end of the experiment, i.e. after Part 2.

Below are two examples of how to determine your payment. The numbers chosen are fictional.

Example 1:

Suppose the computer randomly chooses the number 3, which is the choice problem in the 3th row of the

table. The prediction (yours or that of the algorithm) is rank 10, the true rank is 5. The deviation of the

forecast from the true rank, i.e. the absolute value of forecast−true rank, is thus 5.

Case 1:

You have decided in line 3 that you make the forecast yourself. In this case, you will be deducted

0.12e·5 = 0.60e. Your earnings are 6.40e.

Case 2:

You have decided in line 3 that the algorithm makes the forecast. In this case, you will be deducted

0.06e·5 = 0.30e. Your earnings are 6.70e.

Example 1:

Suppose the computer randomly chooses the number 7, which is the choice problem in the 7th row of the

table. The prediction (yours or that of the algorithm) is rank 5, the true rank is 10. The deviation of the

forecast from the true rank, i.e. the absolute value of forecast−true rank, is thus 5.

Case 1:

You have decided in line 7 that you make the forecast yourself. In this case, you will be deducted

0.12e·5 = 0.60e. Your earnings are 6.40e.
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Case 2:

You have decided in line 7 that the algorithm makes the forecast. In this case, you will be deducted

0.18e·5 = 0.90e. Your earnings are 6.10e.

Review questions

Please answer the following questions. Raise your hand as soon as you have finished answering the

questions. An experimenter will come to you and check your answers.

1. Indicate whether the statements are true or false.

Statement True False

In each round, a state’s rank in terms of departing

passengers in 2011 must be predicted.

Only the forecast (your own or that of the algorithm) of the

eleventh round and a randomly drawn choice problem are

relevant for payouts.

The more the prediction (your own or that of the algorithm)

deviates from the true rank, the higher your payout.

2. Determine a person’s payout for the following example situations.

Example situation Payout

For example, suppose the computer has selected the choice problem on line 1.

The person has decided in line 1 that the algorithm makes the forecast. e

The absolute value of forecast−true rank is 10.

For example, suppose the computer has selected the choice problem on line 5.

The person has decided in line 5 that she/he makes the forecast herself/himself. e

The absolute value of forecast−true rank is 10.

For example, suppose the computer has selected the choice problem on line 5.

The person has decided in line 5 that the algorithm makes the forecast. e

The absolute value of forecast−true rank is 10.

Part 2

[First screen]

In this part, you must first choose a personal color. On the next screen, you will learn how your

personal color is relevant to your payout.

20



Please choose your personal color:

◦ Red

◦ Blue

[Second screen]

The next screen shows nine decision situations with two boxes each, A and B. Each box contains

10 balls. The balls can be either red or blue.

The number of red and blue balls is unknown to you: Before the experiment, a student assistant

chose a number between 0 and 10 without knowing the purpose of this number. The number of

red balls in box A corresponds to this number. The number of blue balls is 10 minus this number.

Box A is identical in all nine decision situations.

You have to choose one box at a time. Subsequently, one of the nine decision situations is randomly

selected, whereby each decision situation is equally likely. Then a ball is randomly drawn from

the box you chose in the drawn decision situation. Each of the 10 balls in the box can be drawn

with equal probability. You get 2e if the color of the randomly drawn ball matches your personal

color. If the ball is the other color, you get 0e. Since you do not know which of the nine decision

situations will be relevant to your payout in this part, it is optimal for you to decide as if each

decision situation determines your payout.

[Third screen]
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