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# Matrix Gamma Distributions and Related Stochastic Processes 

## Tomasz J. Kozubowski, Stepan Mazur and Krzysztof Podgórski

# MATRIX GAMMA DISTRIBUTIONS AND RELATED STOCHASTIC PROCESSES 

TOMASZ J. KOZUBOWSKI, STEPAN MAZUR, AND KRZYSZTOF PODGÓRSKI


#### Abstract

There is considerable literature on matrix-variate gamma distributions, also known as Wishart distributions, which are driven by a shape parameter with values in the (Gindikin) set $\{i / 2, i=1, \ldots, k-1\} \cup((k-1) / 2, \infty)$. We provide an extension of this class to the case where the shape parameter may actually take on any positive value. In addition to the well-known singular Wishart as well as non-singular matrix-variate gamma distributions, the proposed class includes new singular matrix-variate distributions, with the shape parameter outside of the Gindikin set. This singular, non-Wishart case is no longer permutation invariant and derivation of its scaling properties requires special care. Among numerous newly established properties of the extended class are group-like relations with respect to the positive shape parameter. The latter provide a natural substitute for the classical convolution properties that are crucial in the study of infinite divisibility. Our results provide further clarification regarding the lack of infinite divisibility of Wishart distributions, a classical observation of Paul Lévy. In particular, we clarify why the row/column vectors in the off-diagonal blocks are infinitely divisible. A class of matrix-variate Laplace distributions arises naturally in this set-up as the distributions of the off-diagonal blocks of random gamma matrices. For the class of Laplace rectangular matrices, we obtain distributional identities that follow from the role they play in the structure of the matrix gamma distributions. We present several elegant and convenient stochastic representations of the discussed classes of matrix-valued distributions. In particular, we show that the matrix-variate gamma distribution is a symmetrization of the triangular Rayleigh distributed matrix - a new class of the matrix variables that naturally extend the classical univariate Rayleigh variables. Finally, a connection of the matrix-variate gamma distributions to matrix-valued Lévy processes of a vector argument is made. Namely, a Lévy process, termed a matrix gammaLaplace motion, is obtained by the subordination of the triangular Brownian motion of a vector argument to a vector-valued gamma motion of a vector argument. In this context, we introduce a triangular matrix-valued Rayleigh process, which, through symmetrization, leads to a new matrix-variate gamma process. This process when taken at a properly defined one-dimensional argument has the matrix gamma marginal distribution with the shape parameter equal to its argument.
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## 1. Introduction

The classical $k \times k$ matrix-variate gamma (MG) distributions (see, e.g, [15]) involve a matrix scale parameter and a shape parameter, which is restricted to the values above $(k-1) / 2$. This class is closed with respect to the convolution, as the sum of two independent MG random matrices is again MG, with the shape parameter being the sum of the shapes of the summands (provided that the scaling matrices of the summands are the same). It is well known that Wishart distributions are a subclass of matrix gamma distributions in an exact analogy with the one-dimensional case, where chi-square distribution arises as a special case of the gamma distribution. The Wishart distributions can be naturally defined also in the singular case (see, e.g., [41]) and the convolution property is also valid for the nonsingular matrix-variate gamma distributions accompanied by the singular Wishart distributions. This is a nontrivial result, due to [13], that the convolution property holds over the so-called Gindikin semigroup $\{i / 2, i=1, \ldots, k-1\} \cup((k-1) / 2, \infty)$, see also [23]. However, this is as far as one can go regarding the closure with respect to the convolution, which is due to the lack of infinite divisibility for the entire class of MG distributions. Indeed, MG distribution is not infinitely divisible in the usual sense, as remarked by [4]: "It is relevant to mention that the most common examples in statistics of laws of positive definite random matrices, such as the Wishart and gamma matrix distributions, are not infinitely divisible". This was perhaps first noted for the two-dimensional Wishart case in [27]. In [1], it was shown that no Wishart distribution with one degree of freedom is a convolution of two nontrivial distributions. In a far more complete fashion, the issue of infinite divisibility was treated in [38] and [39] for the Wishart random matrix as well as its sub-matrices, where the question of infinite divisibility of the blocks of Wishart random matrices was posed. Further studies of Wishart characteristics functions in [11] and [33] shed more light on the reasons for the lack of infinite divisibility.

In this work, we discuss a natural extension of the classical MG distributions, where the shape parameter is no longer restricted to the Gindikin set and can take on any positive value. The extension includes both the non-singular matrixvariate gamma and singular Wishart distributions, as special cases. The original MG distributions are embedded here without any change (with the shape parameter above $(k-1) / 2$ ), while the singular Wishart family is driven by the shape parameter values in the set $\{1 / 2, \ldots,(k-1) / 2\}$. The extension allows for the shape parameter to be anywhere in the interval $(i / 2,(i+1) / 2]$ as well where $i=0, \ldots, k-2$, with the corresponding rank of the random matrix taking on the values of $i+1$. To the best of our knowledge, the presented extension of matrix-variate gamma distributions to the case

$$
\alpha \in\left(0, \frac{1}{2}\right) \cup\left(\frac{1}{2}, 1\right) \cup \ldots \cup\left(\frac{k-2}{2}, \frac{k-1}{2}\right)
$$

is the first of its kind. This extension and its properties is among the main contributions of this work. Let us note that while the term "singular gamma" matrix-variate distribution has recently appeared in [31], the singular matrix-variate gamma distributions studied there were actually the familiar singular Wishart distributions, with the shape parameter $\alpha \in\{i / 2, i=1, \ldots, k-1\}$, which is the "discrete" part of the Gindikin set.

Even though the classical infinite divisibility group property does not hold for this extended class of distributions, we provide a certain alternative to the standard convolution group property, leading to a closely related divisibility property. We also present a complete characterization of the blocks of random Wishart and gamma matrices in terms of their infinite divisibility. Through this, we argue that the lack of infinite divisibility, which has been pointed out as a problem when building stochastic models based on these distributions, is not necessarily as prohibitive as originally believed. The novel form of divisibility introduced in this paper, while not completely yielding infinite divisibility of the entire matrix, can still be quite effective in the construction of matrix-variate stochastic measures and stochastic integration, which are crucial for time or/and space-dependent models, although this topic is left for future studies. Our results indicate that, instead of reaching into alternative versions of MG infinitely divisible distributions, as proposed in [35] and [4], one can still work with the classical ones and exploit their explicit, analytically tractable properties. Additionally, through the derived stochastic representations of the MG distribution, we address the interpretability of the corresponding random matrices where the shape parameter is not a half-integer, the lack of which was sometimes pointed out in the literature, see [23].

We extend the fundamental analytical properties of the non-singular MG distributions to the singular case, discussed in detail in this paper. In particular, we derive several interesting stochastic representations of random gamma matrices and utilize MG distributions supported on non-negative definite matrices to construct covariance-mean mixtures of matrix-variate normal distributions. This leads to the new class of matrix-variate asymmetric distributions that are termed matrix-variate generalized asymmetric Laplace distributions or, in short, matrix asymmetric Laplace (MAL) distributions.

We note that the theory of matrix-variate distributions obtained by mixing a matrix-variate Gaussian distribution with a randomly distributed covariance matrix is well developed. Indeed, [5] considered a new class of infinitely divisible covariance mixtures of Gaussian random matrices, while [35] introduced a class of infinitely divisible positive-definite gamma random matrices and used them to define a matrix gamma-normal distribution, which is also infinitely divisible. In turn, [42] introduced a matrix-variate generalized hyperbolic distribution by compounding matrix-variate normal distribution with generalized inverse Gaussian distributed scale matrix. As a special case of these, the MAL distributions introduced in this paper are fundamentally related to MG distributions, including their representation as the difference of two independent gamma distributed matrices. The close relation between the MAL and MG distributions goes in both directions, as the MAL distribution naturally appears as the distribution of the off-diagonal blocks of gamma distributed matrices (regardless of whether the latter are singular or not).

Our paper is structured as follows. In Section 2, we review basic properties of the classical MG distributions, including the singular case of Wishart distributions. Here, we also discuss the class of MAL distributions as the distributions of the offdiagonal blocks of random gamma matrices and establish some of their fundamental properties that follow from the relation between these two classes. The singular MG distributions are introduced in Section 3, where we discuss their structure and some analytical and distributional results. This is followed by Section 4, where we introduce an exchangeable version of MG distribution with the shape parameter
falling below $(k-1) / 2$, where $k$ is the matrix dimension. Some basic properties and the relation to the singular case are provided in this section as well. The problem of infinite divisibility of the MG distributions is discussed in Section 5. Here, we discuss the convolution properties of these distributions and address the question posed by [39] concerning the infinite divisibility of the blocks of Wishart and MG distributions. We provide a complete answer to the question through a stochastic process representation of MG distributions. All proofs and technical results are collected in the Appendix.

## 2. matrix-variate gamma, Laplace, and singular Wishart Distributions

In this section, we collect some known but relevant properties of the non-singular MG and singular Wishart distributions. For this, we need some notation with which we start. We let $\mathbf{I}_{k}$ denote a $k \times k$ dentity matrix, while $\mathbf{0}$ stands for the suitable matrix of zeros. We use $\operatorname{etr}\{\mathbf{A}\}$ for the exponent of the trace of the matrix $\mathbf{A}$. The symbol $\stackrel{d}{=}$ stands for the equality in distribution and $\otimes$ denotes the Kronecker product. The notation $\mathbf{C} \geq 0$ means that the square matrix $\mathbf{C}$ is non-negative definite and it is positive definite when $\mathbf{C} \geq 0$ and $|\mathbf{C}|>0$, which will be written as $\mathbf{C}>0$. The set of all positive definite (symmetric) $k \times k$ matrices is denoted by $\mathbb{S}_{k}^{+}$. This set constitutes a cone, that is, it is closed under the addition and multiplication by a positive scalar. The non-negative definite matrices form a cone as well, which is the closure $\overline{\mathbb{S}_{k}^{+}}$.
2.1. Non-singular matrix-variate gamma distribution. Recall that a $k \times k$ positive definite random matrix $\mathbf{X}$ is said to follow a MG distribution, which is denoted by $\mathbf{X} \sim \mathcal{M} \mathcal{G}_{k}(\alpha, \mathbf{A})$, if its probability density function (PDF) is given by

$$
\begin{equation*}
f(\mathbf{X})=\frac{1}{\Gamma_{k}(\alpha)|\mathbf{A}|^{\alpha}}|\mathbf{X}|^{\alpha-(k+1) / 2} \operatorname{etr}\left\{-\mathbf{A}^{-1} \mathbf{X}\right\}, \quad \mathbf{X}>0 \tag{2.1}
\end{equation*}
$$

where $\mathbf{A} \in \mathbb{S}_{k}^{+}$is a scale parameter matrix (also known as a dispersion matrix), $\alpha$ is a shape parameter such that $\alpha>(k-1) / 2$, and $\Gamma_{k}(\alpha)$ is the generalized gamma function, defined by

$$
\Gamma_{k}(\alpha)=\pi^{k(k-1) / 4} \prod_{i=1}^{k} \Gamma\left(\alpha-\frac{i-1}{2}\right)
$$

see [15, Chapter 3.6]. The crucial condition $\alpha>(k-1) / 2$ ensures that the PDF is properly defined and integrates to one over the cone $\mathbb{S}_{k}^{+}$. The case with $\mathbf{A}=\mathbf{I}_{k}$ is referred to as the standard matrix-variate gamma distribution of dimension $k$ with shape parameter $\alpha$, denoted by $\mathcal{M G}_{k}(\alpha)$.

The LT of $\mathcal{M G}_{k}(\alpha, \mathbf{A})$ distribution is given by

$$
\begin{align*}
\psi_{\mathbf{X}}(\mathbf{T}) & =\frac{1}{\Gamma_{k}(\alpha)|\mathbf{A}|^{\alpha}} \int_{\mathbf{X}>0}|\mathbf{X}|^{\alpha-(k+1) / 2} \operatorname{etr}\left\{-\left(\mathbf{A}^{-1}+\mathbf{T}\right) \mathbf{X}\right\} \mathbf{d} \mathbf{X} \\
& =\left|\mathbf{I}_{k}+\mathbf{T A}\right|^{-\alpha} \tag{2.2}
\end{align*}
$$

where $\mathbf{T}$ is a $k \times k$ symmetric matrix such that $\mathbf{A}^{-1}+\mathbf{T}$ (or, equivalently, $\mathbf{A}\left(\mathbf{I}_{k}+\mathbf{T A}\right)$ or $\left.\mathbf{I}_{k}+\mathbf{A}^{\frac{1}{2}} \mathbf{T} \mathbf{A}^{\frac{1}{2}}\right)$ is positive definite. In particular, the Laplace transform is well defined for all positive definite $\mathbf{T}$, which is true for any distribution on the cone $\mathbb{S}_{k}^{+}$.

This result about the domain of the LT is easily obtained by scaling the density of a MG distribution and noticing that

$$
\left|\mathbf{A}^{-1}+\mathbf{T}\right|=\left|\mathbf{A}^{-1}\right|\left|\mathbf{I}_{k}+\mathbf{A T}\right|=\left|\mathbf{A}^{-1}\right|\left|\mathbf{I}_{k}+\mathbf{T} \mathbf{A}\right|
$$

Similarily, the characteristic function ( ChF ) of (2.1) is given by

$$
\begin{equation*}
\varphi_{\mathbf{X}}(\mathbf{T})=\left|\mathbf{I}_{k}-\iota \mathbf{T} \mathbf{A}\right|^{-\alpha} \tag{2.3}
\end{equation*}
$$

where $\iota^{2}=-1$.
Remark 1. In general, the $L T$ and the ChF of a random $k \times n$ matrix $\mathbf{X}$ are given by $\psi_{\mathbf{X}}(\mathbf{T})=\mathbb{E}\left[\operatorname{etr}\left\{-\mathbf{T}^{\top} \mathbf{X}\right\}\right]$ and $\varphi_{\mathbf{X}}(\mathbf{T})=\mathbb{E}\left[\operatorname{etr}\left\{\iota \mathbf{T}^{\top} \mathbf{X}\right\}\right]$, respectively, where $\mathbf{T}$ is a $k \times n$ real matrix (in the case of the Laplace transform, $\mathbf{T}$ must be also such that the expectation is well-defined). However, here we can assume that the argument $\mathbf{T}=\left(t_{i j}\right)$ is a symmetric matrix. Indeed, since $\mathbf{X}$ is a symmetric matrix, the trace of $\mathbf{T}^{\top} \mathbf{X}$ depends on $t_{i j}$ and $t_{j i}$ only through $t_{i j}+t_{j i}$, i.e.

$$
\begin{equation*}
\operatorname{tr}\left(\mathbf{T}^{\top} \mathbf{X}\right)=\operatorname{tr}\left(\frac{\mathbf{T}+\mathbf{T}^{\top}}{2} \mathbf{X}\right) \tag{2.4}
\end{equation*}
$$

Thus, the assumption of the symmetry of $\mathbf{T}$ is not restrictive. However, it is important to note that the final expressions in (2.2) and (2.3) are valid only for symmetric T.

Remark 2. It is customary to use the Laplace transform for non-negative variables. This tradition has been extended for distributions on cones, such as $\mathbb{S}_{k}^{+}$(see [34]). For a given distribution, the domain of the LT is the distribution specific even in the one dimensional case, although it always contains $[0, \infty)$. Similarly, for the distribution on the cone $\mathbb{S}_{k}^{+}$, it always contains the cone itself. The question of whether the LT restricted to the values in $\mathbb{S}_{k}^{+}$determines the distribution on that cone does not appear to be fully resolved, as we could find no results equivalent to Lerch's theorem in one dimension, [22]. Even in the case of infinitely divisible distributions the typical argument starts with Fourier based Kchintchine-Lévy representation, see, for example, [34]. However, the sufficiency of the LT restricted to the cone for a unique definition of the Fourier transform, and thus of the infinitely divisible distribution, does not seem to have been addressed so far. In the literature, see for example [26] and [32], the case of the non-singular gamma distribution expanded by the singular Wishart distributions is defined through the form of the $L T$ on the cone, even though the considered distributions are not infinitely divisible. Thus correctness of such a definition is not obvious. In general, the fact that the $L T$ with the argument restricted to $\mathbb{S}_{k}^{+}$defines the distribution of a positive-definite random matrix should be probably argued through the analytic extension of such a function, see [18] for a discussion of the LT and its inverse with the argument being a matrix with complex entries. Nevertheless, we could not find any explicit references regarding this fact and thus we prefer to utilize the properties of the Fourier transform (characteristic function), which avoids this issue. We note that [40] is sometimes quoted as a source of the theory on the Laplace transform on cones, see, for example, [35]. However, the book actually uses the ChFs to deliver the result on the canonical Lévy-Kchintchine representation of the infinitely divisible distribution on a cone in a Euclidian space. Consequently, it is not easy, at least for us, to find proper reference to the mathematical theory of the Laplace transform for distributions on a cone. Due to all this, we share the sentiment of William Feller who
said 'Within probability theory the use of multidimensional (Laplace) transforms is comparatively restricted', see XIII. 8 [12].

There are other aspects that make the ChF of the matrix valued argument a more convenient tool than the LT restricted to $\mathbb{S}_{k}^{+}$. While for non-negative random vectors on $\mathbb{R}^{k}$ the LT restricted to the cone of vectors with non-negative entries does define the distribution uniquely (see, e.g., [28]), this may not be so for arbitrary distributions on $\mathbb{R}^{k}$. Additionally, when we move to the cone of $k \times k$ positive definite matrices, there is a difficulty with obtaining the distributions of sub-blocks when working with the LT limited in the domain to the cone of positive definite matrices. For example, consider the following general structure of a positive definite random matrix with independent variables $\Gamma$, standard normal $Z$, and $\tilde{\Gamma}$ that is also considered in this paper,

$$
\mathbf{X}=\left(\begin{array}{cc}
\Gamma & \sqrt{\Gamma} Z \\
\sqrt{\Gamma} Z & Z^{2}+\tilde{\Gamma}
\end{array}\right),
$$

with the two cases of $\Gamma$ : (1) standard exponential and (2) the reciprocal of squared standard normal. Then, the Laplace transform $\Psi_{\mathbf{X}}(\mathbf{T})$ is well defined for $\mathbf{T} \in$ $\mathbb{S}_{2}^{+}$. The off-diagonal term $Y=\sqrt{\Gamma} Z$ has Cauchy distribution in case (2) and the standard Laplace distribution in case (1). However, in the Cauchy case, this term does not have a well defined LT while in the Laplace case, the LT is not properly defined when the argument is outside of $(-1,1)$. Obtaining the LT of these offdiagonal distributions directly from $\Psi_{\mathbf{X}}(\mathbf{T}), \mathbf{T}=\left(t_{i j}\right) \in \mathbb{S}_{2}^{+}$, is not possible. Indeed, one cannot simply take $t_{11}=t_{22}=0$ and then check the resulting LT, because such $\mathbf{T}$ is not positive definite. Thus, the relation between the LT of the full matrix and its blocks becomes complicated. This highlights technical difficulties of using the LT on the cone. On the other hand, using it beyond the cone is problematic as well, as it may be difficult to accurately define the domain. All this make the ChF on the domain of all symmetric matrices a more 'worry-free' technical tool, which we shall utilize in this paper. However, to keep up with the tradition, we also formulate some of the results using the LT, in which case we also provide the regions of symmetric matrix argument where the formulas hold, going beyond the cone, in a similar way as it has been presented in the text following (2.2).

Remark 3. Let us note that if $n$ is a positive integer and $n \geq k$, then the $\mathcal{M G}_{k}(\alpha, \mathbf{A})$ distribution with $\alpha=n / 2$ and $\mathbf{A}=2 \boldsymbol{\Sigma}$ coincides with the Wishart distribution with $n$ degrees of freedom, see, e.g., [15, Chapter 3]. This is the distribution of $\mathbf{X} \mathbf{X}^{\top}$, where $\mathbf{X}$ is a $k \times n$ random matrix whose columns are independent and identically distributed (IID) mean-zero multivariate normal vectors with covariance matrix $\boldsymbol{\Sigma}$.

Remark 4. When $k=1$, where we have $\alpha>(k-1) / 2=0$ and $\mathbf{A}=a>0$, the $M G \mathcal{M G}_{k}(\alpha, \mathbf{A})$ distribution reduces to a familiar univariate gamma distribution with shape parameter $\alpha$ and scale parameter $\beta=1 / a$, denoted by $\mathcal{G}(\alpha, \beta)$ and given by the PDF

$$
\begin{equation*}
f(x)=\frac{\beta^{\alpha}}{\Gamma(\alpha)} x^{\alpha-1} e^{-\beta x}, \quad x \in \mathbb{R}_{+} \tag{2.5}
\end{equation*}
$$

In the standard $M G$ case with $k=1$, we get what we call standard gamma distribution with shape $\alpha$ (and scale 1 ).

Remark 5. It should be noted that if the argument $\mathbf{T}$ of the LT in (2.2) is a diagonal matrix whose diagonal entries form a vector $\mathbf{t} \in \mathbb{R}_{+}^{k}$, the function in (2.2) (as a function of the vector-argument $\mathbf{t}$ ) becomes the LT of a random vector in $\mathbb{R}_{+}^{k}$ consisting of the main diagonal elements of $\mathbf{X} \sim \mathcal{M} \mathcal{G}_{k}(\alpha, \mathbf{A})$. This provides a link between $M G$ distributions on $\mathbb{S}_{k}^{+}$, given by the LT (2.2) of a matrix-argument $\mathbf{T}$, and multivariate gamma distributions on $\mathbb{R}_{+}^{k}$, defined by the LT (2.2) of vector-argument $\mathbf{t}$, which is the main diagonal of the diagonal matrix $\mathbf{T}$. There is a substantial literature on multivariate gamma distributions with such a structure (see, e.g., [14]; [10]; [29]; [43]; and references therein), most recently in connection with the so called permanental process, where these distributions provide their multivariate marginal distributions (see, e.g., [10]). These processes are generalizations of the squared and centered Gaussian process, which arise in this setting when $\alpha=1 / 2$. This is related to the fact that if $\alpha=1 / 2$, the function in (2.2) with diagonal $\mathbf{T}$ is the $L T$ of the random vector $\left(Y_{1}^{2} / 2, \ldots, Y_{k}^{2} / 2\right)^{\top}$ where $\left(Y_{1}, \ldots, Y_{k}\right)^{\top}$ has a (centered) multivariate normal distribution with the covariance matrix $\mathbf{A}$.

The MG distributions have a desirable scaling invariance property, formulated below.

Proposition 2.1. Let $\mathbf{A} \in \mathbb{S}_{k}^{+}$and let $\mathbf{L}$ be an arbitrary $q \times k$ matrix of constants such that $\operatorname{rank}(\mathbf{L})=q \leq k$. Then $\mathbf{L X L}{ }^{\top} \sim \mathcal{M} \mathcal{G}_{q}\left(\alpha, \mathbf{L} \mathbf{A L}{ }^{\top}\right)$ whenever $\mathbf{X} \sim \mathcal{M G}_{k}(\alpha, \mathbf{A}), \alpha>(k-1) / 2$.

For the proof of this or other results of this work, see the Appendix.
From the above result we have the following permutation invariance of the matrix gamma distributions. Let $\pi$ be a permutation of $\{1, \ldots, k\}$ that is also identified with its permutation matrix $\left(\delta_{i \pi(j)}\right)_{i, j=1}^{k}$, where $\delta_{k j}=1$, if $k=j$ and zero otherwise. Thus, we have $\pi^{\top}=\pi^{-1}$ and $\pi \mathbf{X} \pi^{\top}=\left(X_{\pi^{-1}(i), \pi^{-1}(j)}\right)_{i, j=1}^{k}$

Corollary 2.2. If $\mathbf{X} \sim \mathcal{M G}_{k}(\alpha, \mathbf{A})$ where $\alpha>(k-1) / 2$, then, for a permutation matrix $\pi$, $\pi \mathbf{X} \pi^{\top} \sim \mathcal{M} \mathcal{G}_{k}\left(\alpha, \pi \mathbf{A} \pi^{\top}\right)$. In particular, in the standard case $\mathbf{X} \sim$ $\mathcal{M} \mathcal{G}_{k}(\alpha)$ with $\alpha>(k-1) / 2$, we have $\mathbf{X} \stackrel{d}{=} \pi \mathbf{X} \pi^{\top}$.

Remark 6. It should be noted that the family is closed under the above 'sandwiched' scaling but not under the one-sided scaling. Indeed, as shown in Proposition 2.8 below, we have the following stochastic representation of $\mathbf{X} \sim \mathcal{M G}_{2}(\alpha)$ :

$$
\mathbf{X} \stackrel{d}{=}\left(\begin{array}{cc}
\Gamma & (\Gamma / 2)^{1 / 2} Z  \tag{2.6}\\
(\Gamma / 2)^{1 / 2} Z & Z^{2} / 2+\tilde{\Gamma}
\end{array}\right)
$$

where the variables $\Gamma$ and $\tilde{\Gamma}$ have standard gamma distributions with shape parameters $\alpha>1 / 2$ and $\alpha-1 / 2$, respectively, while the $Z$ has standard normal distribution, with all three variables mutually independent. For a positive definite matrix

$$
\mathbf{A}=\left(\begin{array}{ll}
1 & 1 \\
1 & 2
\end{array}\right)
$$

we obtain

$$
\mathbf{A X} \stackrel{d}{=}\binom{\Gamma+(\Gamma / 2)^{1 / 2} Z(\Gamma / 2)^{1 / 2} Z+Z^{2} / 2+\tilde{\Gamma}}{\Gamma+2(\Gamma / 2)^{1 / 2} Z(\Gamma / 2)^{1 / 2} Z+Z^{2}+2 \tilde{\Gamma}}
$$

which clearly does not have $M G$ distribution (is not even positive definite).

In the next result, we recall the distributional structure of the blocks of the random matrix $\mathbf{X} \sim \mathcal{M G}_{k}(\alpha, \mathbf{A})$. To formulate the result, we use the standard notation for matrix-variate normal distribution, see [15]. Namely, we write $\mathbf{X} \sim$ $\mathcal{M} \mathcal{N}_{p, r}(\mathbf{M}, \boldsymbol{\Sigma} \otimes \mathbf{\Psi})$ if the elements of the random matrix $\mathbf{X}$ are jointly normally distributed, the $p \times r$ matrix $\mathbf{M}$ is the matrix of the expectations of the entries, and $\boldsymbol{\Sigma} \otimes \boldsymbol{\Psi}=\operatorname{cov}\left(\operatorname{vec}\left(\mathbf{X}^{\top}\right)\right)$, where $\boldsymbol{\Sigma}$ and $\boldsymbol{\Psi}$ are $p \times p$ and $r \times r$ non-negative definite matrices. Such a random matrix can be conveniently represented as $\mathbf{X} \stackrel{d}{=}$ $\mathbf{M}+\boldsymbol{\Sigma}^{1 / 2} \mathbf{Z} \mathbf{\Psi}^{1 / 2}$, where $\mathbf{Z}$ is a $p \times r$ random matrix with IID standard normal entries. Further, we also say that a $r \times r$ positive definite matrix $\mathbf{X}$ follows a matrix-variate generalized inverse Gaussian (MGIG) distribution, denoted by $\mathbf{X} \sim$ $\mathcal{M G I} \mathcal{G}_{r}(\lambda, \boldsymbol{\Phi}, \boldsymbol{\Psi})$, if its PDF is given by

$$
f(\mathbf{X})=\frac{2^{r \lambda}|\boldsymbol{\Phi}|^{-\lambda}}{B_{\lambda}\left(\frac{1}{4} \boldsymbol{\Psi} \boldsymbol{\Phi}\right)}|\mathbf{X}|^{\lambda-(r+1) / 2} \operatorname{etr}\left\{-\frac{1}{2}\left(\mathbf{\Phi} \mathbf{X}^{-1}+\mathbf{\Psi} \mathbf{X}\right)\right\}
$$

where $\boldsymbol{\Phi}$ and $\boldsymbol{\Psi}$ are symmetric non-negative definite matrices, $\lambda \in \mathbb{R}$, and $B_{\lambda}(\cdot)$ is the Type-2 Bessel function of Herz of matrix argument, see [18].

We note several basic distributional properties of the MGIG distributions that are relevant for this paper (for a more complete account see, for example, [7] and [26]). First, it is clear that $\mathcal{M} \mathcal{G} \mathcal{I}_{r}(\lambda, \mathbf{0}, \boldsymbol{\Psi})$ coincides with $\mathcal{M G}_{r}\left(\lambda, 2 \boldsymbol{\Psi}^{-1}\right)$. Moreover, for $\mathbf{X} \sim \mathcal{M} \mathcal{G} \mathcal{I} \mathcal{G}_{r}(\lambda, \boldsymbol{\Phi}, \boldsymbol{\Psi})$ we have

$$
\begin{align*}
\mathbf{X}^{-1} & \sim \mathcal{M G I} \mathcal{I}_{r}(-\lambda, \boldsymbol{\Psi}, \boldsymbol{\Phi})  \tag{2.7}\\
\mathbf{A X A}^{\top} & \sim \mathcal{M G \mathcal { I } \mathcal { G } _ { r } ( \lambda , \mathbf { A } \boldsymbol { \Phi } \mathbf { A } ^ { \top } , \mathbf { A } ^ { \top - 1 } \mathbf { \Psi } \mathbf { A } ^ { - 1 } )} \tag{2.8}
\end{align*}
$$

where $\mathbf{A}$ is an invertible $r \times r$ scalar matrix (see, e.g., [3], [37]).
In what follows, for a block matrix

$$
\mathbf{A}=\left(\begin{array}{ll}
\mathbf{A}_{11} & \mathbf{A}_{12} \\
\mathbf{A}_{21} & \mathbf{A}_{22}
\end{array}\right)
$$

with $\mathbf{A}_{11}\left(\mathbf{A}_{22}\right)$ invertible, the Schur complement of $\mathbf{A}_{11}\left(\mathbf{A}_{22}\right)$ is denoted by $\mathbf{A}_{22 \cdot 1}$ $\left(\mathbf{A}_{11 \cdot 2}\right)$, i.e. $\mathbf{A}_{22 \cdot 1}=\mathbf{A}_{22}-\mathbf{A}_{21} \mathbf{A}_{11}^{-1} \mathbf{A}_{12}\left(\mathbf{A}_{11 \cdot 2}=\mathbf{A}_{11}-\mathbf{A}_{12} \mathbf{A}_{22}^{-1} \mathbf{A}_{21}\right)$.
Proposition 2.3. Consider the partition of $\mathbf{X} \sim \mathcal{M G}_{k}(\alpha, \mathbf{A})$ and its dispersion matrix $\mathbf{A} \in \mathbb{S}_{k}^{+}$, where $\alpha>(k-1) / 2$, into the blocks

$$
\mathbf{X}=\left(\begin{array}{ll}
\mathbf{X}_{11} & \mathbf{X}_{12}  \tag{2.9}\\
\mathbf{X}_{12}^{\top} & \mathbf{X}_{22}
\end{array}\right) \quad \text { and } \quad \mathbf{A}=\left(\begin{array}{ll}
\mathbf{A}_{11} & \mathbf{A}_{12} \\
\mathbf{A}_{21} & \mathbf{A}_{22}
\end{array}\right)
$$

with $\operatorname{dim}\left(\mathbf{X}_{11}\right)=\operatorname{dim}\left(\mathbf{A}_{11}\right)=r \times r, r=1, \ldots, k-1$. Then it holds that
(i) $\mathbf{X}_{11} \sim \mathcal{M} \mathcal{G}_{r}\left(\alpha, \mathbf{A}_{11}\right)$,
(ii) $\mathbf{X}_{22} \sim \mathcal{M} \mathcal{G}_{k-r}\left(\alpha, \mathbf{A}_{22}\right)$,
(iii) $\mathbf{X}_{12}^{\top} \left\lvert\, \mathbf{X}_{11} \sim \mathcal{M} \mathcal{N}_{k-r, r}\left(\mathbf{A}_{21} \mathbf{A}_{11}^{-1} \mathbf{X}_{11}, \frac{1}{2} \mathbf{A}_{22 \cdot 1} \otimes \mathbf{X}_{11}\right)\right.$,
(iv) $\mathbf{X}_{22 \cdot 1} \sim \mathcal{M} \mathcal{G}_{k-r}\left(\alpha-\frac{r}{2}, \mathbf{A}_{22 \cdot 1}\right)$,
(v) $\mathbf{X}_{11} \left\lvert\, \mathbf{X}_{12} \sim \mathcal{M G \mathcal { I }} \mathcal{G}_{r}\left(\alpha-\frac{k-r}{2}, 2 \mathbf{X}_{12} \mathbf{A}_{22 \cdot 1}^{-1} \mathbf{X}_{21}, 2 \mathbf{A}_{11 \cdot 2}^{-1}\right)\right.$.
(vi) $\mathbf{X}_{12} \left\lvert\, \mathbf{X}_{22} \sim \mathcal{M} \mathcal{N}_{r, k-r}\left(\mathbf{A}_{12} \mathbf{A}_{22}^{-1} \mathbf{X}_{22}, \frac{1}{2} \mathbf{A}_{11 \cdot 2} \otimes \mathbf{X}_{22}\right)\right.$,

Moreover, $\left(\mathbf{X}_{11} \mathbf{X}_{12}\right)$ is independent of $\mathbf{X}_{22 \cdot 1}$.
Remark 7. The above result is partially formulated in [16, p. 4] without explicitly stating (ii), while part (v) is formulated in [7, Theorem 1]. However, since the proof of Theorem 3.3.9 in [15] and the proof of Theorem 1 in [7], which shows the complete result for the Wishart case, applies without change to the $M G$ case (see
also [30] for a more rigorous proof) the proof of Proposition 2.3 shall be omitted. We only point out that (vi) follows from (iii) in view of the permutation invariance given in Corollary 2.2 and applied to the permutation that swaps the blocks in $\mathbf{X}$ (and thus those in $\mathbf{A}$ as well).

There are several distributional relations that follow directly from the above result, connected to the so-called Matsumoto-Yor property, see [7], [26], and [37], which discusses how this property relates to the above structural form of the MG distributions. Here, we limit ourselves to the following general relations between MGIG and MG distributions, which follow from Proposition 2.3 and the relations (2.7) - (2.8) by arguments that are summarized in the Appendix.

Corollary 2.4. For positive integers $u$, $v$, let $\mathbf{A} \in \mathbb{S}_{u}^{+}, \mathbf{B} \in \mathbb{S}_{v}^{+}, \mathbf{C}$ be a $u \times v$ matrix, $\alpha>(u+v-1) / 2$, and

$$
\begin{aligned}
\mathbf{X} & \sim \mathcal{M G I}_{\mathcal{I}}\left(\frac{v}{2}-\alpha, 2 \mathbf{A}, 2 \mathbf{C B C}^{\top}\right) \\
\mathbf{Y} & \sim \mathcal{M G I}^{\top} \mathcal{G}_{v}\left(\alpha-\frac{u}{2}, 2 \mathbf{C}^{\top} \mathbf{A C}, 2 \mathbf{B}\right) \\
\mathbf{Z} & \sim \mathcal{M G}_{v}\left(\alpha-\frac{u}{2}, \mathbf{B}^{-1}\right)
\end{aligned}
$$

where $\mathbf{X}, \mathbf{Y}$, and $\mathbf{Z}$ are mutually independent. Then, we have

$$
\mathbf{Y} \stackrel{d}{=} \mathbf{C}^{\top} \mathbf{X} \mathbf{C}+\mathbf{Z}
$$

There are some specifications of the above result that deserve to be stated explicitly.

Remark 8. If $u=v$ and $\mathbf{C}$ is invertible, then we have

$$
\mathbf{Y} \stackrel{d}{=} \mathbf{X}+\mathbf{Z}
$$

where $\mathbf{Y} \sim \mathcal{M G I G}_{u}\left(\alpha-\frac{u}{2}, 2 \mathbf{C}^{\top} \mathbf{A C}, 2 \mathbf{B}\right), \mathbf{X} \sim \mathcal{M G I}^{u}\left(\frac{u}{2}-\alpha, 2 \mathbf{C}^{\top} \mathbf{A C}, 2 \mathbf{B}\right)$, and $\mathbf{Z} \sim \mathcal{M G}_{u}\left(\alpha-\frac{u}{2}, \mathbf{B}^{-1}\right)$. In addition, if $\mathbf{C}=\mathbf{I}$ and $\mathbf{A}=\mathbf{B}$, then

$$
\mathbf{Y} \stackrel{d}{=} \mathbf{Y}^{-1}+\mathbf{Z},
$$

where $\mathbf{Y} \sim \mathcal{M G I} \mathcal{G}_{u}\left(\alpha-\frac{u}{2}, 2 \mathbf{A}, 2 \mathbf{A}\right)$ and $\mathbf{Z} \sim \mathcal{M} \mathcal{G}_{u}\left(\alpha-\frac{u}{2}, \mathbf{A}^{-1}\right)$.
Corollary 2.5. In the notation of Proposition 2.3, let $\mathbf{X} \sim \mathcal{M} \mathcal{G}_{k}(\alpha, \mathbf{A})$ and define

$$
\tilde{\mathbf{X}}=\left(\begin{array}{ll}
\mathbf{X}_{11} & \mathbf{X}_{12}  \tag{2.10}\\
\mathbf{X}_{12}^{\top} & \mathbf{X}_{22 \cdot 1}
\end{array}\right)
$$

Then the LT of $\tilde{\mathbf{X}}$ is given by

$$
\psi_{\tilde{\mathbf{X}}}(\mathbf{T})=\left|\mathbf{I}_{k}+\mathbf{A T}\right|^{-\alpha}\left|\mathbf{I}_{k-r}+\mathbf{A}_{22 \cdot 1} \mathbf{T}_{22}\right|^{\alpha-r / 2}
$$

Remark 9. If $\mathbf{X} \sim \mathcal{M} \mathcal{G}_{k}\left(\frac{n}{2}, 2 \boldsymbol{\Sigma}\right)$ with $\boldsymbol{\Sigma}>0$, then $\mathbf{X}$ has a $k$-variate Wishart distribution with $n$ degrees of freedom and covariance parameter $\boldsymbol{\Sigma}$, denoted by $\mathbf{X} \sim \mathcal{W}_{k}(n, \boldsymbol{\Sigma})$. We note that while the formal definition of $M G$ distribution requires that $n \geq k$, it is well-known that for Wishart distributions this requirement is not necessary, and for $n<k$ we obtain singular Wishart distributions. This singular case is discussed further in Subsection 2.3.

The MG distribution has several interesting stochastic representations. We present them below for the standard MG case, with proofs in the Appendix. Extensions to the general case are straightforward via the scaling property stated in Proposition 2.1.

Let $Z_{\alpha}=\delta \Gamma_{\alpha}^{1 / 2}$, where $\delta$ is a (symmetric) Rademacher variable ( $\pm 1$ with equal probabilities), independent of the standard gamma variable $\Gamma_{\alpha}$ with shape parameter $\alpha$. We refer to this variable and its distribution as generalized symmetric Rayleigh, since in the case $\alpha=1$ it is the classical (symmetrized) Rayleigh distribution. We also note that the special case $\alpha=1 / 2$ corresponds to normal distribution with mean zero and variance $1 / 2$. For $\alpha>1 / 2$, consider a random, triangular $2 \times 2$ matrix

$$
\mathbf{Z}_{2, \alpha}=\left(\begin{array}{cc}
Z_{\alpha} & 0  \tag{2.11}\\
Z_{1 / 2} & Z_{\alpha-1 / 2}
\end{array}\right)
$$

with independent entries. The variable $\mathbf{Z}_{2, \alpha}$ and its distribution will be referred to as generalized matrix Rayleigh of dimension 2. Note that $\mathbf{Z}_{2, \alpha} \mathbf{Z}_{2, \alpha}^{\top}$ has standard MG distribution. We can generalize this to an arbitrary dimension $k$, by defining a generalized (triangular) matrix-variate Rayleigh (MR) distribution with parameter $\alpha>(k-1) / 2$ through the recurrence relation

$$
\mathbf{Z}_{k, \alpha} \stackrel{d}{=}\left(\begin{array}{cc}
\mathbf{Z}_{r, \alpha} & \mathbf{0}  \tag{2.12}\\
\mathbf{Z}_{0} / \sqrt{2} & \mathbf{Z}_{k-r, \alpha-r / 2}
\end{array}\right)
$$

where $r<k$ and $\mathbf{Z}_{0}$ has a standard $(k-r) \times r$ matrix-variate normal distribution, $\mathbf{Z}_{0} \sim \mathcal{M} \mathcal{N}_{k-r, r}\left(\mathbf{0}, \mathbf{I}_{k-r} \otimes \mathbf{I}_{r}\right)$. In this recurrence, we assume the independence of the blocks of the matrix on the right-hand-side of the relation. We shall write $\mathbf{Z} \sim \mathcal{M R}_{k}(\alpha)$ for such a random matrix, where $\alpha>(k-1) / 2$. In the special case with $k=1$ we set $\mathbf{Z}_{1, \alpha} \stackrel{d}{=} Z_{\alpha}$, where we have $\alpha>0$.

The decomposition of a gamma distributed random matrix into the product of a triangular Rayleigh matrix and its transpose is well known, see [44] and Proposition 2.8 below. Before we turn to this result, we point out an interesting generalization of the discussed construction in the result below, with the proof in the Appendix.

Proposition 2.6. For $\alpha, \beta>0$, consider the following generalization of (2.11)

$$
\mathbf{Z}=\left(\begin{array}{cc}
Z_{\alpha+\beta} & 0  \tag{2.13}\\
Z_{\alpha} & Z_{\beta}
\end{array}\right)
$$

where the entries are independent variables distributed as generalized symmetric Rayleigh with the corresponding parameters. Then the following holds:

$$
\mathbf{Z Z}^{\top}=\left(\begin{array}{cc}
Z_{\alpha+\beta}^{2} & Z_{\alpha+\beta} Z_{\alpha} \\
Z_{\alpha+\beta} Z_{\alpha} & Z_{\alpha}^{2}+Z_{\beta}^{2}
\end{array}\right) \stackrel{d}{=}\left(\begin{array}{cc}
Z_{\alpha}^{2}+Z_{\beta}^{2} Z_{\alpha+\beta} Z_{\alpha} \\
Z_{\alpha+\beta} Z_{\alpha} & Z_{\alpha+\beta}^{2}
\end{array}\right)
$$

Corollary 2.7. Let $\alpha<1 / 2$ and

$$
\mathbf{Z}=\left(\begin{array}{cc}
Z_{1 / 2} & 0  \tag{2.14}\\
Z_{\alpha} & Z_{1 / 2-\alpha}
\end{array}\right)
$$

Then

$$
\mathbf{Z Z}^{\top}=\left(\begin{array}{cc}
Z_{1 / 2}^{2} & Z_{1 / 2} Z_{\alpha} \\
Z_{1 / 2} Z_{\alpha} Z_{\alpha}^{2}+Z_{1 / 2-\alpha}^{2}
\end{array}\right) \stackrel{d}{=}\left(\begin{array}{cc}
Z_{\alpha}^{2}+Z_{1 / 2-\alpha}^{2} Z_{1 / 2} Z_{\alpha} \\
Z_{1 / 2} Z_{\alpha} & Z_{1 / 2}^{2}
\end{array}\right)
$$

The above results suggest a possibility of defining a $2 \times 2 \mathrm{MG}$ distribution for any $\alpha>0$. Our work is aiming at such an extension, which is related to the result in Corollary 2.7 and presented throughout the paper. For now, we provide the following representations, valid for an arbitrary dimension $k$ and standard MG case with $\alpha \geq k / 2$, which easily follow from Proposition 2.3 .

Proposition 2.8. Let $\boldsymbol{\Gamma} \sim \mathcal{M G}_{k}(\alpha)$ where $\alpha \geq \frac{k}{2}$. Further, for $r<k$, let $\boldsymbol{\Gamma}_{0} \sim$ $\mathcal{M} \mathcal{G}_{r}(\alpha), \boldsymbol{\Gamma}_{1} \sim \mathcal{M G}_{k-r}\left(\alpha-\frac{k-r}{2}\right)$, and $\mathbf{Z}_{0} \sim \mathcal{M} \mathcal{N}_{k-r, r}\left(\mathbf{0}, \mathbf{I}_{k-r} \otimes \mathbf{I}_{r}\right)$, all being mutually independent. Finally, set

$$
\mathbf{W}=\binom{\boldsymbol{\Gamma}_{0}^{1 / 2}}{\mathbf{Z}_{0} / \sqrt{2}}, \mathbf{V}=\binom{\mathbf{0}}{\boldsymbol{\Gamma}_{1}^{1 / 2}}
$$

Then, we have

$$
\begin{align*}
& \boldsymbol{\Gamma} \stackrel{d}{=} \mathbf{W} \mathbf{W}^{\top}+\mathbf{V} \mathbf{V}^{\top} \\
& =\binom{\boldsymbol{\Gamma}_{0}}{\frac{1}{\sqrt{2}} \mathbf{Z}_{0} \boldsymbol{\Gamma}_{0}^{1 / 2}} \boldsymbol{\Gamma}_{0}^{-1}\left(\boldsymbol{\Gamma}_{0} \frac{1}{\sqrt{2}} \boldsymbol{\Gamma}_{0}^{1 / 2} \mathbf{Z}_{0}^{\top}\right)+\binom{\mathbf{0}}{\boldsymbol{\Gamma}_{1}^{1 / 2}}\left(\mathbf{0} \boldsymbol{\Gamma}_{1}^{1 / 2}\right)  \tag{2.15}\\
& =\left(\begin{array}{cc}
\boldsymbol{\Gamma}_{0} & \frac{1}{\sqrt{2}} \boldsymbol{\Gamma}_{0}^{1 / 2} \mathbf{Z}_{0}^{\top} \\
\frac{1}{\sqrt{2}} \mathbf{Z}_{0} \boldsymbol{\Gamma}_{0}^{1 / 2} & \frac{1}{2} \mathbf{Z}_{0} \mathbf{Z}_{0}^{\top}
\end{array}\right)+\left(\begin{array}{cc}
\mathbf{0} & \mathbf{0} \\
\mathbf{0} & \boldsymbol{\Gamma}_{1}
\end{array}\right) .
\end{align*}
$$

In addition, the following triangular representations hold:

$$
\begin{equation*}
\boldsymbol{\Gamma} \stackrel{d}{=} \mathbf{U U}^{\top} \stackrel{d}{=} \mathbf{Z} \mathbf{Z}^{\top} \tag{2.16}
\end{equation*}
$$

where $\mathbf{Z} \sim \mathcal{M} \mathcal{R}_{k}(\alpha)$ and

$$
\mathbf{U}=\left(\begin{array}{ll}
\boldsymbol{\Gamma}_{0}^{1 / 2} & \mathbf{0} \\
\frac{1}{\sqrt{2}} \mathbf{Z}_{0} & \boldsymbol{\Gamma}_{1}^{1 / 2}
\end{array}\right)
$$

Remark 10. Due to the explicit nature of the representations and the independence of the entries of $\mathbf{Z}$ and $\mathbf{U}$ in (2.16), one can conveniently use these relations to simulate random $M G$ variates. Of the two representations, the triangular one involving $\mathbf{Z}$ is perhaps most suitable for this purpose as it does not involve any roots of random matrices. However, both representations require simulation of gamma and normal variables. See also Remark 18 in Subsection 3.1 for explicit representations that include the singular MG case as well.

A simple consequence of the above stochastic representations is the result below concerning the expectation and the covariance of a non-singular MG distribution. The presented results can be deduces from the mathematically elegant results in [24]. The explicit results for the Wishart case, where the matrix normal moments have been utilized, are available in the literature, see, for example, [19]. Nevertheless, we present an independent derivation, which is useful for analogous results for the singular MG case. Let us note that the existing results in this direction may not be easily accessible by practitioners (see, e.g., [36], where the three dimensional case is presented as a new result, and also [25], where more general results have been obtained but, to the best of our knowledge, were not published as a journal article).

To formulate the results, we need the notion of the $k^{2} \times k^{2}$ commutation matrix $\mathbf{K}_{k}$, consisting of $k^{2}$ of $k \times k$-blocks $\mathbf{S}_{i j}$ defined through their entries,

$$
S_{i j ; r s}= \begin{cases}1 ; & i=s, j=r  \tag{2.17}\\ 0 ; & \text { otherwise }\end{cases}
$$

Proposition 2.9. Let $\mathbf{X}$ be a $k \times k$ random matrix, such that $\mathbf{X}=\mathbf{X}^{\top}$, the entries on and above the diagonal are uncorrelated, and their variances are given by the matrix $\boldsymbol{\Sigma}=\left(\sigma_{i j}^{2}\right)_{i, j=1}^{k}$. Then, the covariance matrix of $\mathbf{X}$ (defined as the covariance of vec $\mathbf{X}$, where vec is the vectorization operator on matrices) is given by

$$
\begin{aligned}
\mathbf{C}_{\mathbf{X}} & =\operatorname{diag}(\operatorname{vec} \boldsymbol{\Sigma})+\left(\begin{array}{ccccc}
\mathbf{0} & \sigma_{12}^{2} \mathbf{S}_{12} & \sigma_{13}^{2} \mathbf{S}_{13} & \ldots & \sigma_{1 k}^{2} \mathbf{S}_{1 k} \\
\sigma_{21}^{2} \mathbf{S}_{21} & \mathbf{0} & \sigma_{23}^{2} \mathbf{S}_{23} & \ldots & \sigma_{2 k}^{2} \mathbf{S}_{2 k} \\
\sigma_{31}^{2} \mathbf{S}_{31} & \sigma_{32}^{2} \mathbf{S}_{32} & \mathbf{0} & \ldots & \sigma_{3 k}^{2} \mathbf{S}_{3 k} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\sigma_{k 1}^{2} \mathbf{S}_{k 1} & \sigma_{k 2}^{2} \mathbf{S}_{k 2} & \sigma_{k 3}^{2} \mathbf{S}_{k 3} \ldots & \mathbf{0}
\end{array}\right) \\
& =\operatorname{diag}(\operatorname{vec}(\boldsymbol{\Sigma}-\operatorname{diag} \boldsymbol{\Sigma}))+\left(\boldsymbol{\Sigma} \otimes \mathbf{1}_{k}\right) \circ \mathbf{K}_{k}
\end{aligned}
$$

Here, $\mathbf{1}_{k}$ is $k \times k$ matrix of 1 's, o is the Hadamar product of matrices, and $\operatorname{diag}(\mathbf{V})$ is a diagonal matrix with the entries of $\mathbf{V}$ on the diagonal in the case when $\mathbf{V}$ is a vector, and the diagonal of $\mathbf{V}$ if the latter is a square matrix.

A straightforward proof of the result is given in the Appendix.
We note that the assumptions about non-correlated entries of the above result are satisfied by $\boldsymbol{\Gamma} \sim \mathcal{M} G_{k}(\alpha)$, which follows, for example, from (2.15). Moreover, we note that $\operatorname{Var}\left(\Gamma_{i i}\right)=\alpha$ and $\operatorname{Var}\left(\Gamma_{i j}\right)=\operatorname{Var}(\sqrt{\Gamma / 2} Z)=\alpha / 2$. This yields the $\operatorname{matrix} \boldsymbol{\Sigma}_{\alpha}=\alpha\left(1 / 2^{1-\delta_{i j}}\right)_{i, j=1}^{k}$ of variances of $\boldsymbol{\Gamma}$, leading to the following result.

Corollary 2.10. Let $\boldsymbol{\Gamma} \sim \mathcal{M} G_{k}(\alpha)$. Then

$$
\begin{aligned}
\mathbb{E}(\boldsymbol{\Gamma}) & =\alpha \mathbf{I}_{k}, \\
\mathbb{C o v}(\operatorname{vec} \boldsymbol{\Gamma}) & =\frac{\alpha}{2}\left(\mathbf{I}_{k^{2}}+\mathbf{K}_{k}\right) .
\end{aligned}
$$

More generally, if $\mathbf{\Gamma} \sim \mathcal{M} G_{k}(\alpha, \mathbf{A}), \mathbf{A} \in \mathbb{S}_{k}^{+}$, then

$$
\begin{aligned}
\mathbb{E}(\boldsymbol{\Gamma}) & =\alpha \mathbf{A}, \\
\mathbb{C o v}(\operatorname{vec} \boldsymbol{\Gamma}) & =\frac{\alpha}{2}(\mathbf{A} \otimes \mathbf{A})\left(\mathbf{I}_{k^{2}}+\mathbf{K}_{k}\right) .
\end{aligned}
$$

The second part of the corollary follows from the standard properties of vectorization and Kronecker product,

$$
\begin{aligned}
\operatorname{vec}(\mathbf{A B C}) & =\left(\mathbf{C}^{\top} \otimes \mathbf{A}\right) \operatorname{vec} \mathbf{B} \\
(\mathbf{A} \otimes \mathbf{B})(\mathbf{C} \otimes \mathbf{D}) & =\mathbf{A C} \otimes \mathbf{B D}, \\
(\mathbf{A} \otimes \mathbf{B}) \mathbf{K}_{k} & =\mathbf{K}_{k}(\mathbf{B} \otimes \mathbf{A})
\end{aligned}
$$

2.2. matrix-variate Laplace distribution. In view of Proposition 2.3, one can observe that the off-diagonal blocks of dimensions $r \times l$ and $l \times r$, where $l=k-r$, belong to the matrix gamma mean-covariance Gaussian mixtures, i.e. they have
one the following two general structures:

$$
\begin{aligned}
& \mathbf{X}_{L}=\boldsymbol{\Gamma} \mathbf{M}+\boldsymbol{\Gamma}^{1 / 2} \mathbf{Z} \\
& \mathbf{X}_{R}=\mathbf{M}^{\top} \boldsymbol{\Gamma}+\mathbf{Z}^{\top} \boldsymbol{\Gamma}^{1 / 2},
\end{aligned}
$$

where $\mathbf{M}$ is an $r \times l$ non-random matrix, $\mathbf{Z} \sim \mathcal{M} \mathcal{N}_{r, l}(\mathbf{0}, \mathbf{\Psi} \otimes \boldsymbol{\Sigma})$, and $\mathbf{\Gamma} \sim \mathcal{M G}_{r}(\alpha, \mathbf{A})$. The corresponding distributions constitute a special subclass of the matrix-variate generalized hyperbolic distributions, considered in [42]. In the obvious analogy to uni- and multivariate generalized asymmetric Laplace distributions discussed in [20], we call these distributions matrix-variate generalized asymmetric Laplace (MAL). The class has four non-superfluous matrix valued parameters $\mathbf{M}, \mathbf{A}, \boldsymbol{\Sigma}, \boldsymbol{\Psi}$ (identifiable up to a numerical scaling). We note that in the off-diagonal blocks of the matrix gamma distribution we have $\boldsymbol{\Psi}=\mathbf{I}_{r}$. In the block notation of a matrix valued gamma distribution, the distributions of $\mathbf{X}_{12}$ and $\mathbf{X}_{21}$ have the matrix parameters $\boldsymbol{\Sigma}=\mathbf{A}_{22 \cdot 1} / 2, \mathbf{M}=\mathbf{A}_{11}^{-1} \mathbf{A}_{12}$, and $\mathbf{A}=\mathbf{A}_{11}$.

In the case when $\mathbf{\Psi}=\mathbf{I}_{r}$, we denote these distributions as $\mathcal{M} \mathcal{A} \mathcal{L}_{r, l}(\alpha ; \mathbf{A}, \mathbf{M}, \boldsymbol{\Sigma})$ and $\mathcal{M} \mathcal{A} \mathcal{L}_{l, r}^{\top}(\alpha ; \mathbf{A}, \mathbf{M}, \boldsymbol{\Sigma})$, respectively. It is not our intention to fully study this class, but rather report properties that follow directly from those of the MG distributions. For a dedicated study of this class we refer to [21].

In the first property, we show some distributional invariance properties between the left-hand-side and right-hand-side multiplication of the matrix normal by matrix gamma. It was first observed in [21] that in the vector case, the gamma matrix multiplication is identical to scalar gamma multiplication. Namely, it was shown that mixing a Gaussian vector with a gamma matrix is equivalent to mixing it with a gamma scale as the following distributional identity shows:

$$
\boldsymbol{\Gamma} \mathbf{m}+\boldsymbol{\Gamma}^{\frac{1}{2}} \mathbf{Z} \sigma \stackrel{d}{=} \mathbf{m} \Gamma+\boldsymbol{\Sigma}^{\frac{1}{2}} \mathbf{Z} \sqrt{\Gamma},
$$

where $\sigma>0, \mathbf{m}=\left(m_{1} \ldots m_{r}\right)^{\top}$ is a non-random column, $\mathbf{Z}$ is a standard $r \times 1$ Gaussian vector, $\Gamma \in \mathcal{M} \mathcal{G}_{1}(\alpha)$ is a standard gamma variable, $\boldsymbol{\Gamma} \in \mathcal{M} \mathcal{G}_{r}(\alpha)$, and

$$
\boldsymbol{\Sigma}=\frac{1}{2}\left\{\mathbf{m}^{\top} \mathbf{m} \mathbf{I}_{r}-\mathbf{m m}^{\top}\right\}+\sigma^{2} \mathbf{I}_{r} .
$$

As an interesting consequence of this result, we observe that while the left-hand-side is defined through a gamma matrix $\boldsymbol{\Gamma}$ that is not infinitely divisible and requires $\alpha>\frac{r-1}{2}$, the right-hand-side is defined for any $\alpha>0$ and is infinitely divisible. This observation contributes to understanding why the convolution properties do hold for the off-diagonal vector components in the matrix but not for the matrix itself. This somewhat surprising result for random vectors admits a generalization to random matrices, as presented below with proofs in the Appendix.

Proposition 2.11. The $L T$ of $\mathbf{X} \sim \mathcal{M A}_{\mathcal{A}} \mathcal{L}_{r, l}(\alpha ; \mathbf{A}, \mathbf{M}, \boldsymbol{\Sigma}), \alpha>\frac{r-1}{2}$, for each $\mathbf{T}$ such that

$$
\begin{equation*}
\mathbf{I}_{r}+\frac{\mathbf{A}^{\frac{1}{2}}\left(\mathbf{T} \mathbf{M}^{\top}+\mathbf{M} \mathbf{T}^{\top}-\mathbf{T} \boldsymbol{\Sigma} \mathbf{T}^{\top}\right) \mathbf{A}^{\frac{1}{2}}}{2} \in \mathbb{S}_{r}^{+} \tag{2.18}
\end{equation*}
$$

is given by

$$
\psi_{\mathbf{X}}(\mathbf{T})=\left|\mathbf{I}_{r}+\mathbf{A} \frac{\mathbf{T} \mathbf{M}^{\top}+\mathbf{M} \mathbf{T}^{\top}-\mathbf{T} \boldsymbol{\Sigma} \mathbf{T}^{\top}}{2}\right|^{-\alpha}
$$

The ChF of $\mathbf{X} \sim \mathcal{M A}_{\mathcal{L}_{r, l}}(\alpha ; \mathbf{A}, \mathbf{M}, \boldsymbol{\Sigma}), \alpha>\frac{r-1}{2}$, for any $r \times l$ matrix $\mathbf{T}$ is given by

$$
\phi_{\mathbf{X}}(\mathbf{T})=\left|\mathbf{I}_{r}-\mathbf{A} \frac{\iota\left(\mathbf{T} \mathbf{M}^{\top}+\mathbf{M} \mathbf{T}^{\top}\right)-\mathbf{T} \boldsymbol{\Sigma} \mathbf{T}^{\top}}{2}\right|^{-\alpha}
$$

The corresponding formulas for $\mathbf{X}^{\top} \sim \mathcal{M} \mathcal{A} \mathcal{L}_{l, r}^{\top}(\alpha ; \mathbf{A}, \mathbf{M}, \boldsymbol{\Sigma})$ are obtained by interchanging the $\mathbf{T}$ and $\mathbf{T}^{\top}$ on the right-hand-sides above.

Remark 11. Observe that the LT of the standard $\mathbf{X} \sim \mathcal{M} \mathcal{A} \mathcal{L}_{r, l}\left(\alpha ; \mathbf{I}_{r}, \mathbf{0}, \mathbf{I}_{l}\right)$, which is well defined for $\mathbf{T}$ such that

$$
\mathbf{I}_{r}-\frac{\mathbf{T T}^{\top}}{2} \in \mathbb{S}_{r}^{+}
$$

is given by

$$
\psi_{\mathbf{X}}(\mathbf{T})=\left|\mathbf{I}_{r}-\frac{\mathbf{T} \mathbf{T}^{\top}}{2}\right|^{-\alpha}
$$

while the ChF of $\mathbf{X}$, defined for an arbitrary $\mathbf{T}$, is of the form

$$
\phi_{\mathbf{X}}(\mathbf{T})=\left|\mathbf{I}_{r}+\frac{\mathbf{T T}^{\top}}{2}\right|^{-\alpha}
$$

In addition, the following stochastic representation holds:

$$
\begin{equation*}
\mathbf{X} \stackrel{d}{=} \mathbf{Z}_{r, \alpha} \mathbf{Z}_{0}^{\top} / \sqrt{2} \tag{2.19}
\end{equation*}
$$

where $\mathbf{Z}_{r, \alpha} \sim \mathcal{M} \mathcal{R}_{r}(\alpha)$ and $\mathbf{Z}_{0} \sim \mathcal{M} \mathcal{N}_{l, r}\left(\mathbf{0}, \mathbf{I}_{l} \otimes \mathbf{I}_{r}\right)$, where these matrix variables are mutually independent. This represenation is a direct consequence of (2.16).

Remark 12. The representation (2.19) can be conveniently used to simulate matrixvariate Laplace random variables, as it involves only independent normal and gamma variables, readily available in standard packages.

Proposition 2.12. Let $\boldsymbol{\Gamma} \sim \mathcal{M G}_{r}(\alpha), \boldsymbol{\Gamma}^{\prime} \sim \mathcal{M} \mathcal{G}_{l}(\alpha)$, and $\mathbf{Z} \sim \mathcal{M} \mathcal{N}_{r, l}\left(\mathbf{0}, \mathbf{I}_{r} \otimes \mathbf{I}_{l}\right)$ and $\alpha>(\min (r, l)-1) / 2$. Then for each $r \times l$ matrix $\mathbf{M}, \mathbf{A} \in \mathbb{S}_{r}^{+}$, and $\boldsymbol{\Sigma} \in \mathbb{S}_{l}^{+}$, we have

$$
\mathbf{A}^{\frac{1}{2}} \boldsymbol{\Gamma} \mathbf{A}^{\frac{1}{2}} \mathbf{M}+\left(\mathbf{A}^{\frac{1}{2}} \boldsymbol{\Gamma} \mathbf{A}^{\frac{1}{2}}\right)^{\frac{1}{2}} \mathbf{Z} \boldsymbol{\Sigma}^{\frac{1}{2}} \stackrel{d}{=} \mathbf{M}^{\prime \top} \mathbf{A}^{\prime \frac{1}{2}} \boldsymbol{\Gamma}^{\prime} \mathbf{A}^{\prime \frac{1}{2}}+\boldsymbol{\Sigma}^{\prime \frac{1}{2}} \mathbf{Z}\left(\mathbf{A}^{\prime \frac{1}{2}} \boldsymbol{\Gamma}^{\prime} \mathbf{A}^{\prime \frac{1}{2}}\right)^{\frac{1}{2}}
$$

where

$$
\mathbf{A}^{\prime}=2 \boldsymbol{\Sigma}+\mathbf{M}^{\top} \mathbf{A} \mathbf{M}, \quad \mathbf{M}^{\prime}=\mathbf{A}^{\prime-1} \mathbf{M}^{\top} \mathbf{A}, \quad \boldsymbol{\Sigma}^{\prime}=\frac{1}{2}\left\{\mathbf{A}-\mathbf{A} \mathbf{M} \mathbf{A}^{\prime-1} \mathbf{M}^{\top} \mathbf{A}\right\}
$$

By combining the above results, we obtain an algebraic identity for the determinants that can be of use when $r \gg l$. The result below is a generalization of Theorem 18.1.1 of [17] and Lemma 5.1 of [21].

Corollary 2.13. If $\mathbf{T}$ is an $r \times l$ matrix with complex entries then for $\boldsymbol{\Sigma} \in \mathbb{S}_{l}^{+}$and an $r \times l$ real matrix $\mathbf{M}$, we have
$\left|\mathbf{A}^{\prime}\right|\left|\mathbf{I}_{r}+\frac{\mathbf{M} \mathbf{T}^{\top}+\mathbf{T} \mathbf{M}^{\top}-\mathbf{T} \boldsymbol{\Sigma} \mathbf{T}^{\top}}{2}\right|=\left|\mathbf{A}^{\prime}+\frac{\mathbf{A}^{\prime} \mathbf{T}^{\top} \mathbf{M}+\mathbf{M}^{\top} \mathbf{T} \mathbf{A}^{\prime}-\mathbf{A}^{\prime} \mathbf{T}^{\top} \boldsymbol{\Sigma}^{\prime} \mathbf{T} \mathbf{A}^{\prime}}{2}\right|$,
where

$$
\begin{aligned}
\mathbf{A}^{\prime} & =\mathbf{M}^{\top} \mathbf{M}+2 \boldsymbol{\Sigma} \\
\boldsymbol{\Sigma}^{\prime} & =\frac{1}{2}\left(\mathbf{I}_{r}-\mathbf{M} \mathbf{A}^{\prime-1} \mathbf{M}^{\top}\right) .
\end{aligned}
$$

The only part that needs a justification is the equality holding beyond $\mathbf{T}$ satisfying the conditions of Proposition 2.11. However, as functions of T, both sides are multivariate polynomials that coincide on an open set. Therefore, they have to coincide across the entire domain of complex matrices $\mathbf{T}$, since the coefficients of the two polynomials must be the same on both sides.

For square Laplace matrices, we have the following generalization of the wellknown representation of a Laplace distributed random variable as the difference of two independent gamma variables (see, e.g., [20]).
Proposition 2.14. In the standard square case where $\mathbf{X} \sim \mathcal{M} \mathcal{A L}_{r, r}\left(\alpha ; \mathbf{0}, \mathbf{I}_{r}\right)$ we have the stochastic representation

$$
\mathbf{X}+\mathbf{X}^{\top} \stackrel{d}{=} \boldsymbol{\Gamma}_{1}-\boldsymbol{\Gamma}_{2}
$$

where $\boldsymbol{\Gamma}_{i}, i=1,2$, are IID $\mathcal{M} \mathcal{G}_{r}\left(\alpha, \sqrt{2} \mathbf{I}_{r}\right)$ distributed matrices.
2.3. Singular Wishart distribution. In Section 3, we propose an extension of MG distributions that allows for an arbitrary parameter $\alpha>0$ and involves the singular MG distributions. The special case of the new family is the class of the singular Wishart distributions, which is a well-known family. Reference [41] contains a number of valuable results on this subclass. Below we summarize the most important properties of these distributions. The following definition of the singular Wishart matrix may not be the most natural one, but it fits well with the extension of the concept of random gamma matrices to the case with an arbitrary positive $\alpha$.

Definition 1. Let $k, r \in \mathbb{N}$ with $r<k$. A $k \times k$ random matrix $\mathbf{X}$ is said to have a singular Wishart distribution with $r$ degrees of freedom and dispersion matrix $\boldsymbol{\Sigma}=\mathbf{A} / 2$ if the following stochastic representation holds:

$$
\mathbf{X}=\left(\begin{array}{ll}
\mathbf{X}_{11} & \mathbf{X}_{12} \\
\mathbf{X}_{12}^{\top} & \mathbf{X}_{12}^{\top} \mathbf{X}_{11}^{-1} \mathbf{X}_{12}
\end{array}\right) \quad \text { and } \quad \mathbf{A}=\left(\begin{array}{ll}
\mathbf{A}_{11} & \mathbf{A}_{12} \\
\mathbf{A}_{21} & \mathbf{A}_{22}
\end{array}\right)
$$

Here, $\mathbf{X}_{11} \sim \mathcal{M G}_{r}\left(r / 2, \mathbf{A}_{11}\right)=\mathcal{W}_{r}\left(r, \mathbf{A}_{11} / 2\right)$ and

$$
\mathbf{X}_{12}^{\top} \left\lvert\, \mathbf{X}_{11} \sim \mathcal{M} \mathcal{N}_{k-r, r}\left(\mathbf{A}_{21} \mathbf{A}_{11}^{-1} \mathbf{X}_{11}, \frac{1}{2} \mathbf{A}_{22 \cdot 1} \otimes \mathbf{X}_{11}\right)\right.
$$

where $\operatorname{dim}\left(\mathbf{X}_{11}\right)=\operatorname{dim}\left(\mathbf{A}_{11}\right)=r \times r$.
The above definition suggests that the distributions of different partitions of a random matrix characterized by this distribution differ depending upon which part of the matrix they are located in. In other words, one would expect that this class of distributions is not closed on permutations of the coordinates. However, this is not the case for the subclass of the singular Wishart distributions. In the result below we let $\pi$ be a permutation of $(1, \ldots, k)$ so that $\pi(1), \ldots, \pi(k)$ is a change of the order of the coordinates. In this notation, for a $k \times k$ matrix $\mathbf{X}$ we let $\mathbf{X}_{\pi}=\left(X_{\pi(i) \pi(j)}\right)$.
Theorem 2.15. Let $k, n \in \mathbb{N}$ and let $\pi$ be a permutation of $(1, \ldots, k)$. If $\mathbf{X} \sim$ $\mathcal{W}_{k}(n, \boldsymbol{\Sigma})$, then $\mathbf{X}_{\pi} \sim \mathcal{W}_{k}\left(n, \boldsymbol{\Sigma}_{\pi}\right)$.

The next result is well-known, see [23] and [13], and provides a general convolution property for Wishart matrices, which covers both singular and non-singular cases.

Theorem 2.16. If the $k \times k$ random matrices $\mathbf{X}_{1}, \ldots, \mathbf{X}_{N}$ are all independent and $\mathbf{X}_{i} \sim \mathcal{W}_{k}\left(n_{i}, \boldsymbol{\Sigma}\right), i=1, \ldots, N$, and $\boldsymbol{\Sigma}>0$, then $\sum_{i=1}^{N} \mathbf{X}_{i} \sim \mathcal{W}_{k}(n, \boldsymbol{\Sigma})$, where $n=\sum_{i=1}^{N} n_{i}$.

Remark 13. Theorem 2.16 shows that the sum of independent Wishart random matrices with the same dispersion matrix is again a Wishart random matrix. Let us note that no assumption is imposed here on the degrees of freedom for these Wishart matrices. In particular, the sum of singular and non-singular Wishart matrices could be either singular or non-singular Wishart matrix. Moreover, the sum of singular Wishart matrices could become a non-singular Wishart matrix.

## 3. A singular matrix-variate gamma distribution

As seen in the previous section, we have a restriction of the shape $\alpha$ to the values in the open interval $((k-1) / 2, \infty)$, except for the singular Wishart special case that allows for $\alpha \in(0,(k-1) / 2]$ with $\alpha=i / 2, i=1, \ldots, k-1$. Here, we present a natural and consistent extension of this class that incorporates any value of the shape parameter, including all real values in the interval $(0,(k-1) / 2]$. As will be seen below, due to the singularity of this family of distributions, the manner of introducing a matrix scaling parameter is not entirely obvious. For this reason, we shall start with an extension of the standard MG case, where the dispersion parameter is the identity matrix. Subsequently, we discuss different alternatives for the matrix dispersion parameter.

Remark 14. Let us note that the term"singular gamma" matrix-variate distribution has recently appeared in [31]. However, the singular matrix-variate distribution studied by the authors of [31] was, in fact, the singular Wishart distribution with shape parameter $\alpha=q / 2$, as it was defined through the distribution of $\mathbf{X} \mathbf{X}^{\top}$ with $\mathbf{X}$ being a $p \times q$ matrix-variate normal with $p>q$, given by the PDF (1.7) in that paper.
3.1. A standard singular matrix-variate gamma distribution. Throughout this subsection, $r=\lceil 2 \alpha\rceil$ denotes the rank of the random matrix $\mathbf{X}$ described in the definition below. We use the standard notation $\lceil\cdot\rceil$ to denote the smallest integer upper bound (the ceiling function).

Definition 2. $A k \times k$ random matrix $\mathbf{X}$ is said to have a standard singular lowerright matrix gamma distribution with parameter $\alpha \in(0,(k-1) / 2$ ] if

$$
\mathbf{X} \stackrel{d}{=}\left(\begin{array}{lc}
\mathbf{X}_{11} & \mathbf{X}_{12}  \tag{3.1}\\
\mathbf{X}_{12}^{\top} & \mathbf{X}_{12}^{\top} \mathbf{X}_{11}^{-1} \mathbf{X}_{12}
\end{array}\right),
$$

where $\mathbf{X}_{11} \sim \mathcal{M} \mathcal{G}_{r}(\alpha)$ and $\mathbf{X}_{12}^{\top} \left\lvert\, \mathbf{X}_{11} \sim \mathcal{M} \mathcal{N}_{k-r, r}\left(\mathbf{0}, \frac{1}{2} \mathbf{I}_{k-r} \otimes \mathbf{X}_{11}\right)\right.$, where $r=\lceil 2 \alpha\rceil$.
In agreement with our previous notation, we denote the above distributions by $\mathcal{M} \mathcal{G}_{k}(\alpha)$. Notice that the structure of the matrix is not symmetric, as the lowerright $(k-r) \times(k-r)$ block has different distribution than the upper-left $r \times r$ block. If the roles of the blocks in the above definition are reversed, we obtain a singular upper-left $M G$ distribution, which we shall denote by $\mathcal{M G}^{k}(\alpha)$.

We observe the following conditional distributions, which can be obtained by the same arguments as those in the non-singular case.
Remark 15. We have the following singular analogs of the block conditional distributions:

$$
\begin{aligned}
\mathbf{X}_{11} \mid \mathbf{X}_{12} & \sim \mathcal{M G \mathcal { G } \mathcal { G } _ { r }}\left(\alpha-\frac{k-r}{2}, 2 \mathbf{X}_{12} \mathbf{X}_{12}^{\top}, 2 \mathbf{I}_{r}\right), \\
\mathbf{X}_{11}^{-1} \mid \mathbf{X}_{21} & \sim \mathcal{M G I} \mathcal{G}_{r}\left(\frac{k-r}{2}-\alpha, 2 \mathbf{I}_{r}, 2 \mathbf{X}_{21}^{\top} \mathbf{X}_{21}\right), \\
\mathbf{X}_{22} \mid \mathbf{X}_{21} & =\mathbf{X}_{21}\left(\mathbf{X}_{11}^{-1} \mid \mathbf{X}_{21}\right) \mathbf{X}_{21}^{\top},
\end{aligned}
$$

where $\mathbf{X}_{22}=\mathbf{X}_{12}^{\top} \mathbf{X}_{11}^{-1} \mathbf{X}_{12}$.
Remark 16. Let us note that the above definition can be re-formulated with any $r \leq\lceil 2 \alpha\rceil$, and many of the following results could be extended to this case. However, any extension of singularity with $r<\lceil 2 \alpha\rceil$ can be equivalently obtained through an additional singularity in the scaling matrix multiplication for the upper-left $r \times r$ corner. Moreover, if $\alpha=r / 2$, where $r$ is an integer less than $k$, then $\mathbf{X} \sim \mathcal{M G}_{k}(\alpha)$ defined via (3.1) has a singular Wishart distribution with $r$ degrees of freedom and $\mathbf{A}=\mathbf{I}_{k} / 2$, as described in Definition 1. For these reasons, we restrict attention to the largest possible value of r, i.e. $r=\lceil 2 \alpha\rceil$.

Remark 17. Let us also note that (3.1) can be written in the following equivalent forms:

$$
\begin{equation*}
\binom{\mathbf{X}_{11}^{\frac{1}{2}}}{\mathbf{X}_{21} \mathbf{X}_{11}^{-\frac{1}{2}}}\left(\mathbf{X}_{11}^{\frac{1}{2}} \mathbf{X}_{11}^{-\frac{1}{2}} \mathbf{X}_{12}\right)=\binom{\mathbf{X}_{11}}{\mathbf{X}_{21}}\left(\mathbf{I}_{r} \mathbf{X}_{11}^{-1} \mathbf{X}_{12}\right)=\binom{\mathbf{X}_{11}}{\mathbf{X}_{21}} \mathbf{X}_{11}^{-1}\left(\mathbf{X}_{11} \mathbf{X}_{12}\right) \tag{3.2}
\end{equation*}
$$

A direct application of the singular matrix-variate normal distributions (see [15], Definition 2.4.1) leads to the following result.
Proposition 3.1. In the above notation, let $\mathbf{X} \sim \mathcal{M G}_{k}(\alpha)$ with $\alpha \in\left(0, \frac{k-1}{2}\right)$. Then, conditionally on $\mathbf{X}_{11}=\boldsymbol{\Gamma}_{0}$, we have the singular matrix-variate normal representation:

$$
\mathbf{X}_{\cdot 1} \stackrel{\text { def }}{=}\binom{\mathbf{X}_{11}}{\mathbf{X}_{21}} \stackrel{d}{=}\binom{\mathbf{0}}{\mathbf{I}_{k-r}} \mathbf{Z}_{0} \boldsymbol{\Gamma}_{0}^{1 / 2} / \sqrt{2}+\binom{\boldsymbol{\Gamma}_{0}}{\mathbf{0}}
$$

where $\mathbf{Z}_{0} \sim \mathcal{M} \mathcal{N}_{k-r, r}\left(\mathbf{0}, \mathbf{I}_{k-r} \otimes \mathbf{I}_{r}\right) . \quad$ Thus, $\left(\mathbf{X}_{\cdot 1} \mid \mathbf{X}_{11}=\boldsymbol{\Gamma}_{0}\right) \sim \mathcal{M} \mathcal{N}_{k, r}(\mathbf{M}, \boldsymbol{\Sigma} \otimes$ $\left.\boldsymbol{\Gamma}_{0} / 2 \mid k-r, r\right)$, where

$$
\mathbf{M}=\binom{\boldsymbol{\Gamma}_{0}}{\mathbf{0}}, \quad \mathbf{\Sigma}=\left(\begin{array}{cc}
\mathbf{0} & \mathbf{0} \\
\mathbf{0} & \mathbf{I}_{k-r}
\end{array}\right)
$$

This singular matrix-variate normal distribution resides on the set of all $k \times r$ matrices $\mathbf{X}_{\cdot 1}$ such that the top $r \times r$ block, $\mathbf{X}_{11}$, is constant equal to $\boldsymbol{\Gamma}_{0}$ and the lower $(k-r) \times r$ block, $\mathbf{X}_{21}$, is an arbitrary one. The density over this set of matrices, say $\mathcal{M}_{\boldsymbol{\Gamma}_{0}}$, is given by
$f_{\mathbf{X}_{\cdot 1} \mid \mathbf{X}_{11}}\left(\mathbf{X}_{\cdot 1} \mid \boldsymbol{\Gamma}_{0}\right)=(2 \pi)^{r(k-r)} 2^{r / 2}\left|\boldsymbol{\Gamma}_{0}\right|^{-r / 2} \operatorname{etr}\left\{\left(\mathbf{X}_{\cdot 1}-\mathbf{M}\right) \boldsymbol{\Gamma}_{0}^{-1}\left(\mathbf{X}_{\cdot 1}-\mathbf{M}\right)^{\top}\right\}, \mathbf{X}_{\cdot 1} \in \mathcal{M}_{\boldsymbol{\Gamma}_{0}}$.
The following result provides a fundamental representation of standard singular lower-right matrix-variate distribution, which is analogous to the well-known representation of standard singular Wishart distribution as the product $\mathbf{Z} \mathbf{Z}^{\top}$ involving a standard normal random matrix $\mathbf{Z}$. The proof can be found in the Appendix.

Proposition 3.2. Let $\mathbf{X} \sim \mathcal{M} \mathcal{G}_{k}(\alpha)$ with $\alpha \in\left(0, \frac{k-1}{2}\right]$, and set $r=\lceil 2 \alpha\rceil$. Then $\mathbf{X}$ admits the following stochastic representation:

$$
\mathbf{X} \stackrel{d}{=} \mathbf{Z} \mathbf{Z}^{\top}=\left(\begin{array}{cc}
\boldsymbol{\Gamma}_{0} & \frac{1}{\sqrt{2}} \boldsymbol{\Gamma}_{0}^{1 / 2} \mathbf{Z}_{0}^{\top} \\
\frac{1}{\sqrt{2}} \mathbf{Z}_{0} \boldsymbol{\Gamma}_{0}^{1 / 2} & \frac{1}{2} \mathbf{Z}_{0} \mathbf{Z}_{0}^{\top}
\end{array}\right)=\binom{\boldsymbol{\Gamma}_{0}}{\frac{1}{\sqrt{2}} \mathbf{Z}_{0} \boldsymbol{\Gamma}_{0}^{1 / 2}} \boldsymbol{\Gamma}_{0}^{-1}\left(\boldsymbol{\Gamma}_{0} \frac{1}{\sqrt{2}} \boldsymbol{\Gamma}_{0}^{1 / 2} \mathbf{Z}_{0}^{\top}\right),
$$

where

$$
\mathbf{Z}=\binom{\boldsymbol{\Gamma}_{0}^{1 / 2}}{\frac{\mathbf{Z}_{0}}{\sqrt{2}}}
$$

is a $k \times r$ stochastic matrix with mutually independent $\boldsymbol{\Gamma}_{0} \sim \mathcal{M G}_{r}(\alpha)$ and

$$
\mathbf{Z}_{0} \sim \mathcal{M} \mathcal{N}_{k-r, r}\left(\mathbf{0}, \mathbf{I}_{k-r} \otimes \mathbf{I}_{r}\right)
$$

Moreover, the rank of $\mathbf{X}$ is equal to $r=\lceil 2 \alpha\rceil$ and its (singular) density, which resides on all non-negative definite matrices of the form (3.1) with positive definite $\mathbf{X}_{11}$, is given by

$$
f_{\mathbf{X}}(\mathbf{X})=f_{\mathbf{X}}\left(\mathbf{X}_{11}, \mathbf{X}_{12}\right)=\frac{\left|\mathbf{X}_{11}\right|^{\alpha-(k+1) / 2}}{\pi^{r(k-r) / 2} \Gamma_{r}(\alpha)} \operatorname{etr}\{-\mathbf{X}\}
$$

while the LT of $\mathbf{X}$ is well-defined for each symmetric $k \times k$ matrix $\mathbf{T}$ for which

$$
\mathbf{I}_{r}+\mathbf{T}_{11}-\mathbf{T}_{12}\left(\mathbf{I}_{k-r}+\mathbf{T}_{22}\right)^{-1} \mathbf{T}_{21} \in \mathbb{S}_{r}^{+}
$$

and takes the form

$$
\begin{equation*}
\psi_{\mathbf{X}}(\mathbf{T})=\left|\mathbf{I}_{k}+\mathbf{T}\right|^{-\alpha}\left|\mathbf{I}_{k-r}+\mathbf{T}_{22}\right|^{\alpha-\frac{r}{2}} \tag{3.3}
\end{equation*}
$$

The ChF for a symmetric matrix $\mathbf{T}$ has the form

$$
\begin{equation*}
\psi_{\mathbf{X}}(\mathbf{T})=\left|\mathbf{I}_{k}-\iota \mathbf{T}\right|^{-\alpha}\left|\mathbf{I}_{k-r}-\iota \mathbf{T}_{22}\right|^{\alpha-\frac{r}{2}} \tag{3.4}
\end{equation*}
$$

Having the representation given in Proposition 3.2, it is straightforward to obtain the formulas for the mean and the variance of the singular MG distribution, which are analogous to the ones for the non-singular case given in Corollary 2.10. To use Proposition 3.2, we need to show that in the singular case the entries in $\boldsymbol{\Gamma}$ are uncorrelated, which is rather straightforward. Indeed, the entries in $\boldsymbol{\Gamma}_{0}$ and $\mathbf{Z}_{0} \mathbf{Z}_{0}^{\top}$ (given in Proposition 3.2) are uncorrelated as these are a non-singular gamma and Wishart matrices, respectively. The $i$ th and $j$ th columns of $\boldsymbol{\Gamma}_{0}^{1 / 2} \mathbf{Z}_{0}^{\top}, i>j>r$, are made of uncorrelated variables, since they are obtained as an inner product of independent rows in $\mathbf{Z}_{0}$. The entries $i$ and $s$ in the $l$ th column are uncorrelated, since

$$
\begin{aligned}
\mathbb{E}\left(\sum_{j=1}^{k} \Gamma_{i j}^{1 / 2} Z_{l j} \sum_{j=1}^{k} \Gamma_{s j}^{1 / 2} Z_{l j}\right) & =\mathbb{E}\left(\sum_{j=1}^{k} \Gamma_{i j}^{1 / 2} Z_{l j}^{2} \Gamma_{s j}^{1 / 2}\right) \\
& =\mathbb{E}\left(\sum_{j=1}^{k} \Gamma_{i j}^{1 / 2} \Gamma_{s j}^{1 / 2}\right) \\
& =\mathbb{E}\left(\Gamma_{i s}\right)
\end{aligned}
$$

and the latter is zero as reported in Corollary 2.10. The terms in $\boldsymbol{\Gamma}_{0}^{1 / 2} \mathbf{Z}_{0}^{\top}$ and $\mathbf{Z}_{0} \mathbf{Z}_{0}^{\top}$ are uncorrelated since

$$
\mathbb{E}\left(\sum_{j=1}^{k} \Gamma_{i j}^{1 / 2} Z_{l j} \sum_{j=1}^{k} Z_{l j}^{2}\right)=\mathbb{E}\left(\sum_{j=1}^{k} \Gamma_{i j}^{1 / 2} Z_{l j}^{3}\right)=0 .
$$

Finally, the terms in $\boldsymbol{\Gamma}_{0}^{1 / 2} \mathbf{Z}_{0}^{\top}$ and the terms in $\boldsymbol{\Gamma}_{0}$ are uncorrelated due to the independence of $\mathbf{Z}_{0}$ from $\boldsymbol{\Gamma}_{0}$.

We note also that

$$
\begin{aligned}
\mathbb{E}\left(\left(\sum_{j=1}^{k} \Gamma_{i j}^{1 / 2} Z_{l j}\right)^{2}\right) & =\mathbb{E}\left(\sum_{j=1}^{k} \Gamma_{i j}^{1 / 2} \Gamma_{i j}^{1 / 2}\right) \\
& =\mathbb{E}\left(\Gamma_{i i}\right)
\end{aligned}
$$

so that the matrix $\boldsymbol{\Sigma}$ of the variances of $\boldsymbol{\Gamma} \sim \mathcal{M} G_{k}(\alpha), \alpha<(k-1) / 2$, is given by

$$
\boldsymbol{\Sigma}=\left(\begin{array}{cc}
\alpha \mathbf{H}_{r} & \frac{\alpha}{2} \mathbf{1}_{r, k-r} \\
\frac{\alpha}{2} \mathbf{1}_{r, k-r}^{\top} & \frac{r}{2} \mathbf{H}_{k-r}
\end{array}\right)=\alpha \mathbf{H}_{k}+\binom{r}{\frac{2}{2}-\alpha}\left(\begin{array}{cc}
\mathbf{0} & \mathbf{0} \\
\mathbf{0} & \mathbf{H}_{k-r}
\end{array}\right)
$$

where $\mathbf{H}_{s}=\left(1 / 2^{1-\delta_{i j}}\right)_{i, j=1}^{s}, s \in \mathbb{N}$. Thus, using the linearity in Proposition 3.2 with respect to $\boldsymbol{\Sigma}$, we obtain the following formulas for the mean and the covariances.

Proposition 3.3. Let $\boldsymbol{\Gamma} \sim \mathcal{M} G_{k}(\alpha), \alpha<(k-1) / 2$. Then,

$$
\begin{aligned}
\mathbb{E}(\boldsymbol{\Gamma}) & =\left(\begin{array}{cc}
\alpha \mathbf{I}_{r} & \mathbf{0} \\
\mathbf{0} & \frac{r}{2} \mathbf{I}_{k-r}
\end{array}\right), \\
\mathbb{C o v}(\operatorname{vec} \boldsymbol{\Gamma}) & =\frac{\alpha}{2}\left(\mathbf{I}_{k^{2}}+\mathbf{K}_{k}\right)+ \\
& +\left(\frac{r}{2}-\alpha\right)\left(\operatorname{diag}\left(\operatorname{vec}\left(\begin{array}{ll}
\mathbf{0} & \mathbf{0} \\
\mathbf{0} \mathbf{H}_{k-r}
\end{array}\right)\right)+\frac{1}{2}\left(\begin{array}{ll}
\mathbf{0} & \mathbf{0} \\
\mathbf{0} & \mathbf{1}_{k-r}-\mathbf{I}_{k-r}
\end{array}\right)\right) .
\end{aligned}
$$

We now extend the definition of the random Rayleigh matrix $\mathbf{Z}_{k, \alpha} \sim \mathcal{M} \mathcal{R}_{k}(\alpha)$ in (2.11) to an arbitrary $\alpha$ using the recurrence in (2.12) and assuming that for a negative $\alpha$ the matrix (variable) vanishes, i.e. becomes a matrix of zeros. Below we provide a representation of singular MG variables in terms of these extended MR distributions, which is analogous to the one that holds in the non-singular case. This representation, which follows directly from the above result and Proposition 2.8, provides a natural method of simulating singular MG random matrices.

Corollary 3.4. Let $\mathbf{Z}_{k, \alpha} \sim \mathcal{M} \mathcal{R}_{k}(\alpha)$ where $\alpha>0$. Then $\mathbf{Z}_{\alpha} \mathbf{Z}_{\alpha}^{\top} \sim \mathcal{M} \mathcal{G}_{k}(\alpha)$.
Remark 18. Below we provide two explicit triangular representations of an arbitrary (singular or not) $\mathbf{X} \sim \mathcal{M} \mathcal{G}_{k}(\alpha)$, which are useful for simulation of these random matrices. First, for any $\alpha>0$ and $i \in\{1,2, \ldots, k-1\}$, we define $\alpha_{i}=\left(\alpha-\frac{i-1}{2}\right)^{+}$, where $x^{+}$is the positive part of $x \in \mathbb{R}$. In particular, we have $\alpha_{1}=\alpha$. We also define a binary $\left\{\delta_{i}\right\}$ where $\delta_{i}=1$ whenever $\alpha>\frac{i-1}{2}$ (and zero otherwise). Further, we let $Z_{\alpha_{i}} \sim \mathcal{M} \mathcal{R}_{1}\left(\alpha_{i}\right)$ be one-dimensional generalized Rayleigh variables (which reduce to zero when $\alpha_{i}=0$ ) and we let $\Gamma_{\alpha_{i}}$ be one-dimensional standard gamma variables, with shape parameters given by $\alpha_{i}$ (which also become zero when $\alpha_{i}=0$ ). Finally, we let $\left\{Z_{i, j}\right\}$ be IID standard normal variables and we
let $\left\{Z_{1 / 2}^{i, j}\right\}$ be IID copies of generalized symmetric Rayleigh variables with shape parameter $1 / 2$. Under this notation, we define two $k \times k$ triangular random matrices as follows
$(3.5) \quad \mathbf{Z}_{\alpha}=\left(\begin{array}{cccccccc}Z_{k, \alpha_{1}} & 0 & 0 & 0 & 0 & \ldots & 0 & 0 \\ Z_{\frac{1}{2}}^{2,1} & Z_{\alpha_{2}} & 0 & 0 & 0 & \ldots & 0 & 0 \\ Z_{\frac{1}{2}}^{3,1} & \delta_{2} Z_{\frac{1}{2}}^{3,2} & Z_{\alpha_{3}} & 0 & 0 & \ldots & 0 & 0 \\ Z_{\frac{1}{4}}^{4,1} & \delta_{2} Z_{\frac{1}{2}}^{4,2} & \delta_{3} Z_{\frac{1}{2}}^{4,3} & Z_{\alpha_{4}} & 0 & \ldots & 0 & 0 \\ Z_{\frac{1}{2}}^{5,1} & \delta_{2} Z_{\frac{1}{2}}^{5,2} & \delta_{3} Z_{\frac{1}{2}}^{5,3} & \delta_{4} Z_{\frac{1}{2}}^{5,4} & Z_{\alpha_{5}} & \ldots & 0 & 0 \\ \vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ Z_{\frac{1}{2}}^{k-1,1} & \delta_{2} Z_{\frac{1}{2}}^{k-1,2} & \delta_{3} Z_{\frac{1}{2}}^{k-1,3} & \delta_{4} Z_{\frac{1}{2}}^{k-1,4} & \delta_{5} Z_{\frac{1}{2}}^{k-1,5} & \ldots & Z_{\alpha_{k-1}} & 0 \\ Z_{\frac{1}{2}}^{k, 1} & \delta_{2} Z_{\frac{1}{2}}^{k, 2} & \delta_{3} Z_{\frac{1}{2}}^{k, 3} & \delta_{4} Z_{\frac{1}{2}}^{k, 4} & \delta_{5} Z_{\frac{1}{2}}^{k, 5} & \ldots & \delta_{k-1} Z_{\frac{1}{2}}^{k, k-1} & Z_{\alpha_{k}}\end{array}\right)$,

$$
\mathbf{U}_{k, \alpha}=\left(\begin{array}{cccccccc}
\Gamma_{\alpha_{1}}^{1 / 2} & 0 & 0 & 0 & 0 & \ldots & 0 & 0  \tag{3.6}\\
\frac{Z_{2,1}}{\sqrt{2}} & \Gamma_{\alpha_{2}}^{1 / 2} & 0 & 0 & 0 & \ldots & 0 & 0 \\
\frac{Z_{3,1}}{\sqrt{2}} & \delta_{2} \frac{Z_{3,2}}{\sqrt{2}} & \Gamma_{\alpha_{3}}^{1 / 2} & 0 & 0 & \ldots & 0 & 0 \\
\frac{Z_{4,1}}{\sqrt{2}} & \delta_{2} \frac{Z_{4,2}}{\sqrt{2}} & \delta_{3} \frac{Z_{4,3}}{\sqrt{2}} & \Gamma_{\alpha_{4}}^{1 / 2} & 0 & \ldots & 0 & 0 \\
\frac{Z_{5,1}}{\sqrt{2}} & \delta_{2} \frac{Z_{5,2}}{\sqrt{2}} & \delta_{3} \frac{Z_{5,3}}{\sqrt{2}} & \delta_{4} \frac{Z_{5,4}}{\sqrt{2}} & \Gamma_{\alpha_{5}}^{1 / 2} & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
\frac{Z_{k-1,1}}{\sqrt{2}} & \delta_{2} \frac{Z_{k-1,2}}{\sqrt{2}} & \delta_{3} \frac{Z_{k-1,3}}{\sqrt{2}} & \delta_{4} \frac{Z_{k-1,4}}{\sqrt{2}} & \delta_{5} \frac{Z_{k-1,5}}{\sqrt{2}} & \ldots & \Gamma_{\alpha_{k-1}}^{1 / 2} & 0 \\
\frac{Z_{k, 1}}{\sqrt{2}} & \delta_{2} \frac{Z_{k, 2}}{\sqrt{2}} & \delta_{3} \frac{Z_{k, 3}}{\sqrt{2}} & \delta_{4} \frac{Z_{k, 4}}{\sqrt{2}} & \delta_{5} \frac{Z_{k, 5}}{\sqrt{2}} & \ldots & \delta_{k-1} \frac{Z_{k, k-1}}{\sqrt{2}} \Gamma_{\alpha_{k}}^{1 / 2}
\end{array}\right)
$$

where all the random entries in the above matrices are mutually independent. Then, we have the following stochastic representation of $\mathbf{X} \sim \mathcal{M G}_{k}(\alpha)$

$$
\mathbf{X} \stackrel{d}{=} \mathbf{Z}_{k, \alpha} \mathbf{Z}_{k, \alpha}^{\top} \stackrel{d}{=} \mathbf{U}_{k, \alpha} \mathbf{U}_{k, \alpha}^{\top}
$$

We also have the following interesting representation of MG random matrices, which can be easily deduced from the above remark.
Theorem 3.5. For each $\alpha>0$ and $k \in \mathbb{N}$, the following stochastic representation of $\mathbf{X} \sim \mathcal{M G}_{k}(\alpha)$ holds:

$$
\mathbf{X} \stackrel{d}{=} \boldsymbol{\Gamma}_{\alpha}+\boldsymbol{\Gamma}_{\alpha}^{1 / 2} \mathbf{Z}^{\top}+\mathbf{Z} \boldsymbol{\Gamma}_{\alpha}^{1 / 2}+\mathbf{Z} \mathbf{Z}^{\top}
$$

where $\boldsymbol{\Gamma}_{\alpha}$ and $\mathbf{Z}$ are independent, $\boldsymbol{\Gamma}_{\alpha}$ is a $k \times k$ random diagonal matrix with diagonal entries of the form $\Gamma_{\alpha_{i}}, i=1, \ldots, k$ (which are standard gamma variables with shape parameters $\alpha_{i}$ whenever $\alpha_{i}=\left(\alpha-\frac{i-1}{2}\right)^{+}>0$ and zeroes otherwise), and $\mathbf{Z}$ is a random triangular square matrix with zeros on and above the main diagonal, zeros below the main diagonal in the $i$-column if $\alpha_{i}=0$, and $\operatorname{IID} \mathcal{N}(0,1 / 2)$ variables below the main diagonal in all other columns.

It follows from the results of [41] and the form of the LT given in (3.4), that the singular Wishart distribution is a scaled singular MG distribution, as reported next.

Corollary 3.6. If $r=2 \alpha \leq k-1$ is a positive integer and $\mathbf{X} \sim \mathcal{M} \mathcal{G}_{k}\left(\frac{r}{2}\right)$, then $\mathbf{X} / 2$ has the singular Wishart distribution $\mathcal{W}_{k}\left(r, \mathbf{I}_{k}\right)$.

Since for a singular MG random matrix $\mathbf{X} \sim \mathcal{M} G_{k}(\alpha)$ with $\alpha \leq \frac{k-1}{2}$ the lowerright $(k-r) \times(k-r)$ block $\mathbf{X}_{22}$ of $\mathbf{X}$ is functionally dependent on the remaining blocks of $\mathbf{X}$, the distribution of $\mathbf{X}$ is uniquely determined by the distribution of

$$
\mathbf{X}_{0}=\left(\begin{array}{cc}
\mathbf{X}_{11} & \mathbf{X}_{12} \\
\mathbf{X}_{12}^{\top} & \mathbf{0}
\end{array}\right)
$$

Thus, the LT of $\mathbf{X}_{0}$ uniquely defines the distribution of $\mathbf{X}$. If $\mathbf{T}$ is a symmetric matrix and $\mathbf{T}_{0}$ is the same as $\mathbf{T}$ but with the lower-right corner set to zero in the same way as in $\mathbf{X}_{0}$, then

$$
\mathbb{E}\left[\operatorname{etr}\left\{-\mathbf{T}_{0} \mathbf{X}\right\}\right]=\mathbb{E}\left[\operatorname{etr}\left\{-\mathbf{T} \mathbf{X}_{0}\right\}\right]
$$

Consequently, the unrestricted LT of $\mathbf{X}_{0}$ coincides with the restricted LT of $\mathbf{X}$. This leads to the following result.

Corollary 3.7. We note the following restricted LT of $\mathbf{X} \sim \mathcal{M G}_{k}(\alpha)$ with $\alpha>0$

$$
\begin{equation*}
\psi_{\mathbf{X}}\left(\mathbf{T}_{0}\right)=\psi_{\mathbf{x}_{0}}(\mathbf{T})=\left|\mathbf{I}_{k}+\mathbf{A} \mathbf{T}_{0}\right|^{-\alpha} \tag{3.7}
\end{equation*}
$$

where

$$
\mathbf{T}=\left(\begin{array}{ll}
\mathbf{T}_{11} & \mathbf{T}_{12}  \tag{3.8}\\
\mathbf{T}_{12}^{\top} & \mathbf{T}_{22}
\end{array}\right)
$$

with a symmetric $\mathbf{T}_{11}$ of dimension $r \times r$ and where $\mathbf{T}_{0}$ is obtained from $\mathbf{T}$ by setting $\mathbf{T}_{22}=\mathbf{0}$. Since the lower-right block $\mathbf{X}_{22}$ of $\mathbf{X}$ is functionally dependent on the remaining blocks $\mathbf{X}_{11}$ and $\mathbf{X}_{12}$ (that also define the entire distribution), this restricted LT of $\mathbf{X}$ uniquely defines the distribution.
3.2. A scaled singular matrix-variate gamma distribution. As we have seen in Section 2, the non-negative definite matrix dispersion parameter $\mathbf{A}$ of a nonsingular MG distribution was introduced by simply scaling both sides of the standard MG X by the square root of A. According to Proposition 2.1, a more general matrix scaling parameter $\mathbf{L}$ yields $\mathbf{L} \mathbf{X L}{ }^{\top}$, which distributionally depends only on $\mathbf{L} \mathbf{A} \mathbf{L}^{\top}$ and thus results in another non-negative definite dispersion parameter. However, as will be seen below, for the singular case of $\mathbf{X} \sim \mathcal{M} \mathcal{G}_{k}(\alpha)$ with $\alpha \leq(k-1) / 2$, the distribution of $\mathbf{L} \mathbf{X} \mathbf{L}^{\top}$ does not depend on $\mathbf{L}$ only through $\mathbf{L} \mathbf{L}^{\top}$. For this reason, we propose the following general definition of the scaled singular MG distribution.

Definition 3. Let $\mathbf{X}$ be a standard singular $k \times k M G$ variable with parameter $\alpha \in(0,(k-1) / 2]$ and let $\mathbf{L}$ be a $k \times k$ matrix. Then, $\mathbf{Y} \stackrel{d}{=} \mathbf{L X L}{ }^{\top}$ is said to have an $\mathbf{L}$-scaled singular $M G$ distribution, denoted by $\mathcal{S M G}_{k}(\alpha, \mathbf{L})$.

By Corollary 3.6 and Corollary 3.4 of [41], it follows that the singular Wishart family is a sub-class of the scaled singular MG distributions, as shown below.

Corollary 3.8. If $r=2 \alpha \leq k-1$ is an integer, then the $\mathcal{S M} \mathcal{G}_{k}\left(\frac{r}{2}, \sqrt{2} \mathbf{A}^{1 / 2}\right)$ distribution coincides with the singular Wishart distribution $\mathcal{W}_{k}(r, \mathbf{A})$.

Below we obtain the exact form of the (singular) PDF of the scaled MG distributions for two particular forms of $\mathbf{L}$. But first, we describe the set on which the singular MG distribution resides on. The proof of the following result can be found in the Appendix.
Proposition 3.9. Let $\mathbf{X} \sim \mathcal{S} \mathcal{M G}_{k}(\alpha, \mathbf{L})$ with $\mathbf{L}$ of full rank, $\alpha \in(0,(k-1) / 2$ ], and $r=\lceil 2 \alpha\rceil$. In the notation of Proposition 3.2 the following stochastic representation holds

$$
\mathbf{X} \stackrel{d}{=} \mathbf{L}\binom{\boldsymbol{\Gamma}_{0}}{\frac{1}{\sqrt{2}} \mathbf{Z}_{0} \boldsymbol{\Gamma}_{0}^{1 / 2}} \boldsymbol{\Gamma}_{0}^{-1}\left(\boldsymbol{\Gamma}_{0} \frac{1}{\sqrt{2}} \boldsymbol{\Gamma}_{0}^{1 / 2} \mathbf{Z}_{0}^{\top}\right) \mathbf{L}^{\top} .
$$

Moreover, $\mathbf{X}$ has the form (3.1) and its rank is equal to $\lceil 2 \alpha\rceil$.
The following result concerning the LT of $\mathbf{X} \sim \mathcal{S} \mathcal{M G}_{k}(\alpha, \mathbf{L})$ follows directly from Proposition 3.2, and its short proof can be found in the Appendix.
Proposition 3.10. Let $\mathbf{X} \sim \mathcal{S M G}_{k}(\alpha, \mathbf{L})$ with a $k \times k$ matrix $\mathbf{L}$ and $\alpha \leq(k-1) / 2$. Then the LT of $\mathbf{X}$, evaluated at a symmetric $\mathbf{T}$ satisfying

$$
\begin{equation*}
\mathbf{I}_{r}+\left(\mathbf{L}^{\top} \mathbf{T L}\right)_{11}-\left(\mathbf{L}^{\top} \mathbf{T} \mathbf{L}\right)_{12}\left(\mathbf{I}_{k-r}+\left(\mathbf{L}^{\top} \mathbf{T} \mathbf{L}\right)_{22}\right)^{-1}\left(\mathbf{L}^{\top} \mathbf{T} \mathbf{L}\right)_{21} \in \mathbb{S}_{r}^{+} \tag{3.9}
\end{equation*}
$$

is given by

$$
\begin{equation*}
\psi_{\mathbf{X}}(\mathbf{T})=\left|\mathbf{I}_{k}+\mathbf{L} \mathbf{L}^{\top} \mathbf{T}\right|^{-\alpha}\left|\mathbf{I}_{k-r}+\left(\mathbf{L}^{\top} \mathbf{T} \mathbf{L}\right)_{22}\right|^{\alpha-\frac{r}{2}} \tag{3.10}
\end{equation*}
$$

where $r=\lceil 2 \alpha\rceil$ and $\mathbf{C}_{22}$ stands for the lower-right, $(k-r) \times(k-r)$ corner of $a$ $k \times k$ matrix $\mathbf{C}$.

Although one can derive further properties of the scaled singular MG distribution for any general $\mathbf{L}$, we shall focus on two specific cases where $\mathbf{L}$ is related to a nonnegative definite matrix dispersion parameter $\mathbf{A}$. In the first case, we take $\mathbf{L}=\mathbf{A}^{1 / 2}$ while in the second one we take $\mathbf{L}=\mathbf{A}_{2 \cdot 1}$, where

$$
\mathbf{A}_{2 \cdot 1}=\left(\begin{array}{cc}
\mathbf{A}_{11}^{1 / 2} & \mathbf{0}  \tag{3.11}\\
\mathbf{A}_{21} \mathbf{A}_{11}^{-1 / 2} & \mathbf{A}_{22 \cdot 1}^{1 / 2}
\end{array}\right)
$$

Observe that in both cases we have $\mathbf{L L}^{\top}=\mathbf{A}$. However, despite having the same dispersion, the two subclasses of the scaled singular MG distributions are essentially different. The following simple example in two dimensions illustrates the difference.
Example 1. The standard singular $M G$ variable $\mathbf{X}$ in two dimensions can be represented as

$$
\mathbf{X} \stackrel{d}{=}\left(\begin{array}{cc}
\Gamma & \sqrt{\Gamma / 2} Z \\
\sqrt{\Gamma / 2} Z & Z^{2} / 2
\end{array}\right)
$$

where $Z$ is standard normal and $\Gamma$ is standard gamma with shape parameter $\alpha \leq$ $1 / 2$. Consider the dispersion matrix $\mathbf{A}$ and two scaling matrices, $\mathbf{L}_{1}$ and $\mathbf{L}_{2}$, where

$$
\mathbf{A}=\left(\begin{array}{ll}
2 & 3 \\
3 & 5
\end{array}\right), \mathbf{L}_{1}=\mathbf{A}^{1 / 2}=\left(\begin{array}{ll}
1 & 1 \\
1 & 2
\end{array}\right), \mathbf{L}_{2}=\mathbf{A}_{2 \cdot 1}=\left(\begin{array}{cc}
\sqrt{2} & 0 \\
3 / \sqrt{2} & 1 / 2
\end{array}\right)
$$

for which we have $\mathbf{L}_{i} \mathbf{L}_{i}^{\top}=\mathbf{A}, i=1,2$. Then, we have

$$
\begin{aligned}
\mathbf{L}_{1} \mathbf{X} \mathbf{L}_{1}^{\top} & =\left(\begin{array}{cc}
(\sqrt{\Gamma}+Z / \sqrt{2})^{2} & \Gamma+Z^{2}+3 \sqrt{\Gamma / 2} Z \\
\Gamma+Z^{2}+3 \sqrt{\Gamma / 2} Z & (\sqrt{\Gamma}+\sqrt{2} Z)^{2}
\end{array}\right) \\
\mathbf{L}_{2} \mathbf{X} \mathbf{L}_{2}^{\top} & =\left(\begin{array}{cc}
2 \Gamma & 3 \Gamma+\sqrt{\Gamma} Z / 2 \\
3 \Gamma+\sqrt{\Gamma} Z / 2 & (3 \sqrt{\Gamma}+Z / 2)^{2} / 2
\end{array}\right)
\end{aligned}
$$

If $\alpha=1 / 2$, so that $\mathbf{X}$ is singular Wishart $\mathcal{W}_{2}\left(1, \mathbf{I}_{2} / 2\right)$, then, by Corollary 3.3 of [41], in both cases we get one and the same singular Wishart distribution $\mathcal{W}_{2}(1, \mathbf{A} / 2)$, although this is not easily seen by comparing the above matrices. However, when $0<\alpha<1 / 2$, the two distributions are essentially different. This can be seen by comparing the variables in the corresponding upper-left corners. Indeed, routine albeit tedious calculations show that the LT of the variable $(\sqrt{\Gamma}+Z / \sqrt{2})^{2}$ is of the form

$$
\psi(t)=\frac{1}{\sqrt{1+t}}\left(\frac{1+t}{1+2 t}\right)^{\alpha}, t>0
$$

which is not the same as the $L T(1+2 t)^{-\alpha}$ of the gamma variable $2 \Gamma$ (unless $\alpha=1 / 2$ and $\mathbf{X}$ is singular Wishart).
3.3. The scaling $\mathbf{L}=\mathbf{A}^{1 / 2}$. The (singular) density and the LT of the singular MG distributions are discussed in the next two results. Rather technical proof of the result below can be found in the Appendix.

Theorem 3.11. Let $\mathbf{X} \sim \mathcal{S M}_{k}\left(\alpha, \mathbf{A}^{1 / 2}\right)$, where $\alpha \leq(k-1) / 2$ and $\mathbf{X}$, A are partitioned as in (3.1). Then the support of the PDF of $\mathbf{X}$ is the subset of nonnegative definite $k \times k$ matrices $\mathbf{X}$ of rank $r=\lceil 2 \alpha\rceil$ having the form

$$
\mathbf{X}=\left(\begin{array}{lc}
\mathbf{X}_{11} & \mathbf{X}_{12} \\
\mathbf{X}_{12}^{\top} & \mathbf{X}_{12}^{\top} \mathbf{X}_{11}^{-1} \mathbf{X}_{12}
\end{array}\right)
$$

where $\operatorname{dim}\left(\mathbf{X}_{11}\right)=r \times r$. Further, the PDF is given by

$$
f_{\mathbf{X}}\left(\mathbf{X}_{11}, \mathbf{X}_{12}\right)=\frac{\left|\mathbf{X}_{11}\right|^{(r-k-1) / 2-\alpha}}{\pi^{r(k-r) / 2} \Gamma_{r}(\alpha)|\mathbf{A}|^{r / 2}}\left|\mathbf{B}_{11} \mathbf{X}_{11}+\mathbf{B}_{12} \mathbf{X}_{12}^{\top} / \sqrt{2}\right|^{2 \alpha-r} \operatorname{etr}\left\{-\mathbf{A}^{-1} \mathbf{X}\right\}
$$

where $\mathbf{B}=\mathbf{A}^{-1 / 2}$ and its blocks of respective sizes $r \times r, r \times(k-r),(k-r) \times r$, and $(k-r) \times(k-r)$ are denoted by $\mathbf{B}_{11}, \mathbf{B}_{12}, \mathbf{B}_{21}, \mathbf{B}_{22}$.

In an important special case where $\mathbf{A}_{12}=\mathbf{0}$ we have a substantial simplification of the PDF, presented below.

Corollary 3.12. In the special case where $\mathbf{A}_{12}=\mathbf{0}$ we obtain the following simple form of the PDF of $\mathbf{X} \sim \mathcal{S M} \mathcal{G}_{k}\left(\alpha, \mathbf{A}^{1 / 2}\right)$ :

$$
\begin{align*}
f_{\mathbf{X}}\left(\mathbf{X}_{11}, \mathbf{X}_{12}\right) & =\frac{\pi^{r(r-k) / 2}}{\Gamma_{r}(\alpha)\left|\mathbf{A}_{11}\right|^{\alpha}\left|\mathbf{A}_{22}\right|^{r / 2}}\left|\mathbf{X}_{11}\right|^{\alpha-(k+1) / 2} \operatorname{etr}\left\{-\mathbf{A}^{-1} \mathbf{X}\right\}  \tag{3.12}\\
& =\frac{\pi^{r(r-k) / 2}}{\Gamma_{r}(\alpha)|\mathbf{A}|^{\alpha}\left|\mathbf{A}_{22}\right|^{r / 2-\alpha}}\left|\mathbf{X}_{11}\right|^{\alpha-(k+1) / 2} \operatorname{etr}\left\{-\mathbf{A}^{-1} \mathbf{X}\right\}
\end{align*}
$$

The formula for the LT given in the result below follows directly from Proposition 3.10 with $\mathbf{L}=\mathbf{A}^{1 / 2}$.

Theorem 3.13. Under the setting and assumptions of Theorem 3.11, the LT of $\mathbf{X}$ is given by

$$
\begin{equation*}
\psi_{\mathbf{X}}(\mathbf{T})=\left|\mathbf{I}_{k}+\mathbf{A T}\right|^{-\alpha}\left|\mathbf{I}_{k-r}+\left(\mathbf{A}^{1 / 2} \mathbf{T} \mathbf{A}^{1 / 2}\right)_{22}\right|^{\alpha-\frac{r}{2}} \tag{3.13}
\end{equation*}
$$

where $r=\lceil 2 \alpha\rceil$ and $\mathbf{C}_{22}$ stands for the lower-right, $(k-r) \times(k-r)$ corner of a $k \times k$ matrix $\mathbf{C}$.

The above result can be utilized to obtain the marginal distributions of the diagonal blocks. The result below, whose proof can be found in the Appendix, provides the details.

Theorem 3.14. Under the setting and assumptions of Theorem 3.11, let $\mathbf{X}_{11}$, $\mathbf{X}_{12}=\mathbf{X}_{21}$, and $\mathbf{X}_{22}$ be the standard partition of $\mathbf{X}$ into the blocks, with $\mathbf{X}_{11}$ being an $r \times r$ matrix where $r=\lceil 2 \alpha\rceil$. Then, we have the following LTs of the blocks

$$
\begin{aligned}
& \psi_{\mathbf{x}_{11}}\left(\mathbf{T}_{11}\right)=\left|\mathbf{I}_{r}+\mathbf{A}_{11} \mathbf{T}_{11}\right|^{-\alpha}\left|\mathbf{I}_{r}+\mathbf{B}_{12} \mathbf{B}_{21} \mathbf{T}_{11}\right|^{\alpha-\frac{r}{2}} \\
& \psi_{\mathbf{x}_{22}}\left(\mathbf{T}_{22}\right)=\left|\mathbf{I}_{k-r}+\mathbf{A}_{22} \mathbf{T}_{22}\right|^{-\alpha}\left|\mathbf{I}_{k-r}+\mathbf{B}_{22}^{2} \mathbf{T}_{22}\right|^{\alpha-\frac{r}{2}}
\end{aligned}
$$

where $\mathbf{B}_{22}, \mathbf{B}_{12}$ and $\mathbf{B}_{21}$ are the blocks of $\mathbf{A}^{1 / 2}$.
Remark 19. Note that since $r=\lceil 2 \alpha\rceil$, so that $r-1<2 \alpha \leq r$ and thus $\alpha>$ $(r-1) / 2$, the first factor in the LT of $\mathbf{X}_{11}$ is the LT of a non-singular $M G$ variable $\boldsymbol{\Gamma}_{1} \sim \mathcal{M} \mathcal{G}_{r}\left(\alpha, \mathbf{A}_{11}\right)$. If, in addition, the matrix $\mathbf{B}_{12} \mathbf{B}_{21}$ is positive definite, then we have the following distributional identity

$$
\mathbf{X}_{11}+\boldsymbol{\Gamma}_{0} \stackrel{d}{=} \boldsymbol{\Gamma}_{1}+\boldsymbol{W}
$$

where all the variables are mutually independent, $\boldsymbol{\Gamma}_{0} \sim \mathcal{M} \mathcal{G}_{r}\left(\alpha, \mathbf{B}_{12} \mathbf{B}_{21}\right)$ is nonsingular $M G$, and $\boldsymbol{W} \sim \mathcal{W}_{r}\left(r, \mathbf{B}_{12} \mathbf{B}_{21} / 2\right)$ is non-singular Wishart. This is a consequence of Theorem 3.14, which implies the identity

$$
\psi_{\mathbf{x}_{11}}\left(\mathbf{T}_{11}\right)\left|\mathbf{I}_{r}+\mathbf{B}_{12} \mathbf{B}_{21} \mathbf{T}_{11}\right|^{-\alpha}=\left|\mathbf{I}_{r}+\mathbf{A}_{11} \mathbf{T}_{11}\right|^{-\alpha}\left|\mathbf{I}_{r}+\mathbf{B}_{12} \mathbf{B}_{21} \mathbf{T}_{11}\right|^{-\frac{r}{2}}
$$

where the four factors in the above relation are the LTs corresponding to the four relevant distributions. Further, if $\alpha<1 / 2$, so that $r=1$, all these four variables have univariate gamma distributions. In particular, the distribution of the variable $\mathbf{X}_{11}$ is a convolution of two gamma distributions, say $\mathcal{G}(\alpha, a)$ and $\mathcal{G}(1 / 2-\alpha, b)$, while $\Gamma_{0} \sim \mathcal{G}(\alpha, b)$, and thus the distribution of the left-hand-side in the distributional identity becomes the convolution of $\mathcal{G}(\alpha, a)$ and $\mathcal{G}(\alpha, 1 / 2)$, which is precisely the distribution of the right-hand-side. There is a similar interpretation involving the variable $\mathbf{X}_{22}$. However, in order for the first factor in the LT of $\mathbf{X}_{22}$ to be the $L T$ of a non-singular $M G$ variable $\widetilde{\boldsymbol{\Gamma}}_{1} \sim \mathcal{M G}_{k-r}\left(\alpha, \mathbf{A}_{22}\right)$, we need to have that $\alpha>(k-r-1) / 2$. It can be shown that this condition is satisfied whenever $\alpha>$ $(\lceil k / 2\rceil-1) / 2$, in which case we have the distributional identity

$$
\mathbf{X}_{22}+\widetilde{\boldsymbol{\Gamma}}_{0} \stackrel{d}{=} \widetilde{\boldsymbol{\Gamma}}_{1}+\widetilde{\boldsymbol{W}}
$$

where all the variables are mutually independent, $\widetilde{\boldsymbol{\Gamma}}_{0} \sim \mathcal{M G}_{k-r}\left(\alpha, \mathbf{B}_{22}^{2}\right)$ is nonsingular $M G$, and $\widetilde{\boldsymbol{W}} \sim \mathcal{W}_{k-r}\left(r, \mathbf{B}_{22}^{2} / 2\right)$ is non-singular Wishart. Again, this follows from Theorem 3.14, which implies the identity

$$
\psi \mathbf{X}_{22}\left(\mathbf{T}_{22}\right)\left|\mathbf{I}_{k-r}+\mathbf{B}_{22}^{2} \mathbf{T}_{22}\right|^{-\alpha}=\left|\mathbf{I}_{k-r}+\mathbf{A}_{22} \mathbf{T}_{22}\right|^{-\alpha}\left|\mathbf{I}_{k-r}+\mathbf{B}_{22}^{2} \mathbf{T}_{22}\right|^{-\frac{r}{2}}
$$

where the four factors in the above relation are the LTs corresponding to the four relevant distributions. Further, if $(k-2) / 2<\alpha<(k-1) / 2$, so that $r=k-1$ and $k-r=1$, all the variables above have univariate gamma distributions, with the distribution of $\mathbf{X}_{22}$ being a convolution of two gamma distributions, say $\mathcal{G}(\alpha, a)$ and $\mathcal{G}(r / 2-\alpha, b)$ and where $\widetilde{\Gamma}_{0} \sim \mathcal{G}(\alpha, b)$. It follows that the distribution of the left-hand-side in the distributional identity becomes the convolution of $\mathcal{G}(\alpha, a)$ and $\mathcal{G}(\alpha, r / 2)$, which is precisely the distribution of the right-hand-side.
3.4. The scaling $\mathbf{L}=\mathbf{A}_{2 \cdot 1}$. In this section, we propose an alternative singular MG distribution with a dispersion matrix parameter. While this family is essentially different from the one discussed in the previous section, the two families coincide in several important special cases.
Definition 4. $A k \times k$ random matrix $\mathbf{X}$ is said to have a singular matrix-variate gamma distribution with parameter $\alpha \in(0,(k-1) / 2]$ and dispersion matrix $\mathbf{A}$ if the following stochastic representation holds

$$
\mathbf{X} \stackrel{d}{=}\left(\begin{array}{lc}
\mathbf{X}_{11} & \mathbf{X}_{12}  \tag{3.14}\\
\mathbf{X}_{12}^{\top} & \mathbf{X}_{12}^{\top}
\end{array} \mathbf{X}_{11}^{-1} \mathbf{X}_{12}\right) \quad \text { and } \quad \mathbf{A}=\left(\begin{array}{ll}
\mathbf{A}_{11} & \mathbf{A}_{12} \\
\mathbf{A}_{21} & \mathbf{A}_{22}
\end{array}\right)
$$

Here, $\mathbf{X}_{11} \sim \mathcal{M} \mathcal{G}_{r}\left(\alpha, \mathbf{A}_{11}\right)$ and $\mathbf{X}_{12}^{\top} \left\lvert\, \mathbf{X}_{11} \sim \mathcal{M} \mathcal{N}_{k-r, r}\left(\mathbf{A}_{21} \mathbf{A}_{11}^{-1} \mathbf{X}_{11}, \frac{1}{2} \mathbf{A}_{22 \cdot 1} \otimes \mathbf{X}_{11}\right)\right.$, where $\operatorname{dim}\left(\mathbf{X}_{11}\right)=\operatorname{dim}\left(\mathbf{A}_{11}\right)=r \times r$ with $r=\lceil 2 \alpha\rceil$.

We consider this distribution as a most natural extension with scaling of the non-singular matrix gamma distribution and thus we consistently denote it by $\mathcal{M} \mathcal{G}_{k}(\alpha, \mathbf{A})$. Observe that, as in the standard case corresponding to $\mathbf{A}=\mathbf{I}_{k}$, the above definition can be retained for any $r \leq\lceil 2 \alpha\rceil$. However, as in the standard case, we restrict ourselves to the largest $r$, where $r=\lceil 2 \alpha\rceil$. We also note that the distributions defined above constitute a subclass of the scaled singular MG distributions. The stochastic representation discussed in the result below follows directly from Definition 4.

Theorem 3.15. The class of distributions defined in Definition 4 coincides with the $\mathcal{S M} \mathcal{G}_{k}(\alpha, \mathbf{L})$ distributions with $\mathbf{L}=\mathbf{A}_{2 \cdot 1}$ given by (3.11). In addition, under the assumptions of Proposition 3.9, the following representation holds

$$
\mathbf{X} \stackrel{d}{=}\left(\begin{array}{cc}
\mathbf{A}_{11}^{1 / 2} & \mathbf{0} \\
\mathbf{A}_{21} \mathbf{A}_{11}^{-1 / 2} & \mathbf{A}_{22 \cdot 1}^{1 / 2}
\end{array}\right)\left(\begin{array}{cc}
\boldsymbol{\Gamma}_{0} & \frac{1}{\sqrt{2}} \boldsymbol{\Gamma}_{0}^{1 / 2} \mathbf{Z}_{0}^{\top} \\
\frac{1}{\sqrt{2}} \mathbf{Z}_{0} \boldsymbol{\Gamma}_{0}^{1 / 2} & \frac{1}{2} \mathbf{Z}_{0} \mathbf{Z}_{0}^{\top}
\end{array}\right)\left(\begin{array}{cc}
\mathbf{A}_{11}^{1 / 2} & \mathbf{A}_{21} \mathbf{A}_{11}^{-1 / 2} \\
\mathbf{0} & \mathbf{A}_{22 \cdot 1}^{1 / 2}
\end{array}\right) .
$$

Remark 20. Considering the marginal distributions of $\mathbf{X} \sim \mathcal{S M} \mathcal{G}_{k}\left(\alpha, \mathbf{A}^{1 / 2}\right)$ provided by Theorem 3.14, it is clear from the above definition that the two distributions do not coincide as long as $\mathbf{B}_{12} \neq \mathbf{0}$ and $\alpha \notin S_{k}$, where $S_{k}=((k-1) / 2, \infty) \cup\{i / 2, i=$ $1, \ldots, k-1\}$ (see the notation in Theorem 3.13). On the other hand, if $\alpha \in S_{k}$ or $\mathbf{A}_{12}=\mathbf{0}$, the two classes of distributions are the same.

Remark 21. The matrix-variate distribution $\mathcal{M G}_{k}(\alpha, \mathbf{A})$ with $\alpha \leq(k-1) / 2$ can be naturally referred to as the singular $M G$ distribution of rank $\lceil 2 \alpha\rceil$. Let us note that the random matrix $\mathbf{X}$ with singular $M G$ distribution is written in terms of its functionally independent elements, $\mathbf{X}_{11}$ and $\mathbf{X}_{12}$. Additionally, Definition 4 tells us that $\mathbf{X}_{11}$ has a non-singular $M G$ distribution, while the conditional distribution of $\mathbf{X}_{12}^{\top}$ given $\mathbf{X}_{11}$ is a non-singular matrix-variate normal, which is consistent with the non-singular case reported in Proposition 2.3.

Next, we point out that the singular Wishart distribution relates in the same manner to the singular MG distribution as it does in the non-singular case. The result below follows directly from Definition 2 and Corollary 3.4 of [41].

Corollary 3.16. If $r=2 \alpha \leq k-1$ is an integer, then the $\mathcal{M G}_{k}\left(\frac{r}{2}, 2 \mathbf{A}\right)$ distribution coincides with the singular Wishart distribution $\mathcal{W}_{k}(r, \mathbf{A})$.

We now provide the density function of the singular MG distribution, with the proof in the Appendix.

Theorem 3.17. Let $\mathbf{X} \sim \mathcal{M G}_{k}(\alpha, \mathbf{A})$, where $\alpha \leq(k-1) / 2$ and $\mathbf{X}$, $\mathbf{A}$ are partitioned as in (3.14). Then the support of the PDF of $\mathbf{X}$ is the subset of non-negative definite $k \times k$ matrices $\mathbf{X}$ of rank $r=\lceil 2 \alpha\rceil$ having the form

$$
\mathbf{X}=\left(\begin{array}{lc}
\mathbf{X}_{11} & \mathbf{X}_{12} \\
\mathbf{X}_{12}^{\top} & \mathbf{X}_{12}^{\top} \mathbf{X}_{11}^{-1} \mathbf{X}_{12}
\end{array}\right)
$$

where $\operatorname{dim}\left(\mathbf{X}_{11}\right)=r \times r$. Moreover, the PDF is given by

$$
\begin{align*}
f_{\mathbf{X}}\left(\mathbf{X}_{11}, \mathbf{X}_{12}\right) & =\frac{\pi^{r(r-k) / 2}}{\Gamma_{r}(\alpha)\left|\mathbf{A}_{11}\right|^{\alpha}\left|\mathbf{A}_{22 \cdot 1}\right|^{r / 2}}\left|\mathbf{X}_{11}\right|^{\alpha-(k+1) / 2} \operatorname{etr}\left\{-\mathbf{A}^{-1} \mathbf{X}\right\}  \tag{3.15}\\
& =\frac{\pi^{r(r-k) / 2}}{\Gamma_{r}(\alpha)|\mathbf{A}|^{\alpha}\left|\mathbf{A}_{22 \cdot 1}\right|^{r / 2-\alpha}}\left|\mathbf{X}_{11}\right|^{\alpha-(k+1) / 2} \operatorname{etr}\left\{-\mathbf{A}^{-1} \mathbf{X}\right\}
\end{align*}
$$

In the next theorem, we consider the LT of the singular Wishart and MG distributions. The result relates to infinite divisibility and Eaton's conjecture (see [9]), the solution of which is given in [33] and [11]. We return to the discussion of infinite divisibility in Section 5. The result below follows directly from Proposition 3.10 upon noticing that for

$$
\mathbf{L}=\left(\begin{array}{cc}
\mathbf{A}_{11}^{1 / 2} & \mathbf{0} \\
\mathbf{A}_{21} \mathbf{A}_{11}^{-1 / 2} & \mathbf{A}_{22 \cdot 1}^{1 / 2}
\end{array}\right)
$$

and a $k \times k$ matrix $\mathbf{T}$ we have

$$
\left(\mathbf{L}^{\top} \mathbf{T} \mathbf{L}\right)_{22}=\mathbf{A}_{22 \cdot 1}^{1 / 2} \mathbf{T}_{22} \mathbf{A}_{22 \cdot 1}^{1 / 2},
$$

followed by Sylvester's determinant identity.
Theorem 3.18. Under the setting and assumptions of Theorem 3.11, the LT of $\mathbf{X}$, evaluated at a symmetric, positive definite $\mathbf{T}$, is given by

$$
\begin{equation*}
\psi_{\mathbf{X}}(\mathbf{T})=\left|\mathbf{I}_{k}+\mathbf{A} \mathbf{T}\right|^{-\alpha}\left|\mathbf{I}_{k-r}+\mathbf{A}_{22 \cdot 1} \mathbf{T}_{22}\right|^{\alpha-\frac{r}{2}} \tag{3.16}
\end{equation*}
$$

Corollary 3.19. We note the following restricted LT of $\mathbf{X}$

$$
\begin{equation*}
\psi_{\mathbf{X}}(\mathbf{T})=\left|\mathbf{I}_{k}+\mathbf{A} \mathbf{T}\right|^{-\alpha} \tag{3.17}
\end{equation*}
$$

where

$$
\mathbf{T}=\left(\begin{array}{ll}
\mathbf{T}_{11} & \mathbf{T}_{12}  \tag{3.18}\\
\mathbf{T}_{12}^{\top} & \mathbf{T}_{22}
\end{array}\right)
$$

with $\mathbf{T}_{22}=\mathbf{0}$ and a symmetric $\mathbf{T}_{11}$ of dimension $r \times r$. Moreover, since the lower-right block $\mathbf{X}_{22}$ is functionally dependent on the remaining blocks of $\mathbf{X}$, this restricted LT uniquely defines the distribution of $\mathbf{X}$.

Corollary 3.20. Under the setting and assumption of Theorem 3.11 with $\mathbf{A}_{12}=$ $\mathbf{A}_{21}^{\top}=\mathbf{0}$, the LT of $\mathbf{X}$ is given by

$$
\psi_{\mathbf{X}}(\mathbf{T})=\left|\mathbf{I}_{k}+\mathbf{A} \mathbf{T}\right|^{-\alpha}\left|\mathbf{I}_{k-r}+\mathbf{A}_{22} \mathbf{T}_{22}\right|^{\alpha-r / 2}
$$

4. An exchangeable extension of the singular matrix-variate gamma CASE

The singular MG distributions introduced in the previous section lack the exchangeability property, described below. Let $\pi \in \mathcal{P}_{k}$, where $\mathcal{P}_{k}$ stands for a set of all permutations of the set $\{1, \ldots, k\}$. We have seen in Corollary 2.2 that the non-singular gamma matrices have a natural permutation invariance. However,
this property does not generally hold in the singular MG case. To see this, consider the standard $2 \times 2$ singular lower-right and upper-left MG variables, which can be represented as

$$
\left(\begin{array}{cc}
\Gamma & \sqrt{\Gamma / 2} Z  \tag{4.1}\\
\sqrt{\Gamma / 2} Z & Z^{2} / 2
\end{array}\right) \quad \text { and } \quad\left(\begin{array}{cc}
Z^{2} / 2 & \sqrt{\Gamma / 2} Z \\
\sqrt{\Gamma / 2} Z & \Gamma
\end{array}\right)
$$

respectively, where $\Gamma$ has a standard gamma distribution with shape parameter $\alpha \leq 1 / 2$ and $Z$ is standard normal, independent of $\Gamma$ (see Proposition 3.2). While the two random matrices in (4.1) can be obtained by permutations of one another in the above sense, their distributions are clearly different for any $\alpha$ strictly less than $1 / 2$.

As seen in this example, the two-dimensional case contains two non-equivalent sub-cases of singular MG distributions for $\alpha<1 / 2$. The situation is even more complex in higher dimensions. For example, in three dimensions, we have three different classes of singular MG distributions when $\alpha \in(1 / 2,1)$ and 3 ! different classes when $\alpha \in(0,1 / 2)$. We claim that in general, when the dimension is equal to $k$, there are $k!/ i$ ! different singular MG distributions when $\alpha \in\left(\frac{i}{2}, \frac{i+1}{2}\right)$ for $i=0, \ldots, k-1$. It is quite remarkable that for $\alpha=i / 2, i=1, \ldots, k-1$, all these different classes collapse to one (singular) Wishart distribution, which is, in fact, exchangeable in the above sense. In the remainder of this section, we explore various modifications of the definition of the singular MG distribution that retain the exchangeability property. For simplicity, we reduce our considerations to the standard singular gamma case, where the dispersion parameter is an identity matrix.

The two-dimensional case offers an elegant way to obtain the exchangeability through Corollary 2.7. The basic properties of this method are summarized in the following result, which follows easily from the properties of the singular MG distributions given in Proposition 3.2.

Proposition 4.1. For $\alpha \in[0,1 / 2]$, define a $2 \times 2$ matrix-variate distribution through the following representation

$$
\mathbf{X}=\mathbf{X}_{0}+\left(\begin{array}{cc}
\Gamma_{1 / 2-\alpha} & 0 \\
0 & 0
\end{array}\right)
$$

where the $\mathbf{X}_{0} \sim \mathcal{M} \mathcal{G}_{2}(\alpha)$ is independent of the standard gamma distributed variable $\Gamma_{1 / 2-\alpha}$ with shape parameter $1 / 2-\alpha$. Then the following properties hold
(i) The distribution of $\mathbf{X}$ is exchangeable, that is

$$
\left(\begin{array}{ll}
X_{11} & X_{12} \\
X_{21} & X_{22}
\end{array}\right) \stackrel{d}{=}\left(\begin{array}{ll}
X_{22} & X_{21} \\
X_{12} & X_{11}
\end{array}\right) .
$$

(ii) The LT of $\mathbf{X}$, evaluated at a symmetric matrix $\mathbf{T}=\left(t_{i j}\right)_{i, j=1}$, is given by

$$
\psi(\mathbf{T})=\left(\left(1+t_{11}\right)\left(1+t_{22}\right)-t_{12}^{2}\right)^{-\alpha}\left(\left(1+t_{11}\right)\left(1+t_{22}\right)\right)^{\alpha-1 / 2}
$$

(iii) The following representations hold

$$
\mathbf{X} \stackrel{d}{=}\left(\begin{array}{cc}
Z_{1 / 2} & 0 \\
Z_{\alpha} & Z_{1 / 2-\alpha}
\end{array}\right)\left(\begin{array}{cc}
Z_{1 / 2} & Z_{\alpha} \\
0 & Z_{1 / 2-\alpha}
\end{array}\right) \stackrel{d}{=}\left(\begin{array}{cc}
Z_{1 / 2-\alpha} & Z_{\alpha} \\
0 & Z_{1 / 2}
\end{array}\right)\left(\begin{array}{cc}
Z_{1 / 2-\alpha} & 0 \\
Z_{\alpha} & Z_{1 / 2}
\end{array}\right) .
$$

(iv) We have the following inverse relations

$$
\begin{aligned}
\left(\mathbf{X}_{0}, \Gamma_{\frac{1}{2}-\alpha}\right) & \stackrel{d}{=}\left(\left(\begin{array}{cc}
X_{11} & X_{12} \\
X_{21} & \frac{X_{21} X_{12}}{X_{11}}
\end{array}\right), X_{22}-\frac{X_{21} X_{12}}{X_{11}}\right) \\
& \stackrel{d}{=}\left(\left(\begin{array}{ll}
X_{22} & X_{21} \\
X_{12} & \frac{X_{12} X_{21}}{X_{22}}
\end{array}\right), X_{11}-\frac{X_{21} X_{12}}{X_{22}}\right) .
\end{aligned}
$$

Unfortunately, this approach does not generalize to an arbitrary dimension. Instead, to obtain exchangeability one can follow a generic alternative approach based on mixing through random permutations of the coordinates. Namely, let $\boldsymbol{\Pi}$ be a random matrix transformation corresponding to a random permutation, which is uniformly distributed over the set $\mathcal{P}_{k}$ of permutations, and let $\mathbf{X} \sim \mathcal{M} \mathcal{G}_{k}(\alpha)$ with $\alpha<\frac{k-1}{2}$. Then, an exchangeable version of $\mathcal{M} \mathcal{G}_{k}(\alpha)$ is obtained as the distribution of

$$
\tilde{\mathbf{X}}=\boldsymbol{\Pi} \mathbf{X}
$$

The properties of $\tilde{\mathbf{X}}$ that follow directly from this definition are straightforward, and thus we omit them here. We only point out that this distribution is no longer singular, and, in the two-dimensional case, does not coincide with the one discussed in Proposition 4.1.

## 5. Infinite divisibility and convolutions properties

The results on the LTs of MG distributions extend the result given in [6], who considered the case of singular Wishart distribution. In particular, it follows from Corollary 1 of [6] that the LT of the $k$-dimensional singular Wishart matrix $\mathbf{X}$ with $n$ degrees of freedom with $n<k$ (which corresponds to $\alpha=n / 2 \leq(k-1) / 2)$ and covariance matrix $\mathbf{A}>0$, i.e. $\mathbf{X} \sim \mathcal{W}_{k}(n, \mathbf{A})$, is given by

$$
\begin{equation*}
\psi_{\mathbf{X}}(\mathbf{T})=\left|\mathbf{I}_{k}+\mathbf{A} \mathbf{T}\right|^{-\alpha} \tag{5.1}
\end{equation*}
$$

where $\mathbf{T}=\left(t_{i j}\right)_{i, j=1, \ldots, k}$ with $t_{i j}=0$ for $i, j=n+1, \ldots, k$. However, as can be seen from Proposition 3.10 and Theorems 3.13 and 3.18 , the requirement that $t_{i j}=0$ for $i, j=n+1, \ldots, k$ is not really necessary. In fact, the ChF corresponding to the LT in (5.1) with an unrestricted $\mathbf{T}$ was investigated in the past. In particular, it was shown in [33] that this function corresponds to a probability distribution if and only if it is either singular Wishart or non-singular gamma. Indeed, our results in Section 3 show that for a non-singular MG (but not Wishart), assuming $t_{i j}=0$ for $i, j=n+1, \ldots, k$ in the LT does not uniquely define a distribution even if it is singular (see Theorems 3.13 and 3.18).

These observations lead directly to the following semi-group property for general MG distributions that originally was shown in [13] through a more analytical argument, see also [23]. In the result below, the only case not covered in the previous discussion is one with $\alpha=i / 2, i=1, \ldots, k-1$, and $\beta \geq(k-1) / 2$. However, the latter follows from the LT (5.1) of singular Wishart distribution.

Corollary 5.1. The semi-group relation

$$
\mathcal{M G}_{k}(\alpha, \mathbf{A}) * \mathcal{M G}_{k}(\beta, \mathbf{A}) \stackrel{d}{=} \mathcal{M G}_{k}(\alpha+\beta, \mathbf{A})
$$

holds for any $\alpha, \beta \in\{i / 2, i=1, \ldots, k-1\} \cup((k-1) / 2, \infty)$.

We conclude that the class of (non-singular) MG distributions with a fixed dispersion matrix parameter is closed under convolutions and that the convolution property extends beyond the non-singular case to include the singular Wishart case as well. Nevertheless, the MG distribution is not infinitely divisible, which is well known, discussed in the introduction from a historical perspective.

In another line of work, the problem was also studied for the vector variate gamma distribution, and the sufficient and necessary condition for infinite divisibility in terms of the matrix scale parameter $\mathbf{A}$ has been best described in [2]. Since the class of multivariate gamma distributions is specified in a simple manner by the LT written in the form (5.1), irrespectively if one deals with matrices or vectors ( $\mathbf{T}$ must be diagonal in the latter case), the conditions for infinite divisibility can be easily confused. Thus let us emphasize that the infinite divisibility in the vector gamma case holds if and only if the matrix $\mathbf{A}$ satisfies the following condition:
There is a diagonal matrix $\mathbf{D}$ with diagonal elements 1 or -1 , such that $(\mathbf{D A D})^{-1}$ has non-positive off-diagonal elements.

Since this condition could be formulated without any changes for the matrixvariate case as well, it was mistakenly regarded as the solution to the problem of infinite divisibility, see, for example, [8]. In the following remark, we present an argument showing that such a direct matrix-variate extension of Bapat's theorem does not hold, as expected.

Remark 22. Let us note that the identity matrix $\mathbf{D}=\mathbf{I}_{k}$ satisfies the above Bapat's condition. Consequently, for each $\alpha>0$, the function $\mathbf{t} \rightarrow\left|\mathbf{I}_{k}+\operatorname{diag}(\mathbf{t})\right|^{-\alpha}$ of a vector argument $\mathbf{t} \in \mathbb{R}_{+}^{k}$ is a genuine LT of a vector variate probability distribution (describing a random vector of $k$ IID standard gamma variables with shape parameter $\alpha$ ). However, if this was also the case for a matrix-variate argument $\mathbf{T} \in \mathbb{S}_{k}^{+}$, then Proposition 2.1 (with $\mathbf{A}=\mathbf{I}_{k}$ and $\mathbf{L}=\mathbf{A}^{1 / 2}$ ) would imply that the function $\mathbf{T} \rightarrow\left|\mathbf{I}_{k}+\mathbf{T A}\right|^{-\alpha}$ corresponded to a probability distribution on the cone $\mathbb{S}_{k}^{+}$for any $\alpha>0$ and $\mathbf{A} \in \mathbb{S}_{k}^{+}$. This, however, would be contradictory to the above Bapat's condition if the latter was true for the matrix case.

We show below that the lack of infinite divisibility can be mitigated through a certain modification of the convolution property, which is quite natural and follows from the derived form of the LT of the MG family. This modification leads to a semi-group of distributions on the set of positive definite matrices with respect to the shape parameter $\alpha$, which mimics the classical infinitely divisible set-up.

We first note that Corollary 2.5 holds for each $\alpha>0$ if $\mathbf{A}_{12}=\mathbf{A}_{21}^{\top}=\mathbf{0}$. In order not to be distracted by matrix scaling parameters, we formulate the results below for the standard MG distribution, where $\mathbf{A}=\mathbf{I}_{k}$. Further, we let $\mathcal{M G}_{k}^{r}(\alpha)$ denote the distribution of a $k \times k$ random matrix that has $\mathcal{M} \mathcal{G}_{k-r}(\alpha)$ distribution in the lower-right $(k-r) \times(k-r)$ block and zeros everywhere else. Note that for $k>1$, we have the following distributional behavior as $\alpha$ approaches zero

$$
\lim _{\alpha \rightarrow 0^{+}} \mathcal{M} \mathcal{G}_{k}(\alpha)=\mathcal{M} \mathcal{G}_{k}^{1}(1 / 2)
$$

i.e. the lower-right $(k-1) \times(k-1)$ corner has the Wishart distribution $\mathcal{W}_{k-1}\left(1, \mathbf{I}_{k-1} / 2\right)$. Accordingly, the distribution on the right-hand-side above is considered to be a MG distribution with $\alpha=0$, that is $\mathcal{M G}_{k}(0)=\mathcal{M} \mathcal{G}_{k}^{1}(1 / 2)$.

Theorem 5.2. In the above notation, the following convolution property holds for the standard $\mathcal{M G}_{k}(\alpha)(\alpha>0)$ family

$$
\begin{equation*}
\mathcal{M} \mathcal{G}_{k}(\alpha) * \mathcal{M} \mathcal{G}_{k}(\beta) * \mathcal{F}_{k}^{L}=\mathcal{M} \mathcal{G}_{k}(\alpha+\beta) * \mathcal{F}_{k}^{R} \tag{5.2}
\end{equation*}
$$

where

$$
\begin{aligned}
& \left\lfloor\frac{k-r_{\alpha+\beta}-1}{2}\right\rfloor \\
& \mathcal{F}_{k}^{L}=\quad * \quad \mathcal{M G}_{k}^{r_{\alpha+\beta}+2 i}\left(\frac{r_{\alpha+\beta}}{2}-\alpha-\beta\right) \\
& i=0 \\
& *{\underset{i=0}{\left\lfloor\frac{k-r_{\alpha}}{2}-1\right\rfloor} \mathcal{M \mathcal { G }}_{k}^{r_{\alpha}+2 i+1}\left(\alpha-\frac{r_{\alpha}-1}{2}\right) *{\underset{i=0}{\left\lfloor\frac{k-r_{\beta}}{2}-1\right\rfloor}}_{*}^{*} \mathcal{M G}_{k}^{r_{\beta}+2 i+1}\left(\beta-\frac{r_{\beta}-1}{2}\right)}_{\substack{ \\
*}} \\
& \mathcal{F}_{k}^{R}=\stackrel{\left\lfloor\frac{k-r_{\alpha+\beta}}{2}-1\right\rfloor}{*} \mathcal{M G}_{k}^{r_{\alpha+\beta}+2 i+1}\left(\alpha+\beta-\frac{r_{\alpha+\beta}-1}{2}\right) \\
& i=0 \\
& \text { * } \quad * \mathcal{M G}_{k}^{r_{\alpha}+2 i}\left(\frac{r_{\alpha}}{2}-\alpha\right) * \stackrel{\left.\frac{k-r_{\alpha}-1}{2}\right\rfloor}{*} \boldsymbol{*}^{\left\lfloor\frac{k-r_{\beta}-1}{2}\right\rfloor} \mathcal{M G}_{k}^{r_{\beta}+2 i}\left(\frac{r_{\beta}}{2}-\beta\right) \text {, } \\
& i=0 \\
& i=0
\end{aligned}
$$

$r_{a}$ is set to $\lceil 2 a\rceil$ for $2 a \leq k-1$ and to $2 a$ otherwise, and the $\lceil\cdot\rceil,\lfloor\cdot\rfloor$ are the ceiling and the floor functions, respectively. Moreover, the convolution operator over an empty set of the indices is assumed to yield a degenerated distribution sitting on the $k \times k$ matrix of zeros. We also assume that whenever dimensions of the matrices in the above convolution products are not interpretable the corresponding term represents the degenerated distribution residing on the $k \times k$ zero matrix.

Let us take a closer look at the special case $k=2$, where we have four distinct cases:
(i) $r_{\alpha}=r_{\beta}=r_{\alpha+\beta}=1$, leading to

$$
\mathcal{F}_{2}^{L}=\mathcal{M G}_{2}^{1}\left(\frac{1}{2}-\alpha-\beta\right), \mathcal{F}_{2}^{R}=\mathcal{M G}_{2}^{1}\left(\frac{1}{2}-\alpha\right) * \mathcal{M G}_{2}^{1}\left(\frac{1}{2}-\beta\right)
$$

(ii) $r_{\alpha}=r_{\beta}=1$ while $r_{\alpha+\beta}>1$, so that

$$
\mathcal{F}_{2}^{L}=\delta_{\mathbf{0}}, \quad \mathcal{F}_{2}^{R}=\mathcal{M G}_{2}^{1}\left(\frac{1}{2}-\alpha\right) * \mathcal{M} \mathcal{G}_{2}^{1}\left(\frac{1}{2}-\beta\right)
$$

where $\delta_{\mathbf{0}}$ is a degenerated distribution at $\mathbf{0}$;
(iii) Only one of $r_{\alpha}$ and $r_{\beta}$ is equal to one, while the other one is greater than 1 , in which case we also have $r_{\alpha+\beta}>1$. For example, if $r_{\beta}=1$, we have

$$
\mathcal{F}_{2}^{L}=\delta_{\mathbf{0}}, \quad \mathcal{F}_{2}^{R}=\mathcal{M} \mathcal{G}_{2}^{1}\left(\frac{1}{2}-\beta\right)
$$

(iv) All three values are greater than 1 , in which case we have $\mathcal{F}_{2}^{L}=\mathcal{R}_{2}^{L}=\delta_{\mathbf{0}}$ and the regular convolution property holds.

We summarize this special case in the result below, where, without loss of generality, we assume that $\alpha \geq \beta$.

Corollary 5.3. The case of $k=2$ with $\alpha \geq \beta$ yields the following

$$
\mathcal{M G}_{2}(\alpha) * \mathcal{M G}_{2}(\beta)=\mathcal{M G}_{2}(\alpha+\beta) * \begin{cases}\delta_{0} & \text { for } \alpha, \beta \geq \frac{1}{2}  \tag{5.3}\\ \mathcal{M G}_{2}(0) & \text { for } \alpha+\beta \leq \frac{1}{2} \\ \mathcal{M G}_{2}^{1}(1-\alpha-\beta) & \text { for } \frac{1}{4}<\alpha \leq \frac{1}{2}, \alpha+\beta>\frac{1}{2} \\ \mathcal{M} \mathcal{G}_{2}^{1}\left(\frac{1}{2}-\beta\right) & \text { for } \beta \leq \frac{1}{2}, \alpha>\frac{1}{2} .\end{cases}
$$

Remark 23. Note that when $\alpha, \beta \geq 1 / 2$, we get the regular convolution property, consistent with Corollary 5.1.

In [39], a question of infinite divisibility of the blocks in general Wishart matrices was posed. The remaining part of this section is devoted to a complete characterization of this property in terms of suitable stochastic process representation of MG distributions. This representation is most conveniently expressed in terms of an infinitely divisible matrix-variate stochastic process, which we shall introduce first.

First, we let $\boldsymbol{\Gamma}(\mathbf{t})=\left(\Gamma_{1}\left(t_{1}\right), \ldots, \Gamma_{k}\left(t_{k}\right)\right), \mathbf{t} \in \mathbb{R}^{k}$, where the $\left\{\Gamma_{i}(t), t \in \mathbb{R}\right\}$ are IID standard gamma motions, extended to the whole real line by setting $\Gamma_{i}(t)=0$ for $t \leq 0, i=1, \ldots, k$. Next, we let $\left\{B_{i, j}(t), t \in \mathbb{R}_{+}\right\}, i, j=1, \ldots, k$, be IID standard Brownian motions. Further, we let $\mathbf{B}(\mathbf{t}), \mathbf{t}=\left(t_{1}, \ldots, t_{k}\right) \in \mathbb{R}_{+}^{k}$, be a triangular matrix-variate Brownian motion, defined as a process having zeros on and above the main diagonal and with values of $\left(B_{i, j}\left(t_{j}\right)\right.$ at the $(i, j)$ th location below the diagonal, where $1 \leq j<i \leq k$. Following the standard construction in one-dimension, we now define a triangular matrix-variate Laplace motion through the subordination,

$$
\mathbf{L}(\mathbf{t})=\frac{\sqrt{2}}{2} \mathbf{B}(\boldsymbol{\Gamma}(\mathbf{t})), \quad \mathbf{t} \in \mathbb{R}^{k}
$$

assuming that the processes $\mathbf{B}(\cdot)$ and $\boldsymbol{\Gamma}(\cdot)$ are independent. Finally, we define a matrix-variate stochastic process

$$
\mathbf{G L}(\mathbf{t})=\operatorname{diag}(\mathbf{\Gamma}(\mathbf{t}))+\mathbf{L}(\mathbf{t})+\mathbf{L}(\mathbf{t})^{\top}, \quad \mathbf{t} \in \mathbb{R}^{k}
$$

which we term a matrix gamma-Laplace motion. The name is justified by the following result, whose straightforward proof is given in the appendix.
Proposition 5.4. A gamma-Laplace motion GL is a Lévy motion on $\mathbb{R}_{+}^{k}=$ $[0, \infty)^{k}$, i.e. a process started at zero and with independent and homogeneous increments, satisfying the following conditions:
(i) $\mathbf{G L}(\mathbf{0})=\mathbf{0}$;
(ii) For each $m$ and $\mathbf{t}_{i}=\left(t_{i, 1}, \ldots t_{i, k}\right)^{\top}, \mathbf{s}_{i}=\left(s_{i, 1}, \ldots s_{i, k}\right)^{\top} \in(0, \infty)^{k}, i=$ $1, \ldots, m$, such that $t_{i, j} \leq t_{i, j}+s_{i, j} \leq t_{i+1, j}, i=1, \ldots, m-1, j=1, \ldots, k$, the random variables $\mathbf{G L}\left(\mathbf{t}_{i}+\mathbf{s}_{i}\right)-\mathbf{G L}\left(\mathbf{t}_{i}\right)$ are independent, with distributions depending only on the $\left\{\mathbf{s}_{i}\right\}, i=1, \ldots, m$;
(iii) The LT and the ChF of $\mathbf{G L}(\mathbf{s})$, where $\mathbf{s}=\left(s_{1}, \ldots, s_{k}\right)^{\top} \in \mathbb{R}_{+}^{k}$, evaluated at a symmetric $k \times k$ matrix $\mathbf{T}=\left(t_{i, j}\right), i, j=1, \ldots k$, are given by

$$
\begin{aligned}
\psi_{\mathbf{G L}(\mathbf{t})}(\mathbf{T}) & =\frac{1}{\prod_{l=1}^{k}\left(1+\tilde{\mathbf{t}}_{l} \tilde{\mathbf{t}}_{l}^{\top}+t_{l l}\right)^{s_{l}}} \\
\phi_{\mathbf{G L}(\mathbf{t})}(\mathbf{T}) & =\frac{1}{\prod_{l=1}^{k}\left(1+\tilde{\mathbf{t}}_{l} \tilde{\mathbf{t}}_{l}^{\top}-\iota t_{l l}\right)^{s_{l}}}
\end{aligned}
$$

$$
\text { respectively, where } \tilde{\mathbf{t}}_{l}=\left(t_{l, l+1} t_{l, l+2} \ldots t_{l, k}\right) \text { for } l=1, \ldots, k-1 \text { and } \tilde{\mathbf{t}}_{k}=0
$$

Corollary 5.5. The distribution of $(\boldsymbol{\Gamma}(\mathbf{t}), \mathbf{L}(\mathbf{t}))$ is infinitely divisible for each $\mathbf{t} \in$ $\mathbb{R}^{k}$.

While the gamma-Laplace process is infinitely divisible, its values are not necessarily positive definite matrices. However, the following modification leads to a process having values in $\mathbb{S}_{k}^{+}$

$$
\begin{equation*}
\mathbf{X}=\mathbf{G} \mathbf{L}+\operatorname{diag}(\mathbf{G} \mathbf{L})^{-\frac{1}{2}} \operatorname{ltr}(\mathbf{G} \mathbf{L}) \operatorname{ltr}(\mathbf{G} \mathbf{L})^{\top} \operatorname{diag}(\mathbf{G} \mathbf{L})^{-\frac{1}{2}} \tag{5.4}
\end{equation*}
$$

where $\operatorname{ltr}(\mathbf{G L})$ is a triangular matrix with the entries of $\mathbf{G L}$ below the main diagonal and zeros otherwise. The following results summarize the properties of $\mathbf{X}$ that justify using the name matrix-variate gamma process for $\mathbf{X}$. They can be easily verified by using standard matrix algebra.

Proposition 5.6. Consider the matrix-variate gamma process $\mathbf{X}$ given by (5.4). Then

$$
\mathbf{X}=\operatorname{diag}(\boldsymbol{\Gamma})+\left(\mathbf{L}+\mathbf{L}^{\top}\right)+\operatorname{diag}(\boldsymbol{\Gamma})^{-\frac{1}{2}} \mathbf{L}^{\top} \operatorname{diag}(\boldsymbol{\Gamma})^{-\frac{1}{2}}=\mathbf{R} \mathbf{R}^{\top}
$$

where $\mathbf{R}$ is a lower triangular matrix process defined as follows

$$
\begin{aligned}
\mathbf{R}(\mathbf{t}) & =\operatorname{diag}(\boldsymbol{\Gamma})^{\frac{1}{2}}+\operatorname{diag}(\boldsymbol{\Gamma})^{-\frac{1}{2}} \mathbf{L} \\
& =\left(\begin{array}{ccccccc}
\sqrt{\Gamma_{1}\left(t_{1}\right)} & 0 & 0 & 0 & \ldots & 0 & 0 \\
\frac{L_{21}\left(t_{1}\right)}{\sqrt{\Gamma_{1}\left(t_{1}\right)}} & \sqrt{\Gamma_{2}\left(t_{2}\right)} & 0 & 0 & \ldots & 0 & 0 \\
\frac{L_{31}\left(t_{1}\right)}{\sqrt{\Gamma_{1}\left(t_{1}\right)}} & \frac{L_{32}\left(t_{1}\right)}{\sqrt{\Gamma_{2}\left(t_{2}\right)}} & \sqrt{\Gamma_{3}\left(t_{3}\right)} & 0 & \ldots & 0 & 0 \\
\frac{L_{41}\left(t_{1}\right)}{\sqrt{\Gamma_{1}\left(t_{1}\right)}} & \frac{L_{42}\left(t_{1}\right)}{\sqrt{\Gamma_{2}\left(t_{2}\right)}} & \frac{L_{42}\left(t_{1}\right)}{\sqrt{\Gamma_{3}\left(t_{3}\right)}} & \sqrt{\Gamma_{4}\left(t_{4}\right)} & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
\frac{L_{k-11}\left(t_{1}\right)}{\sqrt{\Gamma_{1}\left(t_{1}\right)}} \frac{L_{k-12}\left(t_{2}\right)}{\sqrt{\Gamma_{2}\left(t_{2}\right)}} \frac{L_{k-13}\left(t_{3}\right)}{\sqrt{\Gamma_{3}\left(t_{2}\right)}} & \frac{L_{k-13}\left(t_{3}\right)}{\sqrt{\Gamma_{3}\left(t_{2}\right)}} & \cdots & \sqrt{\Gamma_{k-1}\left(t_{k-1}\right)} & 0 \\
\frac{L_{k 1}\left(t_{1}\right)}{\sqrt{\Gamma_{1}\left(t_{1}\right)}} & \frac{L_{k 2}\left(t_{2}\right)}{\sqrt{\Gamma_{2}\left(t_{2}\right)}} & \frac{L_{k 3}\left(t_{3}\right)}{\sqrt{\Gamma_{3}\left(t_{2}\right)}} & \frac{L_{k 3}\left(t_{3}\right)}{\sqrt{\Gamma_{3}\left(t_{2}\right)}} & \cdots & \frac{L_{k k-1}\left(t_{k-1}\right)}{\sqrt{\Gamma_{k-1}\left(t_{k-1}\right)}} & \sqrt{\Gamma_{k}\left(t_{k}\right)}
\end{array}\right) .
\end{aligned}
$$

Due to its role in decomposing the matrix-variate gamma process, we call the process $\mathbf{R}$ triangular matrix Rayleigh.

Finally, the following immediate consequence of Theorem 3.5 provides a link between the process $\mathbf{X}$ defined above and MG distribution with an arbitrary shape parameter.

Corollary 5.7. For $t>0$, let $\mathbf{t}(t)=\left(t, t-\frac{1}{2}, \ldots, t-\frac{k-1}{2}\right)$. Then, we have

$$
\mathbf{X}(\mathbf{t}(t)) \sim \mathcal{M} \mathcal{G}_{k}(t)
$$

## Appendix A. Proofs

Proof of Proposition 2.1. The result follows from the following identities

$$
\begin{aligned}
& \psi_{\mathbf{L X L}^{\top}}(\mathbf{T})=\mathbb{E}[\operatorname{etr}\{-\mathbf{T L X L} \\
& \\
&=\left|\mathbf{I}_{k}+\mathbf{L}^{\top} \mathbf{T} \mathbf{L} \mathbf{A}\right|^{-\alpha}=\left|\mathbf{I}_{q}+\mathbf{T} \mathbf{L} \mathbf{A} \mathbf{L}^{\top}\right|^{-\alpha}
\end{aligned}
$$

where the first line follows from the properties of trace, while the second line follows from (2.2) and Sylvester's determinant theorem.

Proof of Corollary 2.4. Let us consider the following matching of the parameters of Proposition 2.3: $v=r, u=k-r, \mathbf{A}=\mathbf{A}_{22 \cdot 1}^{-1}, \mathbf{C}=\mathbf{x}_{21}$, and $\mathbf{B}=\mathbf{A}_{11 \cdot 2}^{-1}$, where we assume that $\mathbf{X}_{12}^{\top}=\mathbf{x}_{12}^{\top}=\mathbf{x}_{21}$ is non-random. Then, by Proposition 2.3 and (2.7), $\mathbf{Y}$ is distributed the same as $\mathbf{X}_{11} \mid\left(\mathbf{X}_{12}=\mathbf{x}_{12}\right), \mathbf{Z}$ has the same distribution as $\mathbf{X}_{11 \cdot 2}$, and $\mathbf{X}_{22}^{-1} \mid \mathbf{X}_{21}=\mathbf{x}_{21}$ has the same distribution as $\mathbf{X}$. In the latter, we use the symmetry of MG distributions with respect to permutations and apply Proposition 2.3 to the variable, where the roles of the blocks are reversed, i.e. $\mathbf{X}_{11}$ is swapped with $\mathbf{X}_{22}$ and $\mathbf{X}_{21}$ with $\mathbf{X}_{12}$. On the other hand, $\mathbf{X}_{11 \cdot 2}$ is independent of $\left(\mathbf{X}_{22}, \mathbf{X}_{12}\right)$ and thus

$$
\begin{aligned}
\mathbf{X}_{11} \mid\left(\mathbf{X}_{22}=\mathbf{x}_{22}, \mathbf{X}_{12}=\mathbf{C}^{\top}\right) & =\mathbf{X}_{11 \cdot 2}+\mathbf{C}^{\top} \mathbf{x}_{22}^{-1} \mathbf{C} \\
& \stackrel{d}{=} \mathbf{Z}+\mathbf{C}^{\top} \mathbf{x}_{22}^{-1} \mathbf{C}
\end{aligned}
$$

where the second term on the right-hand side is non-random. Consequently,

$$
\begin{aligned}
\mathbf{Y} & \stackrel{d}{=} \mathbf{Z}+\mathbf{C}^{\top}\left(\mathbf{X}_{22}^{-1} \mid \mathbf{X}_{21}=\mathbf{C}\right) \mathbf{C} \\
& =\mathbf{Z}+\mathbf{C}^{\top}\left(\mathbf{X}_{22} \mid \mathbf{X}_{21}=\mathbf{C}\right)^{-1} \mathbf{C}
\end{aligned}
$$

where $\mathbf{X}_{22} \mid \mathbf{X}_{21}=\mathbf{C} \sim \mathcal{M G \mathcal { I }} \mathcal{G}_{u}\left(\alpha-v / 2,2 \mathbf{C B C}^{\top}, 2 \mathbf{A}\right)$ and is independent of $\mathbf{Z}$. Applying (2.7) leads to the final conclusion.

Proof of Proposition 2.6. The only relation to be shown is the distributional invariance on coordinate permutations. Let us define

$$
\begin{aligned}
\tilde{Z}_{\alpha+\beta} & =\delta \sqrt{Z_{\alpha}^{2}+Z_{\beta}^{2}} \\
\tilde{Z}_{\alpha} & =\left|Z_{\alpha+\beta}\right| Z_{\alpha} / \sqrt{Z_{\alpha}^{2}+Z_{\beta}^{2}} \\
\tilde{Z}_{\beta} & =\tilde{\delta}\left|Z_{\alpha+\beta}\right| \sqrt{1-Z_{\alpha}^{2} /\left(Z_{\alpha}^{2}+Z_{\beta}^{2}\right)}
\end{aligned}
$$

where $\delta=\operatorname{sign}\left(Z_{\alpha+\beta}\right)$ and $\tilde{\delta}=\operatorname{sign}\left(Z_{\beta}\right)$. By direct algebra, we have

$$
\left(\begin{array}{cc}
Z_{\alpha+\beta}^{2} & Z_{\alpha+\beta} Z_{\alpha} \\
Z_{\alpha+\beta} Z_{\alpha} & Z_{\alpha}^{2}+Z_{\beta}^{2}
\end{array}\right)=\left(\begin{array}{cc}
\tilde{Z}_{\alpha}^{2}+\tilde{Z}_{\beta}^{2} & \tilde{Z}_{\alpha+\beta} \tilde{Z}_{\alpha} \\
\tilde{Z}_{\alpha+\beta} \tilde{Z}_{\alpha} & \tilde{Z}_{\alpha+\beta}^{2}
\end{array}\right)
$$

It is well-known that for independent gamma $\Gamma_{\alpha+\beta}$ and beta $B_{\alpha, \beta}$ random variables, the variables $\Gamma_{\alpha+\beta} B_{\alpha, \beta}$ and $\Gamma_{\alpha+\beta}\left(1-B_{\alpha, \beta}\right)$ are independent and gamma distributed, with shape parameters $\alpha$ and $\beta$, respectively. Note that $\tilde{Z}_{\alpha+\beta}^{2}, \tilde{Z}_{\alpha}^{2}, \tilde{Z}_{\beta}^{2}$ have gamma distributions with the respective shapes, and are also mutually independent. Finally, the signs of all the variables are mutually independent, producing

$$
\left(Z_{\alpha+\beta}, Z_{\alpha}, Z_{\beta}\right) \stackrel{d}{=}\left(\tilde{Z}_{\alpha+\beta}, \tilde{Z}_{\alpha}, \tilde{Z}_{\beta}\right)
$$

This concludes the proof.
Proof of Proposition 2.9. Without loss of generality, we assume that we deal with the zero mean entries of $\mathbf{X}$. Let $\tilde{\mathbf{X}}=\operatorname{vec} \mathbf{X}$. Then $\tilde{\mathbf{X}} \tilde{\mathbf{X}}^{\top}$ is made of $k \times k$ blocks $\mathbf{X}_{\cdot i} \mathbf{X}_{j .}, i, j=1, \ldots, k$. Thus the covariance matrix $\mathbb{E}\left(\tilde{\mathbf{X}} \tilde{\mathbf{X}}^{\top}\right)$ is made of the blocks $\mathbb{E}\left(\mathbf{X}_{. i} \mathbf{X}_{j}.\right), i, j=1, \ldots, k$. By the assumption of uncorrelated entries,

$$
\mathbb{E}\left(\mathbf{X}_{\cdot i} \mathbf{X}_{i \cdot}\right)=\operatorname{diag}\left(\boldsymbol{\Sigma}_{\cdot i}\right)
$$

and

$$
\mathbb{E}\left(\mathbf{X}_{\cdot i} \mathbf{X}_{j .}\right)=\sigma_{i j} \mathbf{S}_{i j},
$$

where $\mathbf{S}_{i j}$ are defined in (2.17). Then the conclusions follows from the definition of $\mathbf{K}_{k}$ and a straightforward rearrangement of the above identities.

Proof of Proposition 2.11. If $\mathbf{X} \sim \mathcal{M} \mathcal{A}_{r, l}(\alpha ; \mathbf{A}, \mathbf{M}, \boldsymbol{\Sigma})$, where $\alpha>\frac{r-1}{2}$, then $\mathbf{X} \mid \boldsymbol{\Gamma}$ is matrix normal $\mathcal{M} \mathcal{N}_{r, l}(\boldsymbol{\Gamma M}, \boldsymbol{\Gamma} \otimes \boldsymbol{\Sigma})$. Consequently, the LT of this conditional distribution evaluated at a $r \times l$ real matrix $\mathbf{T}$ is given by

$$
\psi_{\mathbf{X} \mid \boldsymbol{\Gamma}}(\mathbf{T})=\mathbb{E}\left(\operatorname{etr}\left\{-\mathbf{T}^{\top} \mathbf{X}\right\} \mid \boldsymbol{\Gamma}\right)=\operatorname{etr}\left\{-\mathbf{T}^{\top} \boldsymbol{\Gamma} \mathbf{M}+\frac{1}{2} \mathbf{T}^{\top} \boldsymbol{\Gamma} \mathbf{T} \boldsymbol{\Sigma}\right\}, \quad \mathbf{T} \in \mathbb{R}^{r \times l},
$$

which is obtained by evaluating the MGF of this conditional distribution at $-\mathbf{T}$ (or by evaluating the ChF of this conditional matrix normal distribution at $\iota \mathbf{T}$ ). Using standard properties of the trace operator, this formula can be written as

$$
\psi_{\mathbf{X} \mid \boldsymbol{\Gamma}}(\mathbf{T})=\mathbb{E}\left(\operatorname{etr}\left\{-\mathbf{T}^{\top} \mathbf{X}\right\} \mid \boldsymbol{\Gamma}\right)=\operatorname{etr}\left\{-\mathbf{M T}^{\top} \boldsymbol{\Gamma}+\frac{1}{2} \mathbf{T} \boldsymbol{\Sigma} \mathbf{T}^{\top} \boldsymbol{\Gamma}\right\}, \quad \mathbf{T} \in \mathbb{R}^{r \times l}
$$

Further, since $\operatorname{tr}\left(\mathbf{M T}^{\top} \boldsymbol{\Gamma}\right)=\operatorname{tr}\left(\mathbf{T M}^{\top} \boldsymbol{\Gamma}\right)$, we can also write
$\psi_{\mathbf{X} \mid \boldsymbol{\Gamma}}(\mathbf{T})=\mathbb{E}\left(\operatorname{etr}\left\{-\mathbf{T}^{\top} \mathbf{X}\right\} \mid \boldsymbol{\Gamma}\right)=\operatorname{etr}\left\{-\frac{1}{2}\left[\mathbf{M} \mathbf{T}^{\top}+\mathbf{T} \mathbf{M}^{\top}-\mathbf{T} \boldsymbol{\Sigma} \mathbf{T}^{\top}\right] \boldsymbol{\Gamma}\right\}, \quad \mathbf{T} \in \mathbb{R}^{r \times l}$.
Finally, since $\psi_{\mathbf{X}}(\mathbf{T})=\mathbb{E}\left\{\mathbb{E}\left(\operatorname{etr}\left\{-\mathbf{T}^{\top} \mathbf{X}\right\} \mid \boldsymbol{\Gamma}\right)\right\}$, the above leads to

$$
\psi_{\mathbf{X}}(\mathbf{T})=\mathbb{E}\left(\operatorname{etr}\left\{-\frac{1}{2}\left[\mathbf{M T}^{\top}+\mathbf{T} \mathbf{M}^{\top}-\mathbf{T} \boldsymbol{\Sigma} \mathbf{T}^{\top}\right] \boldsymbol{\Gamma}\right\}\right)
$$

which we recognize as the LT of the distribution of $\boldsymbol{\Gamma} \sim \mathcal{M G}_{r}(\alpha, \mathbf{A})$ evaluated at a symmetric matrix

$$
\tilde{\mathbf{T}}=\frac{1}{2}\left[\mathbf{M} \mathbf{T}^{\top}+\mathbf{T M}^{\top}-\mathbf{T} \boldsymbol{\Sigma} \mathbf{T}^{\top}\right] .
$$

This yields the form of the Laplace transform of $\mathbf{X}$. Indeed, by the assumption (2.18), $\tilde{\mathbf{T}}$ is within the range of the Laplace transform (see (2.2)), since

$$
\mathbf{I}_{r}+\mathbf{A}^{1 / 2} \tilde{\mathbf{T}} \mathbf{A}^{1 / 2}=\mathbf{I}_{r}+\frac{\mathbf{A}^{\frac{1}{2}}\left(\mathbf{T} \mathbf{M}^{\top}+\mathbf{M} \mathbf{M}^{\top}-\mathbf{T} \boldsymbol{\Sigma} \mathbf{T}^{\top}\right) \mathbf{A}^{\frac{1}{2}}}{2}
$$

The argument for the ChF is similar.

Proof of Proposition 2.12. Assume first that $\alpha>(r+l-1) / 2$. Then the proof is a direct consequence of Parts (i) - (iii) and (vi) of Proposition 2.3. Namely, for the blocks in this result, we again set $\mathbf{A}$ in Proposition 2.12 to coincide with $\mathbf{A}_{11}$ of Proposition 2.3, $\mathbf{M}=\mathbf{A}_{11}^{-1} \mathbf{A}_{12}$, and $\boldsymbol{\Sigma}=\frac{1}{2} \mathbf{A}_{22 \cdot 1}$. We first note that with any choice of $\mathbf{A}, \boldsymbol{\Sigma}$, and $\mathbf{M}$ as in Proposition 2.12, the following matrix

$$
\left(\begin{array}{cc}
\mathbf{A} & \mathbf{A M} \\
\mathbf{M}^{\top} \mathbf{A} & 2 \boldsymbol{\Sigma}+\mathbf{M}^{\top} \mathbf{A M}
\end{array}\right)=\left(\begin{array}{cc}
\mathbf{A} & \mathbf{A M} \\
\mathbf{M}^{\top} \mathbf{A} & \mathbf{M}^{\top} \mathbf{A M}
\end{array}\right)+\left(\begin{array}{cc}
\mathbf{0} & \mathbf{0} \\
\mathbf{0} & 2 \boldsymbol{\Sigma}
\end{array}\right)
$$

is a positive definite matrix that can be substituted for $\mathbf{A}$ in Proposition 2.3 (the first term in the sum is the covariance matrix of $\left(\mathbf{X}, \mathbf{M}^{\top} \mathbf{X}\right)$, where $\mathbf{X}$ has $\mathbf{A}$ as its covariance).

Identifying $\mathbf{X}_{11}$ as $\mathbf{A}^{\frac{1}{2}} \boldsymbol{\Gamma} \mathbf{A}^{\frac{1}{2}}$, from Parts (i) and (iii) of Proposition 2.3, we obtain in the new notation

$$
\mathbf{X}_{12}=\mathbf{A}^{\frac{1}{2}} \boldsymbol{\Gamma} \mathbf{A}^{\frac{1}{2}} \mathbf{M}+\left(\mathbf{A}^{\frac{1}{2}} \boldsymbol{\Gamma} \mathbf{A}^{\frac{1}{2}}\right)^{\frac{1}{2}} \mathbf{Z} \boldsymbol{\Sigma}^{\frac{1}{2}}
$$

On the other hand, noticing that $\mathbf{A}^{\prime}$ coincides with $\mathbf{A}_{22}$ of Proposition 2.3 and identifying $\mathbf{X}_{22}$ there as $\mathbf{A}^{\prime \frac{1}{2}} \boldsymbol{\Gamma}^{\prime} \mathbf{A}^{\prime \frac{1}{2}}, \mathbf{M}^{\prime}=\mathbf{A}_{22}^{-1} \mathbf{A}_{21}$, and $\boldsymbol{\Sigma}^{\prime}=\frac{1}{2} \mathbf{A}_{11 \cdot 2}$, Parts (vi) and (ii) yield

$$
\mathbf{X}_{12}=\mathbf{M}^{\prime \top} \mathbf{A}^{\prime \frac{1}{2}} \boldsymbol{\Gamma}^{\prime} \mathbf{A}^{\prime \frac{1}{2}}+\boldsymbol{\Sigma}^{\prime \frac{1}{2}} \mathbf{Z}\left(\mathbf{A}^{\prime \frac{1}{2}} \boldsymbol{\Gamma}^{\prime} \mathbf{A}^{\prime 1 / 2}\right)^{\frac{1}{2}}
$$

and thus proving the result.
To argue the result for $\alpha \in((\min (r, l)-1) / 2,(r+l-1) / 2]$, we notice that from Proposition 2.11, the ChFs taken to the power $-1 / \alpha$ has the same form, independently of the value of $\alpha$. Thus, if the equality holds for some $\alpha$ it must hold for all $\alpha$, which concludes the proof.

Proof of Proposition 2.14. To establish the representation as a difference of two independent gamma matrices, we first note the following LT of $\mathbf{X}+\mathbf{X}^{\top}$, obtained from the LT of $\boldsymbol{\Gamma} \sim \mathcal{M} \mathcal{G}_{2 r}(\alpha)$ :

$$
\begin{aligned}
\psi_{\mathbf{X}+\mathbf{X}^{\top}}(\mathbf{T}) & =\psi_{\mathbf{X}}\left(\mathbf{T}+\mathbf{T}^{\top}\right)=\psi_{\boldsymbol{\Gamma}}\left(\left(\begin{array}{cc}
\mathbf{0} & \frac{\mathbf{T}+\mathbf{T}^{\top}}{2} \\
\frac{\mathbf{T}+\mathbf{T}^{\top}}{2} & \mathbf{0}
\end{array}\right)\right) \\
& =\left|\mathbf{I}_{r}-\frac{\left(\mathbf{T}+\mathbf{T}^{\top}\right)^{2}}{2}\right|^{-\alpha} .
\end{aligned}
$$

On the other hand, by using the LT (2.2) of MG distribution, coupled with (2.4), we obtain the following expression for the LT of the difference of two independent MG variables evaluated at an arbitrary $r \times r$ matrix $\mathbf{T}$

$$
\begin{aligned}
\psi_{\boldsymbol{\Gamma}_{r}-\boldsymbol{\Gamma}_{l}}(\mathbf{T}) & =\left|\mathbf{I}_{r}+\frac{\mathbf{T}+\mathbf{T}^{\top}}{\sqrt{2}}\right|^{-\alpha}\left|\mathbf{I}_{r}-\frac{\mathbf{T}+\mathbf{T}^{\top}}{\sqrt{2}}\right|^{-\alpha} \\
& =\left|\mathbf{I}_{r}-\frac{\left(\mathbf{T}+\mathbf{T}^{\top}\right)^{2}}{2}\right|^{-\alpha} .
\end{aligned}
$$

Proof of Theorem 2.15. Let $\mathbf{Z}$ be a $k \times n$ random matrix of IID standard normal random variables, so that $\mathbf{Z} \sim \mathcal{M} \mathcal{N}_{k, n}\left(\mathbf{0}, \mathbf{I}_{k} \otimes \mathbf{I}_{n}\right)$. Then $\mathbf{X} \stackrel{d}{=} \boldsymbol{\Sigma}^{1 / 2} \mathbf{Z} \mathbf{Z}^{\top} \boldsymbol{\Sigma}^{1 / 2}$. Using subindex $j$. for a $1 \times k$ matrix made of the $j$ th row of a matrix, we have

$$
\begin{aligned}
X_{\pi(i) \pi(j)} & =\left(\boldsymbol{\Sigma}^{1 / 2} \mathbf{Z}\right)_{\pi(i) \cdot}\left(\left(\boldsymbol{\Sigma}^{1 / 2} \mathbf{Z}\right)_{\pi(j) \cdot}\right)^{\top} \\
& =\left(\boldsymbol{\Sigma}^{1 / 2}\right)_{\pi(i) \cdot} \mathbf{Z} \mathbf{Z}^{\top}\left(\left(\boldsymbol{\Sigma}^{1 / 2}\right)_{\pi(j) \cdot}\right)^{\top} \\
& \stackrel{d}{=}\left(\left(\boldsymbol{\Sigma}^{1 / 2}\right)_{\pi}\right)_{i .} \mathbf{Z} \mathbf{Z}^{\top}\left(\left(\left(\boldsymbol{\Sigma}^{1 / 2}\right)_{\pi}\right)_{j .}\right)^{\top}
\end{aligned}
$$

where the last equality stands for the equality of distributions resulting in permuting the rows of $\mathbf{Z}$. Consequently, $\mathbf{X}_{\pi} \sim \mathcal{W}_{k}\left(n, \boldsymbol{\Sigma}_{1}\right)$, where

$$
\boldsymbol{\Sigma}_{1}=\left(\boldsymbol{\Sigma}^{1 / 2}\right)_{\pi}\left(\left(\boldsymbol{\Sigma}^{1 / 2}\right)_{\pi}\right)^{\top}=\left(\boldsymbol{\Sigma}^{1 / 2}\right)_{\pi}\left(\boldsymbol{\Sigma}^{1 / 2}\right)_{\pi}=\boldsymbol{\Sigma}_{\pi}
$$

This concludes the proof.
Proof of Proposition 3.2. The first part of the result follows almost immediately from Definition 2 upon noticing that

$$
\mathbf{Z} \mathbf{Z}^{\top}=\left(\begin{array}{cc}
\boldsymbol{\Gamma}_{0} & \frac{1}{\sqrt{2}} \boldsymbol{\Gamma}_{0}^{1 / 2} \mathbf{Z}_{0}^{\top} \\
\frac{1}{\sqrt{2}} \mathbf{Z}_{0} \boldsymbol{\Gamma}_{0}^{1 / 2} & \frac{1}{2} \mathbf{Z}_{0} \mathbf{Z}_{0}^{\top}
\end{array}\right)
$$

Next, since the rank of $\boldsymbol{\Gamma}_{0} \sim \mathcal{M G}_{r}(\alpha)$ is $r$, so is the rank of $\mathbf{X}$. The form of the density is obtained as follows

$$
\begin{aligned}
f_{\mathbf{X}}\left(\mathbf{X}_{11}, \mathbf{X}_{12}\right) & =f_{\mathbf{X}_{11}}\left(\mathbf{X}_{11}\right) f_{\mathbf{X}_{12}^{\top} \mid \mathbf{X}_{11}}\left(\mathbf{X}_{12}^{\top} \mid \mathbf{X}_{11}\right) \\
& =\frac{\left|\mathbf{X}_{11}\right|^{\alpha-(r+1) / 2}}{\Gamma_{r}(\alpha)} \operatorname{etr}\left\{-\mathbf{X}_{11}\right\} \frac{2^{r(k-r) / 2}}{(2 \pi)^{r(k-r) / 2}}\left|\mathbf{X}_{11}\right|^{-(k-r) / 2} \operatorname{etr}\left\{-\mathbf{X}_{11}^{-1} \mathbf{X}_{12} \mathbf{X}_{21}\right\} \\
& =\frac{\left|\mathbf{X}_{11}\right|^{\alpha-(k+1) / 2}}{\pi^{r(k-r) / 2} \Gamma_{r}(\alpha)} \operatorname{etr}\left\{-\mathbf{X}_{11}\right\} \operatorname{etr}\left\{-\mathbf{X}_{21} \mathbf{X}_{11}^{-1} \mathbf{X}_{12}\right\} \\
& =\frac{\left|\mathbf{X}_{11}\right|^{\alpha-(k+1) / 2}}{\pi^{r(k-r) / 2} \Gamma_{r}(\alpha)} \operatorname{etr}\left\{-\mathbf{X}_{11}\right\} \operatorname{etr}\left\{-\mathbf{X}_{22}\right\} .
\end{aligned}
$$

We now move to the LT. Notice that

$$
\begin{aligned}
\psi_{\mathbf{X}}(\mathbf{T}) & =\mathbb{E}[\operatorname{etr}\{-\mathbf{T} \mathbf{X}\}] \\
& =\int_{\mathbb{S}_{r}^{+}} \frac{\left|\mathbf{X}_{11}\right|^{\alpha-(k+1) / 2}}{\pi^{r(k-r) / 2} \Gamma_{r}(\alpha)} \int_{\mathcal{M}_{r, k-r}} \operatorname{etr}\left\{-\left(\mathbf{I}_{k}+\mathbf{T}\right) \mathbf{X}\right\} \mathbf{d} \mathbf{X}_{12} \mathbf{d} \mathbf{X}_{11}
\end{aligned}
$$

where $\mathcal{M}_{r, k-r}$ stands for the set of all $r \times(k-r)$ matrices. Let $\mathbf{G}=\mathbf{I}_{k}+\mathbf{T}$ and write

$$
\mathbf{G}=\left(\begin{array}{ll}
\mathbf{G}_{11} & \mathbf{G}_{12} \\
\mathbf{G}_{21} & \mathbf{G}_{22}
\end{array}\right)
$$

where $\mathbf{G}_{11}$ is an $r \times r$ matrix. Standard calculations involving properties of the trace operator and completion of the square of the difference produce

$$
\begin{align*}
\operatorname{tr}(\mathbf{G X}) & =\operatorname{tr}\left(\mathbf{G}_{11} \mathbf{X}_{11}\right)+\operatorname{tr}\left(\mathbf{G}_{12} \mathbf{X}_{21}\right)+\operatorname{tr}\left(\mathbf{G}_{21} \mathbf{X}_{12}\right)+\operatorname{tr}\left(\mathbf{G}_{22} \mathbf{X}_{22}\right)  \tag{A.1}\\
& =\operatorname{tr}\left(\mathbf{G}_{11} \mathbf{X}_{11}\right)+2 \operatorname{tr}\left(\mathbf{G}_{12} \mathbf{X}_{21}\right)+\operatorname{tr}\left(\mathbf{G}_{22} \mathbf{X}_{21} \mathbf{X}_{11}^{-1} \mathbf{X}_{12}\right) \\
& =\operatorname{tr}\left(\mathbf{G}_{11} \mathbf{X}_{11}\right)+2 \operatorname{tr}\left(\mathbf{X}_{11}^{1 / 2} \mathbf{G}_{12} \mathbf{G}_{22}^{-1 / 2} \mathbf{G}_{22}^{1 / 2} \mathbf{X}_{21} \mathbf{X}_{11}^{-1 / 2}\right)+\operatorname{tr}\left(\mathbf{G}_{22}^{1 / 2} \mathbf{X}_{21} \mathbf{X}_{11}^{-1} \mathbf{X}_{12} \mathbf{G}_{22}^{1 / 2}\right) \\
& =\operatorname{tr}\left(\left(\mathbf{G}_{11}-\mathbf{G}_{12} \mathbf{G}_{22}^{-1} \mathbf{G}_{21}\right) \mathbf{X}_{11}\right) \\
& +\operatorname{tr}\left(\left(\mathbf{G}_{22}^{-1 / 2} \mathbf{G}_{21} \mathbf{X}_{11}^{1 / 2}-\mathbf{G}_{22}^{1 / 2} \mathbf{X}_{21} \mathbf{X}_{11}^{-1 / 2}\right)\left(\mathbf{X}_{11}^{1 / 2} \mathbf{G}_{12} \mathbf{G}_{22}^{-1 / 2}-\mathbf{X}_{11}^{-1 / 2} \mathbf{X}_{12} \mathbf{G}_{22}^{1 / 2}\right)\right) \\
& =\operatorname{tr}\left(\mathbf{G}_{11 \cdot 2} \mathbf{X}_{11}\right)+\operatorname{tr}\left(\mathbf{G}_{22}\left(\mathbf{G}_{22}^{-1} \mathbf{G}_{21} \mathbf{X}_{11}-\mathbf{X}_{21}\right) \mathbf{X}_{11}^{-1}\left(\mathbf{X}_{11} \mathbf{G}_{12} \mathbf{G}_{22}^{-1}-\mathbf{X}_{12}\right)\right)
\end{align*}
$$

Consequently, we have

$$
\begin{aligned}
& \psi_{\mathbf{X}}(\mathbf{T})=\int_{\mathbb{S}_{r}^{+}} \frac{\left|\mathbf{X}_{11}\right|^{\alpha-(k+1) / 2}}{\pi^{r(k-r) / 2} \Gamma_{r}(\alpha)} \operatorname{etr}\left\{-\mathbf{G}_{11 \cdot 2} \mathbf{X}_{11}\right\} \\
\times & \int_{\mathcal{M}_{r, k-r}} \operatorname{etr}\left\{-\mathbf{G}_{22}\left(\mathbf{X}_{21}-\mathbf{G}_{22}^{-1} \mathbf{G}_{21} \mathbf{X}_{11}\right) \mathbf{X}_{11}^{-1}\left(\mathbf{X}_{12}-\mathbf{X}_{11} \mathbf{G}_{12} \mathbf{G}_{22}^{-1}\right)\right\} \mathbf{d} \mathbf{X}_{12} \mathbf{d} \mathbf{X}_{11}
\end{aligned}
$$

Note that the integrand in the inner integral above can be written as $C g\left(\mathbf{X}_{2,1}\right)$, where $g(\cdot)$ is the density of the (non-singular) matrix-variate normal distribution

$$
\mathcal{M} \mathcal{N}_{k-r, r}\left(\mathbf{G}_{22}^{-1} \mathbf{G}_{21} \mathbf{X}_{11}, \mathbf{G}_{22}^{-1} \otimes \mathbf{X}_{11} / 2\right)
$$

and

$$
C=(2 \pi)^{(k-r) r / 2} 2^{-(k-r) r / 2}\left|\mathbf{G}_{22}\right|^{-r / 2}\left|\mathbf{X}_{11}\right|^{(k-r) / 2} .
$$

Thus, we have

$$
\begin{aligned}
& \psi_{\mathbf{X}}(\mathbf{T})=\pi^{(k-r) r / 2}\left|\mathbf{G}_{22}\right|^{-r / 2} \int_{\mathbb{S}_{r}^{+}} \frac{\left|\mathbf{X}_{11}\right|^{\alpha-(r+1) / 2}}{\pi^{r(k-r) / 2} \Gamma_{r}(\alpha)} \operatorname{etr}\left\{-\mathbf{G}_{11 \cdot 2} \mathbf{X}_{11}\right\} \mathbf{d}_{11} \\
= & \left|\mathbf{G}_{22}\right|^{-r / 2}\left|\mathbf{G}_{11 \cdot 2}\right|^{-\alpha} \int_{\mathbb{S}_{r}^{+}} \frac{\left|\mathbf{X}_{11}\right|^{\alpha-(r+1) / 2}}{\Gamma_{r}(\alpha)\left|\mathbf{G}_{11 \cdot 2}\right|^{-\alpha}} \operatorname{etr}\left\{-\mathbf{G}_{11 \cdot 2} \mathbf{X}_{11}\right\} \mathbf{d}_{11}=\left|\mathbf{G}_{22}\right|^{-r / 2}\left|\mathbf{G}_{11 \cdot 2}\right|^{-\alpha},
\end{aligned}
$$

where the last step follows from the form of (non-singular) MG density, which follows from the assumption that $\mathbf{G}_{11 \cdot 2} \in \mathbb{S}_{r}^{+}$. Finally, in view of $\left|\mathbf{I}_{k}+\mathbf{T}\right|=$ $\left|\mathbf{G}_{22}\right|\left|\mathbf{G}_{11 \cdot 2}\right|$ and $\mathbf{G}_{22}=\mathbf{I}_{k-r}+\mathbf{T}_{22}$, we obtain the conclusion. The formula for the ChF can be shown along the same lines. This completes the proof.

Proof of Proposition 3.9. The first part of the result is obvious from the definition. Next, since the rank of $\boldsymbol{\Gamma}_{0}$ is $r=\lceil 2 \alpha\rceil$ and $\mathbf{L}$ is of the full rank, the rank of $\mathbf{X}$ is inherited from that of $\mathbf{U}$. For the lower-right corner of $\mathbf{X}$ to be $\mathbf{X}_{12}^{\top} \mathbf{X}_{11}^{-1} \mathbf{X}_{12}$, one can argue based on the following, rather obvious algebraic fact: For a matrix $\mathbf{Y}$ to have the form

$$
\left(\begin{array}{ll}
\mathbf{Y}_{11} & \mathbf{Y}_{12} \\
\mathbf{Y}_{12}^{\top} & \mathbf{Y}_{12}^{\top} \mathbf{Y}_{11}^{-1} \mathbf{Y}_{12}
\end{array}\right)
$$

with $\mathbf{Y}_{11} \in \mathbb{S}_{r}^{+}$it is necessary and sufficient that $\mathbf{Y}=\mathbf{Y}_{0} \mathbf{Y}_{0}^{\top}$, where the $k \times r$ matrix $\mathbf{Y}_{0}$ is given by

$$
\mathbf{Y}_{0}=\binom{\mathbf{Y}_{11}^{1 / 2}}{\mathbf{Y}_{12}^{\top} \mathbf{Y}_{11}^{-1 / 2}} .
$$

Thus, the second part of the result is obtained from the above with $\mathbf{Y}_{0}=\mathbf{L U}$.
Proof of Proposition 3.10. The result is obtained upon noting that $\psi_{\mathbf{X}}(\mathbf{T})=\psi_{\tilde{\mathbf{X}}}\left(\mathbf{L}^{\top} \mathbf{T L}\right)$, where $\tilde{\mathbf{X}} \sim \mathcal{S M G}_{k}(\alpha)$, utilizing the form of the LT in the standard case given in Proposition 3.2, and applying Sylvester's determinant theorem to obtain

$$
\left|\mathbf{I}_{k}+\mathbf{L}^{\top} \mathbf{T L}\right|^{-\alpha}=\left|\mathbf{I}_{k}+\mathbf{L} \mathbf{L}^{\top} \mathbf{T}\right|^{-\alpha} .
$$

Proof of Theorem 3.11. That the distribution must have support on the set of positive definite matrices that have the specified form is clear from Proposition 3.9. For the PDF, consider first the standard case, for which we have

$$
\begin{aligned}
f_{\mathbf{X}}\left(\mathbf{X}_{11}, \mathbf{X}_{12}\right) & =f_{\mathbf{X}_{11}}\left(\mathbf{X}_{11}\right) f_{\mathbf{X}_{12}^{\top} \mid} \mathbf{X}_{11}\left(\mathbf{X}_{12}^{\top} \mid \mathbf{X}_{11}\right) \\
& =\frac{\left|\mathbf{X}_{11}\right|^{\alpha-(r+1) / 2}}{\Gamma_{r}(\alpha)} \operatorname{etr}\left\{-\mathbf{X}_{11}\right\} \frac{2^{r(k-r) / 2}}{(2 \pi)^{r(k-r) / 2}}\left|\mathbf{X}_{11}\right|^{-(k-r) / 2} \operatorname{etr}\left\{-\mathbf{X}_{11}^{-1} \mathbf{X}_{12} \mathbf{X}_{21}\right\} \\
& =\frac{\left|\mathbf{X}_{11}\right|^{\alpha-(k+1) / 2}}{\pi^{r(k-r) / 2} \Gamma_{r}(\alpha)} \operatorname{etr}\left\{-\mathbf{X}_{11}\right\} \operatorname{etr}\left\{-\mathbf{X}_{21} \mathbf{X}_{11}^{-1} \mathbf{X}_{12}\right\} \\
& =\frac{\left|\mathbf{X}_{11}\right|^{\alpha-(k+1) / 2}}{\pi^{r(k-r) / 2} \Gamma_{r}(\alpha)} \operatorname{etr}\left\{-\mathbf{X}_{11}\right\} \operatorname{etr}\left\{-\mathbf{X}_{22}\right\} .
\end{aligned}
$$

The result holds, since in the standard case we have $\mathbf{A}=\mathbf{I}_{k}$ so that $|\mathbf{A}|=1$, $\mathbf{B}_{11}=\mathbf{I}_{r}$, and $\mathbf{B}_{12}=\mathbf{0}$.

Next, we note that there is one-to-one relation between the $\left(\boldsymbol{\Gamma}_{0}, \mathbf{Z}_{0}\right)$ from Proposition 3.9 and the $\left(\mathbf{X}_{11}, \mathbf{X}_{12}\right)$ (connected with the standard case)

$$
\begin{aligned}
\boldsymbol{\Phi}\left(\boldsymbol{\Gamma}_{0}, \mathbf{Z}_{0}\right) & =\left(\boldsymbol{\Gamma}_{0}, \boldsymbol{\Gamma}_{0}^{1 / 2} \mathbf{Z}_{0}^{\top} / \sqrt{2}\right)=\left(\mathbf{X}_{11}, \mathbf{X}_{12}\right), \\
\boldsymbol{\Phi}^{-1}\left(\mathbf{X}_{11}, \mathbf{X}_{12}\right) & =\left(\mathbf{X}_{11}, \sqrt{2} \mathbf{X}_{12}^{\top} \mathbf{X}_{11}^{-1 / 2}\right)=\left(\boldsymbol{\Gamma}_{0}, \mathbf{Z}_{0}\right)
\end{aligned}
$$

The Jacobian $J_{\boldsymbol{\Phi}}$ can be obtained from the change of variable relation for the corresponding densities. Due to the independence of $\boldsymbol{\Gamma}_{0}$ and $\mathbf{Z}_{0}$, we have

$$
\begin{aligned}
J_{\boldsymbol{\Phi}}\left(\boldsymbol{\Gamma}_{0}, \mathbf{Z}_{0}\right) & =\frac{f_{\left(\boldsymbol{\Gamma}_{0}, \mathbf{Z}_{0}\right)}\left(\boldsymbol{\Gamma}_{0}, \mathbf{Z}_{0}\right)}{f_{\boldsymbol{\Gamma}_{0}^{1 / 2} \mathbf{Z}_{0} / \sqrt{2} \mid \boldsymbol{\Gamma}_{0}}\left(\boldsymbol{\Phi}\left(\boldsymbol{\Gamma}_{0}, \mathbf{Z}_{0}\right)\right)} \\
& =\frac{f_{\boldsymbol{\Gamma}_{0}}\left(\boldsymbol{\Gamma}_{0}\right) f_{\mathbf{Z}_{0}}\left(\mathbf{Z}_{0}\right)}{f_{\mathbf{X}_{11}}\left(\boldsymbol{\Gamma}_{0}\right) f_{\mathbf{X}_{12}} \mid \mathbf{X}_{11}=\boldsymbol{\Gamma}_{0}\left(\boldsymbol{\Gamma}_{0}^{1 / 2} \mathbf{Z}_{0}^{\top} / \sqrt{2}\right)} \\
& =\frac{f_{\mathbf{Z}_{0}}\left(\mathbf{Z}_{0}\right)}{f_{\mathbf{X}_{12} \mid \mathbf{X}_{11}=\boldsymbol{\Gamma}_{0}}\left(\boldsymbol{\Gamma}_{0}^{1 / 2} \mathbf{Z}_{0}^{\top} / \sqrt{2}\right)}
\end{aligned}
$$

The two densities in the above expression are given by

$$
\begin{aligned}
f_{\mathbf{Z}_{0}}\left(\mathbf{Z}_{0}\right) & =(2 \pi)^{-r(k-r) / 2} \operatorname{etr}\left\{-\frac{1}{2} \mathbf{Z}_{0} \mathbf{Z}_{0}^{\top}\right\} \\
f_{\mathbf{X}_{12} \mid \mathbf{X}_{11}=}=\boldsymbol{\Gamma}_{0}\left(\mathbf{X}_{12^{\star}}\right) & =(2 \pi)^{-r(k-r) / 2}\left|\boldsymbol{\Gamma}_{0} / 2\right|^{-(k-r) / 2} \operatorname{etr}\left\{-\frac{1}{2}\left(\boldsymbol{\Gamma}_{0} / 2\right)^{-1} \mathbf{X}_{12} \cdot \mathbf{X}_{12^{\star}}^{\top}\right\} .
\end{aligned}
$$

Consequently, the Jacobian becomes

$$
J_{\boldsymbol{\Phi}}\left(\boldsymbol{\Gamma}_{0}, \mathbf{Z}_{0}\right)=\frac{f_{\mathbf{Z}_{0}}\left(\mathbf{Z}_{0}\right)}{f_{\mathbf{X}_{12} \mid \mathbf{X}_{11}=\boldsymbol{\Gamma}_{0}}\left(\boldsymbol{\Gamma}_{0}^{1 / 2} \mathbf{Z}_{0} / \sqrt{2}\right)}=\left|\boldsymbol{\Gamma}_{0} / 2\right|^{(k-r) / 2}
$$

Further, for $\mathbf{A} \in \mathbb{S}_{k}^{+}$, let us consider the general case with $\mathbf{X} \mapsto \mathbf{A}^{1 / 2} \mathbf{X} \mathbf{A}^{1 / 2}$, and its inverse $\mathbf{Y} \mapsto \mathbf{A}^{-1 / 2} \mathbf{Y A}^{-1 / 2}$. We are interested in the distribution of $\left(\mathbf{Y}_{11}, \mathbf{Y}_{12}\right)$. Let us define $\left(\boldsymbol{\Gamma}_{1}, \mathbf{Z}_{1}\right)=\boldsymbol{\Phi}^{-1}\left(\mathbf{Y}_{11}, \mathbf{Y}_{12}\right)$. Then we have the following relation:

$$
\begin{aligned}
f_{\mathbf{Y}_{11}, \mathbf{Y}_{12}}\left(\mathbf{Y}_{11}, \mathbf{Y}_{12}\right)=f_{\boldsymbol{\Gamma}_{1}, \mathbf{Z}_{1}}\left(\boldsymbol{\Phi}^{-1}\right. & \left.\left(\mathbf{Y}_{11}, \mathbf{Y}_{12}\right)\right) J_{\boldsymbol{\Phi}^{-1}}\left(\mathbf{Y}_{11}, \mathbf{Y}_{12}\right)= \\
& =f_{\boldsymbol{\Gamma}_{1}, \mathbf{Z}_{1}}\left(\mathbf{Y}_{11}, \sqrt{2} \mathbf{Y}_{11}^{-1 / 2} \mathbf{Y}_{12}\right)\left|\mathbf{Y}_{11} / 2\right|^{(r-k) / 2}
\end{aligned}
$$

To find the distribution of $\left(\boldsymbol{\Gamma}_{1}, \mathbf{Z}_{1}\right)$, we note that

$$
\left(\boldsymbol{\Gamma}_{1}, \mathbf{Z}_{1}\right)=\boldsymbol{\Phi}_{1}\left(\mathbf{Y}_{1}, \mathbf{Y}_{2}\right)=\left(\mathbf{Y}_{1}^{2}, 2 \mathbf{Y}_{2}\right)
$$

where $\tilde{\mathbf{Y}}=\left(\mathbf{Y}_{1}, \mathbf{Y}_{2}\right)$ is given through the mapping

$$
\binom{\mathbf{Y}_{1}}{\mathbf{Y}_{2}}=\mathbf{A}^{1 / 2}\binom{\boldsymbol{\Gamma}_{0}^{1 / 2}}{\frac{\mathbf{Z}_{0}}{\sqrt{2}}}
$$

Thus, the density of $\left(\boldsymbol{\Gamma}_{1}, \mathbf{Z}_{1}\right)$ satisfies

$$
\begin{aligned}
& f_{\left(\boldsymbol{\Gamma}_{1}, \mathbf{Z}_{1}\right)}\left(\boldsymbol{\Gamma}_{1}, \mathbf{Z}_{1}\right)=f_{\left(\mathbf{Y}_{1}, \mathbf{Y}_{2}\right)}\left(\boldsymbol{\Phi}_{1}^{-1}\left(\boldsymbol{\Gamma}_{1}, \mathbf{Z}_{1}\right)\right) J_{\boldsymbol{\Phi}_{1}^{-1}}\left(\boldsymbol{\Gamma}_{1}, \mathbf{Z}_{1}\right)= \\
&=f_{\left(\mathbf{Y}_{1}, \mathbf{Y}_{2}\right)}\left(\sqrt{\boldsymbol{\Gamma}_{1}}, \mathbf{Z}_{1} / 2\right) J_{\boldsymbol{\Phi}_{1}^{-1}}\left(\boldsymbol{\Gamma}_{1}, \mathbf{Z}_{1}\right) \\
&=f_{\left(\mathbf{Y}_{1}, \mathbf{Y}_{2}\right)}\left(\sqrt{\boldsymbol{\Gamma}_{1}}, \mathbf{Z}_{1} / 2\right) J_{\boldsymbol{\Gamma}^{1 / 2}}\left(\boldsymbol{\Gamma}_{1}\right) / 2^{(k-r)^{2}}
\end{aligned}
$$

where $J_{\boldsymbol{\Gamma}^{1 / 2}}\left(\boldsymbol{\Gamma}_{1}\right)$ is the Jacobian of the transformation of a positive definite matrix $\boldsymbol{\Gamma}_{1}$ to $\boldsymbol{\Gamma}_{1}^{1 / 2}$. Note that

$$
\begin{equation*}
\binom{\mathbf{Y}_{1}}{\mathbf{Y}_{2}}=\mathbf{A}^{1 / 2}\binom{\mathbf{X}_{1}}{\mathbf{X}_{2}} \tag{A.2}
\end{equation*}
$$

where $\tilde{\mathbf{X}}=\left(\mathbf{X}_{1}, \mathbf{X}_{2}\right)=\mathbf{\Phi}_{1}^{-1}\left(\boldsymbol{\Gamma}_{0}, \boldsymbol{Z}_{0}\right)$. The matrix entries in the linear transformation (A.2) are partially symmetric $\left(\mathbf{Y}_{1}\right)$ and partially unrestricted $\left(\mathbf{Y}_{2}\right)$. The Jacobian of this transformation is not given by a straightforward formula but it is still constant depending only on the matrix $\mathbf{A}$. We denote it by $J_{\mathbf{A}}$. The distribution of $\left(\mathbf{Y}_{1}, \mathbf{Y}_{2}\right)$ expresses as

$$
f_{\left(\mathbf{Y}_{1}, \mathbf{Y}_{2}\right)}\left(\mathbf{Y}_{1}, \mathbf{Y}_{2}\right)=f_{\binom{\mathbf{X}_{1}}{\mathbf{X}_{2}}}\left(\mathbf{A}^{-1 / 2}\binom{\mathbf{Y}_{1}}{\mathbf{Y}_{2}}\right) J_{\mathbf{A}}
$$

Further,

$$
\begin{aligned}
f\binom{\mathbf{X}_{1}}{\mathbf{X}_{2}}\left(\binom{\mathbf{X}_{1}}{\mathbf{X}_{2}}\right) & =f_{\boldsymbol{\Gamma}_{0}, \mathbf{Z}_{0}}\left(\mathbf{\Phi}_{1}\left(\mathbf{X}_{1}, \mathbf{X}_{2}\right)\right) J_{\mathbf{\Phi}_{1}}\left(\mathbf{X}_{1}, \mathbf{X}_{2}\right) \\
& =f_{\boldsymbol{\Gamma}_{0}, \mathbf{Z}_{0}}\left(\mathbf{X}_{1}^{2}, 2 \mathbf{X}_{2}\right) J_{\mathbf{X}_{1}^{2}}\left(\mathbf{X}_{1}\right) 2^{(k-r)^{2}} \\
& =2^{(k-r)^{2}} f_{\mathbf{\Gamma}_{0}}\left(\mathbf{X}_{1}^{2}\right) J_{\mathbf{X}_{1}^{2}}\left(\mathbf{X}_{1}\right) f_{\mathbf{Z}_{0}}\left(2 \mathbf{X}_{2}\right) \\
& =2^{(k-r)^{2}}(2 \pi)^{-r(k-r) / 2} \frac{\left|\mathbf{X}_{1}^{2}\right|^{\alpha-(r+1) / 2}}{\Gamma_{r}(\alpha)} \operatorname{etr}\left\{-\mathbf{X}_{1}^{2}\right\} J_{\mathbf{X}_{1}^{2}}\left(\mathbf{X}_{1}\right) \operatorname{etr}\left\{-2 \mathbf{X}_{2} \mathbf{X}_{2}^{\top}\right\} \\
& =\frac{2^{k^{2}-5 k r / 2+3 r^{2} / 2}}{\pi^{r(k-r) / 2} \Gamma_{r}(\alpha)}\left|\mathbf{X}_{1}^{2}\right|^{\alpha-(r+1) / 2} J_{\mathbf{X}_{1}^{2}}\left(\mathbf{X}_{1}\right) \operatorname{etr}\left\{-\mathbf{X}_{1}^{2}\right\} \operatorname{etr}\left\{-2 \mathbf{X}_{2} \mathbf{X}_{2}^{\top}\right\} \\
& =\frac{2^{k^{2}-5 k r / 2+3 r^{2} / 2}}{\pi^{r(k-r) / 2} \Gamma_{r}(\alpha)}\left|\mathbf{X}_{1}^{2}\right|^{\alpha-(r+1) / 2} J_{\mathbf{X}_{1}^{2}}\left(\mathbf{X}_{1}\right) \operatorname{etr}\left\{-\mathbf{\Lambda} \tilde{\mathbf{X}} \tilde{\mathbf{X}}^{\top} \boldsymbol{\Lambda}\right\}
\end{aligned}
$$

where

$$
\boldsymbol{\Lambda}=\left(\begin{array}{cc}
\mathbf{I}_{r} & \mathbf{0} \\
\mathbf{0} \sqrt{2} \mathbf{I}_{k-r}
\end{array}\right)
$$

Thus, we have

$$
\begin{aligned}
f_{\left(\mathbf{Y}_{1}, \mathbf{Y}_{2}\right)}\left(\mathbf{Y}_{1}, \mathbf{Y}_{2}\right) & =J_{\mathbf{A}} \frac{2^{k^{2}-5 k r / 2+3 r^{2} / 2}}{\pi^{r(k-r) / 2} \Gamma_{r}(\alpha)}\left|\mathbf{B}_{11} \mathbf{Y}_{1}+\mathbf{B}_{12} \mathbf{Y}_{2}\right|^{2 \alpha-r-1} J_{\mathbf{X}_{1}^{2}}\left(\mathbf{B}_{11} \mathbf{Y}_{1}+\mathbf{B}_{12} \mathbf{Y}_{2}\right) \\
& \operatorname{etr}\left\{-\mathbf{A}^{-1} \boldsymbol{\Lambda} \tilde{\mathbf{Y}} \tilde{\mathbf{Y}}^{\top} \boldsymbol{\Lambda}\right\}
\end{aligned}
$$

This leads to

$$
\begin{aligned}
f_{\left(\boldsymbol{\Gamma}_{1}, \mathbf{Z}_{1}\right)}\left(\boldsymbol{\Gamma}_{1}, \mathbf{Z}_{1}\right) & =f_{\left(\mathbf{Y}_{1}, \mathbf{Y}_{2}\right)}\left(\sqrt{\boldsymbol{\Gamma}_{1}}, \mathbf{Z}_{1} / 2\right) J_{\boldsymbol{\Gamma}^{1 / 2}}\left(\boldsymbol{\Gamma}_{1}\right) / 2^{(k-r)^{2}} \\
& =J_{\mathbf{A}} \frac{2^{-r(k-r) / 2}}{\pi^{r(k-r) / 2} \Gamma_{r}(\alpha)}\left|\mathbf{B}_{11} \sqrt{\boldsymbol{\Gamma}_{1}}+\mathbf{B}_{12} \mathbf{Z}_{1} / 2\right|^{2 \alpha-r-1} \\
& \times J_{\mathbf{X}_{1}^{2}}\left(\mathbf{B}_{11} \sqrt{\boldsymbol{\Gamma}_{1}}+\mathbf{B}_{12} \mathbf{Z}_{1} / 2\right) J_{\boldsymbol{\Gamma}^{1 / 2}}\left(\boldsymbol{\Gamma}_{1}\right) \\
& \times \operatorname{etr}\left\{-\mathbf{A}^{-1} \boldsymbol{\Lambda}\left(\begin{array}{cc}
\boldsymbol{\Gamma}_{1} & \sqrt{\boldsymbol{\Gamma}_{1}} \mathbf{Z}_{1}^{\top} / 2 \\
\mathbf{Z}_{1} \sqrt{\boldsymbol{\Gamma}_{1}} / 2 & \mathbf{Z}_{1} \mathbf{Z}_{1}^{\top} / 4
\end{array}\right) \boldsymbol{\Lambda}\right\} \\
& =J_{\mathbf{A}} \frac{2^{-r(k-r) / 2}}{\pi^{r(k-r) / 2} \Gamma_{r}(\alpha)}\left|\mathbf{B}_{11} \sqrt{\boldsymbol{\Gamma}_{1}}+\mathbf{B}_{12} \mathbf{Z}_{1} / 2\right|^{2 \alpha-r-1} \\
& \times J_{\mathbf{X}_{1}^{2}}\left(\mathbf{B}_{11} \sqrt{\boldsymbol{\Gamma}_{1}}+\mathbf{B}_{12} \mathbf{Z}_{1} / 2\right) J_{\boldsymbol{\Gamma}^{1 / 2}}\left(\boldsymbol{\Gamma}_{1}\right) \\
& \times \operatorname{etr}\left\{-\mathbf{A}^{-1}\left(\begin{array}{rr}
\boldsymbol{\Gamma}_{1} & \sqrt{\boldsymbol{\Gamma}_{1} / 2} \mathbf{Z}_{1}^{\top} \\
\mathbf{Z}_{1} \sqrt{\boldsymbol{\Gamma}_{1} / 2} & \mathbf{Z}_{1} \mathbf{Z}_{1}^{\top} / 2
\end{array}\right)\right\}
\end{aligned}
$$

Consequently, we have

$$
\begin{aligned}
f_{\mathbf{Y}_{11}, \mathbf{Y}_{12}}\left(\mathbf{Y}_{11}, \mathbf{Y}_{12}\right) & =f_{\boldsymbol{\Gamma}_{1}, \mathbf{Z}_{1}}\left(\mathbf{Y}_{11}, \sqrt{2} \mathbf{Y}_{12}^{\top} \mathbf{Y}_{11}^{-1 / 2}\right)\left|\mathbf{Y}_{11} / 2\right|^{(r-k) / 2} \\
& =\frac{J_{\mathbf{A}}}{\pi^{r(k-r) / 2} \Gamma_{r}(\alpha)}\left|\mathbf{B}_{11} \sqrt{\mathbf{Y}_{11}}+\mathbf{B}_{12} \mathbf{Y}_{12}^{\top} \mathbf{Y}_{11}^{-1 / 2} / \sqrt{2}\right|^{2 \alpha-r-1} \\
& \times J_{\mathbf{X}_{1}^{2}}\left(\mathbf{B}_{11} \sqrt{\mathbf{Y}_{11}}+\mathbf{B}_{12} \mathbf{Y}_{12}^{\top} \mathbf{Y}_{11}^{-1 / 2} / \sqrt{2}\right) J_{\boldsymbol{\Gamma}^{1 / 2}}\left(\mathbf{Y}_{11}\right)\left|\mathbf{Y}_{11}\right|^{(r-k) / 2} \\
& \times \operatorname{etr}\left\{-\mathbf{A}^{-1} \mathbf{Y}\right\} \\
& =\frac{J_{\mathbf{A}}}{\pi^{r(k-r) / 2} \Gamma_{r}(\alpha)}\left|\mathbf{B}_{11} \mathbf{Y}_{11}+\mathbf{B}_{12} \mathbf{Y}_{12}^{\top} / \sqrt{2}\right|^{2 \alpha-r-1} \\
& \times J_{\mathbf{X}_{1}^{2}}\left(\left(\mathbf{B}_{11} \mathbf{Y}_{11}+\mathbf{B}_{12} \mathbf{Y}_{12}^{\top} / \sqrt{2}\right) \mathbf{Y}_{11}^{-1 / 2}\right) J_{\boldsymbol{\Gamma}^{1 / 2}}\left(\mathbf{Y}_{11}\right)\left|\mathbf{Y}_{11}\right|^{r-\alpha-(k-1) / 2} \\
& \times \operatorname{etr}\left\{-\mathbf{A}^{-1} \mathbf{Y}\right\} .
\end{aligned}
$$

To obtain the explicit form of the Jacobians present in the above formula we note that for the singular Wishart distribution we have an explicit form of the density. Namely, if $\alpha=r / 2$ with $r<k$, then we have

$$
\begin{aligned}
f_{\mathbf{Y}_{11}, \mathbf{Y}_{12}}\left(\mathbf{Y}_{11}, \mathbf{Y}_{12}\right) & =\frac{\pi^{r(r-k) / 2}}{\Gamma_{r}(r / 2)\left|\mathbf{A}_{11}\right|^{r / 2}\left|\mathbf{A}_{22 \cdot 1}\right|^{r / 2}}\left|\mathbf{Y}_{11}\right|^{(r-k-1) / 2} \operatorname{etr}\left\{-\mathbf{A}^{-1} \mathbf{Y}\right\} \\
& =\frac{\pi^{r(r-k) / 2}}{\Gamma_{r}(r / 2)|\mathbf{A}|^{r / 2}}\left|\mathbf{Y}_{11}\right|^{(r-k-1) / 2} \operatorname{etr}\left\{-\mathbf{A}^{-1} \mathbf{Y}\right\} \\
& =\frac{J_{\mathbf{A}}}{\pi^{r(k-r) / 2} \Gamma_{r}(r / 2)}\left|\mathbf{B}_{11} \mathbf{Y}_{11}+\mathbf{B}_{12} \mathbf{Y}_{12}^{\top} / \sqrt{2}\right|^{-1} \\
& \times J_{\mathbf{X}_{1}^{2}}\left(\left(\mathbf{B}_{11} \mathbf{Y}_{11}+\mathbf{B}_{12} \mathbf{Y}_{12}^{\top} / \sqrt{2}\right) \mathbf{Y}_{11}^{-1 / 2}\right) J_{\boldsymbol{\Gamma}^{1 / 2}}\left(\mathbf{Y}_{11}\right)\left|\mathbf{Y}_{11}\right|^{(r-k+1) / 2} \\
& \times \operatorname{etr}\left\{-\mathbf{A}^{-1} \mathbf{Y}\right\}
\end{aligned}
$$

From this, we deduce that

$$
\frac{\left|\mathbf{Y}_{11}\right|^{-1}}{\left|\mathbf{A}_{11}\right|^{r / 2}\left|\mathbf{A}_{22 \cdot 1}\right|^{r / 2}}=\frac{J_{\mathbf{A}} J_{\mathbf{X}_{1}^{2}}\left(\left(\mathbf{B}_{11} \mathbf{Y}_{11}+\mathbf{B}_{12} \mathbf{Y}_{12}^{\top} / \sqrt{2}\right) \mathbf{Y}_{11}^{-1 / 2}\right) J_{\boldsymbol{\Gamma}^{1 / 2}}\left(\mathbf{Y}_{11}\right)}{\left|\mathbf{B}_{11} \mathbf{Y}_{11}+\mathbf{B}_{12} \mathbf{Y}_{12}^{\top} / \sqrt{2}\right|}
$$

which concludes the proof.

Proof of Theorem 3.14. The LTs of $\mathbf{X}_{11}$ and $\mathbf{X}_{22}$ are obtained by evaluating (3.13) at a matrix $\mathbf{T}$ that has zero everywhere except for the blocks $\mathbf{T}_{11}$ and $\mathbf{T}_{22}$, respectively. Straightforward algebra, involving Sylvester's determinant identity, produces

$$
\begin{aligned}
\psi_{\mathbf{X}_{11}}\left(\mathbf{T}_{11}\right) & =\left|\mathbf{I}_{r}+\mathbf{A}_{11} \mathbf{T}_{11}\right|^{-\alpha}\left|\mathbf{I}_{k-r}+\left(\mathbf{A}^{1 / 2} \mathbf{T} \mathbf{A}^{1 / 2}\right)_{22}\right|^{\alpha-\frac{r}{2}} \\
& =\left|\mathbf{I}_{r}+\mathbf{A}_{11} \mathbf{T}_{11}\right|^{-\alpha}\left|\mathbf{I}_{k-r}+\mathbf{B}_{21} \mathbf{T}_{11} \mathbf{B}_{12}\right|^{\alpha-\frac{r}{2}} \\
& =\left|\mathbf{I}_{r}+\mathbf{A}_{11} \mathbf{T}_{11}\right|^{-\alpha}\left|\mathbf{I}_{r}+\mathbf{B}_{12} \mathbf{B}_{21} \mathbf{T}_{11}\right|^{\alpha-\frac{r}{2}}, \\
\psi_{\mathbf{X}_{22}}\left(\mathbf{T}_{22}\right) & =\left|\mathbf{I}_{k-r}+\mathbf{A}_{22} \mathbf{T}_{22}\right|^{-\alpha}\left|\mathbf{I}_{k-r}+\left(\mathbf{A}^{1 / 2} \mathbf{T} \mathbf{A}^{1 / 2}\right)_{22}\right|^{\alpha-\frac{r}{2}} \\
& =\left|\mathbf{I}_{k-r}+\mathbf{A}_{22} \mathbf{T}_{22}\right|^{-\alpha}\left|\mathbf{I}_{k-r}+\mathbf{B}_{22}^{2} \mathbf{T}_{22}\right|^{\alpha-\frac{r}{2}}
\end{aligned}
$$

as desired.

Proof of Theorem 3.17. The result follows from the standard conditioning argument and direct application of Definition 4

$$
\begin{aligned}
f_{\mathbf{X}}\left(\mathbf{X}_{11}, \mathbf{X}_{12}\right) & =f_{\mathbf{X}_{11}}\left(\mathbf{X}_{11}\right) f_{\mathbf{X}_{12} \mid \mathbf{X}_{11}}\left(\mathbf{X}_{12} \mid \mathbf{X}_{11}\right) \\
& =\frac{1}{\Gamma_{r}(\alpha)\left|\mathbf{A}_{11}\right|^{\alpha}}\left|\mathbf{X}_{11}\right|^{\alpha-(r+1) / 2} \operatorname{etr}\left\{-\mathbf{A}_{11}^{-1} \mathbf{X}\right\} f_{\mathbf{X}_{12} \mid \mathbf{X}_{11}}\left(\mathbf{X}_{12} \mid \mathbf{X}_{11}\right) \\
& =\frac{(2 \pi)^{-(k-r) r / 2}}{\Gamma_{r}(\alpha)\left|\mathbf{A}_{11}\right|^{\alpha}\left|\mathbf{A}_{22 \cdot 1}\right|^{r / 2}}\left|\mathbf{X}_{11}\right|^{\alpha-(k+1) / 2} \operatorname{etr}\left\{-\mathbf{A}_{11}^{-1} \mathbf{X}\right\} \\
& \times \operatorname{etr}\left\{-\mathbf{X}_{11}^{-1}\left(\mathbf{X}_{12}-\mathbf{X}_{11} \mathbf{A}_{11}^{-1} \mathbf{A}_{12}\right) \mathbf{A}_{22 \cdot 1}^{-1}\left(\mathbf{X}_{12}-\mathbf{X}_{11} \mathbf{A}_{11}^{-1} \mathbf{A}_{12}\right)^{\top}\right\} \\
& =\frac{(2 \pi)^{-(k-r) r / 2}}{\Gamma_{r}(\alpha)\left|\mathbf{A}_{11}\right|^{\alpha}\left|\mathbf{A}_{22 \cdot 1}\right|^{r / 2}}\left|\mathbf{X}_{11}\right|^{\alpha-(k+1) / 2} \operatorname{etr}\left\{-\mathbf{A}^{-1} \mathbf{X}\right\}
\end{aligned}
$$

where the last equality follows from (A.1).

Proof of Theorem 5.2. In the proof, we utilize the LT (3.4) given in Proposition 3.2. Accordingly, the LT of the left-hand-side of (5.2) is given by

$$
\begin{aligned}
& \left|\mathbf{I}_{k}+\mathbf{T}\right|^{-\alpha-\beta}\left|\mathbf{I}_{k-r_{\alpha}}+\mathbf{T}_{22}^{r_{\alpha}}\right|^{\alpha-\frac{r_{\alpha}}{2}}\left|\mathbf{I}_{k-r_{\beta}}+\mathbf{T}_{22}^{r_{\beta}}\right|^{\beta-\frac{r_{\beta}}{2}} \\
& \times \prod_{i=0}^{\left\lfloor\frac{k-r_{\alpha+\beta}-1}{2}\right\rfloor}\left|\mathbf{I}_{k-r_{\alpha+\beta}-2 i}+\mathbf{T}_{22}^{r_{\alpha+\beta}+2 i}\right|^{\alpha+\beta-\frac{r_{\alpha+\beta}}{2}}\left|\mathbf{I}_{k-r_{\alpha+\beta}-2 i-1}+\mathbf{T}_{22}^{r_{\alpha+\beta}+2 i+1}\right|^{\frac{r_{\alpha+\beta}-1}{2}-\alpha-\beta} \\
& \times \prod_{i=0}^{\left\lfloor\frac{k-r_{\alpha}}{2}-1\right\rfloor}\left|\mathbf{I}_{k-r_{\alpha}-2 i-1}+\mathbf{T}_{22}^{r_{\alpha}+2 i+1}\right|^{\frac{r_{\alpha}-1}{2}-\alpha}\left|\mathbf{I}_{k-r_{\alpha}-2 i-2}+\mathbf{T}_{22}^{r_{\alpha}+2 i+2}\right|^{\alpha-\frac{r_{\alpha}}{2}} \\
& \times \prod_{i=0}^{\left\lfloor\frac{k-r_{\beta}}{2}-1\right\rfloor}\left|\mathbf{I}_{k-r_{\beta}-2 i-1}+\mathbf{T}_{22}^{r_{\beta}+2 i+1}\right|^{\frac{r_{\beta}-1}{2}-\beta}\left|\mathbf{I}_{k-r_{\beta}-2 i-2}+\mathbf{T}_{22}^{r_{\beta}+2 i+2}\right|^{\beta-\frac{r_{\beta}}{2}} \\
& =\left|\mathbf{I}_{k}+\mathbf{T}\right|^{-\alpha-\beta}\left|\mathbf{I}_{k-r_{\alpha+\beta}}+\mathbf{T}_{22}^{r_{\alpha+\beta}}\right|^{\alpha+\beta-\frac{r_{\alpha+\beta}}{2}} \\
& \times\left|\mathbf{I}_{k-r_{\alpha+\beta}-1}+\mathbf{T}_{22}^{r_{\alpha+\beta}+1}\right|^{\frac{r_{\alpha+\beta}-1}{2}-\alpha-\beta} \\
& \times \prod_{i=1}^{\left\lfloor\frac{k-r_{\alpha+\beta}-1}{2}\right\rfloor}\left|\mathbf{I}_{k-r_{\alpha+\beta}-2 i}+\mathbf{T}_{22}^{r_{\alpha+\beta}+2 i}\right|^{\alpha+\beta-\frac{r_{\alpha+\beta}}{2}}\left|\mathbf{I}_{k-r_{\alpha+\beta}-2 i-1}+\mathbf{T}_{22}^{r_{\alpha+\beta}+2 i+1}\right|^{\frac{r_{\alpha+\beta}-1}{2}-\alpha-\beta} \\
& \times\left|\mathbf{I}_{k-r_{\alpha}}+\mathbf{T}_{22}^{r_{\alpha}}\right|^{\alpha-\frac{r_{\alpha}}{2}} \prod_{i=0}^{\left\lfloor\frac{k-r_{\alpha}}{2}-1\right\rfloor}\left|\mathbf{I}_{k-r_{\alpha}-2 i-1}+\mathbf{T}_{22}^{r_{\alpha}+2 i+1}\right|^{\frac{r_{\alpha}-1}{2}-\alpha}\left|\mathbf{I}_{k-r_{\alpha}-2 i-2}+\mathbf{T}_{22}^{r_{\alpha}+2 i+2}\right|^{\alpha-\frac{r_{\alpha}}{2}} \\
& \times\left|\mathbf{I}_{k-r_{\beta}}+\mathbf{T}_{22}^{r_{\beta}}\right|^{\beta-\frac{r_{\beta}}{2}} \prod_{i=0}^{\left\lfloor\frac{k-r_{\beta}}{2}-1\right\rfloor}\left|\mathbf{I}_{k-r_{\beta}-2 i-1}+\mathbf{T}_{22}^{r_{\beta}+2 i+1}\right|^{\frac{r_{\beta}-1}{2}-\beta}\left|\mathbf{I}_{k-r_{\beta}-2 i-2}+\mathbf{T}_{22}^{r_{\beta}+2 i+2}\right|^{\beta-\frac{r_{\beta}}{2}},
\end{aligned}
$$

where $\mathbf{T}_{22}^{r}$ is the lower-right $(k-r) \times(k-r)$ block of $\mathbf{T}$. It is now enough to show that the last four lines correspond to the LT of $\mathcal{F}_{k}^{R}$, which has the form

$$
\begin{aligned}
& \prod_{i=0}^{\left\lfloor\frac{k-r_{\alpha+\beta}}{2}-1\right\rfloor}\left|\mathbf{I}_{k-r_{\alpha+\beta}-2 i-1}+\mathbf{T}_{22}^{r_{\alpha+\beta}+2 i+1}\right|^{\frac{r_{\alpha+\beta}-1}{2}-\alpha-\beta}\left|\mathbf{I}_{k-r_{\alpha+\beta}-2 i-2}+\mathbf{T}_{22}^{r_{\alpha+\beta}+2 i+2}\right|^{\alpha+\beta-\frac{r_{\alpha+\beta}}{2}} \\
& \quad \times \prod_{i=0}^{\left\lfloor\frac{k-r_{\alpha}-1}{2}\right\rfloor}\left|\mathbf{I}_{k-r_{\alpha}-2 i}+\mathbf{T}_{22}^{r_{\alpha}+2 i}\right|^{\alpha-\frac{r_{\alpha}}{2}}\left|\mathbf{I}_{k-r_{\alpha}-2 i-1}+\mathbf{T}_{22}^{r_{\alpha}+2 i+1}\right|^{\frac{r_{\alpha}-1}{2}-\alpha} \\
& \quad \times \prod_{i=0}^{\left\lfloor\frac{k-r_{\beta}-1}{2}\right\rfloor}\left|\mathbf{I}_{k-r_{\beta}-2 i}+\mathbf{T}_{22}^{r_{\beta}+2 i}\right|^{\beta-\frac{r_{\beta}}{2}}\left|\mathbf{I}_{k-r_{\beta}-2 i-1}+\mathbf{T}_{22}^{r_{\beta}+2 i+1}\right|^{\frac{r_{\beta}-1}{2}-\beta} .
\end{aligned}
$$

This can be written as

$$
\begin{aligned}
& \left|\mathbf{I}_{k-r_{\alpha+\beta}-1}+\mathbf{T}_{22}^{r_{\alpha+\beta}+1}\right|^{\frac{r_{\alpha+\beta}-1}{2}-\alpha-\beta}\left|\mathbf{I}_{k-r_{\alpha+\beta}-2}+\mathbf{T}_{22}^{r_{\alpha+\beta}+2}\right|^{\alpha+\beta-\frac{r_{\alpha+\beta}-1}{2}} \\
& \times \prod_{i=1}^{\left\lfloor\frac{k-r_{\alpha+\beta}}{2}-1\right\rfloor}\left|\mathbf{I}_{k-r_{\alpha+\beta}-2 i-1}+\mathbf{T}_{22}^{r_{\alpha+\beta}+2 i+1}\right|^{\frac{r_{\alpha+\beta}-1}{2}-\alpha-\beta}\left|\mathbf{I}_{k-r_{\alpha+\beta}-2 i-2}+\mathbf{T}_{22}^{r_{\alpha+\beta}+2 i+2}\right|^{\alpha+\beta-\frac{r_{\alpha+\beta}-1}{2}} \\
& \times\left|\mathbf{I}_{k-r_{\alpha}}+\mathbf{T}_{22}^{r_{\alpha}}\right|^{\alpha-\frac{r_{\alpha}}{2}}\left|\mathbf{I}_{k-r_{\alpha}-1}+\mathbf{T}_{22}^{r_{\alpha}+1}\right|^{\frac{r_{\alpha}-1}{2}-\alpha} \\
& \times \prod_{i=1}^{\left\lfloor\frac{k-r_{\alpha}-1}{2}\right\rfloor}\left|\mathbf{I}_{k-r_{\alpha}-2 i}+\mathbf{T}_{22}^{r_{\alpha}+2 i}\right|^{\alpha-\frac{r_{\alpha}}{2}}\left|\mathbf{I}_{k-r_{\alpha}-2 i-1}+\mathbf{T}_{22}^{r_{\alpha}+2 i+1}\right|^{\frac{r_{\alpha}-1}{2}-\alpha} \\
& \times\left|\mathbf{I}_{k-r_{\beta}}+\mathbf{T}_{22}^{r_{\beta}}\right|^{\beta-\frac{r_{\beta}}{2}}\left|\mathbf{I}_{k-r_{\beta}-1}+\mathbf{T}_{22}^{r_{\beta}+1}\right|^{\frac{r_{\beta}-1}{2}-\beta} \\
& \times \prod_{i=1}^{\left\lfloor\frac{k-r_{\beta}-1}{2}\right\rfloor}\left|\mathbf{I}_{k-r_{\beta}-2 i}+\mathbf{T}_{22}^{r_{\beta}+2 i}\right|^{\beta-\frac{r_{\beta}}{2}}\left|\mathbf{I}_{k-r_{\beta}-2 i-1}+\mathbf{T}_{22}^{r_{\beta}+2 i+1}\right|^{\frac{r_{\beta}-1}{2}-\beta} .
\end{aligned}
$$

However, it is easy to notice that we have

$$
\begin{gathered}
\prod_{i=0}^{\left\lfloor\frac{k-r_{\alpha}}{2}-1\right\rfloor}\left|\mathbf{I}_{k-r_{\alpha}-2 i-1}+\mathbf{T}_{22}^{r_{\alpha}+2 i+1}\right|^{\frac{r_{\alpha}-1}{2}-\alpha}\left|\mathbf{I}_{k-r_{\alpha}-2 i-2}+\mathbf{T}_{22}^{r_{\alpha}+2 i+2}\right|^{\alpha-\frac{r_{\alpha}}{2}} \\
\quad=\left|\mathbf{I}_{k-r_{\alpha}-1}+\mathbf{T}_{22}^{r_{\alpha}+1}\right|^{\frac{r_{\alpha}-1}{2}-\alpha} \times \\
\quad \times \prod_{i=1}^{\left\lfloor\frac{k-r_{\alpha}-1}{2}\right\rfloor}\left|\mathbf{I}_{k-r_{\alpha}-2 i}+\mathbf{T}_{22}^{r_{\alpha}+2 i}\right|^{\alpha-\frac{r_{\alpha}}{2}}\left|\mathbf{I}_{k-r_{\alpha}-2 i-1}+\mathbf{T}_{22}^{r_{\alpha}+2 i+1}\right|^{\frac{r_{\alpha}-1}{2}-\alpha} .
\end{gathered}
$$

Indeed, if $\alpha \geq \frac{k-1}{2}$, then $r_{\alpha}=2 \alpha$ and both of the convolutions are over an empty set of indices and $k-r_{\alpha}-1 \leq 0$ is not a positive integer in which the case it is assumed that $\left|\mathbf{I}_{k-r_{\alpha}-1}+\mathbf{T}_{22}^{r_{\alpha}+1}\right|=1$, so both sides of the above equality are equal to one. Next, consider $\alpha<\frac{k-1}{2}$ and let $I_{L}=\left\lfloor\frac{k-r_{\alpha}}{2}-1\right\rfloor$ and $I_{R}=\left\lfloor\frac{k-r_{\alpha}-1}{2}\right\rfloor$. If $I_{L}=I_{R}$, then $\left|\mathbf{I}_{k-r_{\alpha}-2 I_{L}-2}+\mathbf{T}_{22}^{r_{\alpha}+2 I_{L}+2}\right|=1$, since $k-r_{\alpha}-2 I_{L}-2 \leq 0$, and thus both the sides have the same factors. Similarly, if $I_{L}=I_{R}-1$, then $\left|\mathbf{I}_{k-r_{\alpha}-2 I_{R}-1}+\mathbf{T}_{22}^{r_{\alpha}+2 I_{R}+1}\right|=1$ since $k-r_{\alpha}-2\left(I_{L}+1\right)-1 \leq 0$ and thus the equality is shown. The equality of analogous terms corresponding to $\alpha+\beta$ and $\beta$ follow by a similar argument.

Proof of Proposition 5.4. The process GL is the sum of $k$ independent $k \times k$ processess $\mathbf{X}_{l}, l=1, \ldots, k$, such that for $\mathbf{X}_{l}=\mathbf{X}_{l}^{\top}$,

$$
\begin{aligned}
& \mathbf{X}_{l ; l \cdot l}=\left(0 \ldots 0 \Gamma_{l}\left(s_{l}\right) \frac{\sqrt{2}}{2} B_{l, l+1}\left(\Gamma_{l}\left(s_{l}\right)\right) \ldots \frac{\sqrt{2}}{2} B_{l, k}\left(\Gamma_{l}\left(s_{l}\right)\right)\right) \\
& \mathbf{X}_{l ; \cdot l}=\mathbf{X}_{l ; l \cdot}^{\top}
\end{aligned}
$$

and having all other entries equal to zero. The ChF of $\mathbf{X}_{l}=\mathbf{X}_{l}(\mathbf{s})$ is given by

$$
\begin{aligned}
\phi_{\mathbf{x}_{l}}(\mathbf{T}) & =\mathbb{E}\left[e^{\iota t_{l l} G+\iota \sqrt{2} \tilde{\mathbf{t}}_{l} \sqrt{G} \mathbf{Z}}\right] \\
& =\mathbb{E}\left\{\mathbb{E}\left[e^{\iota t_{l l} G+\iota \sqrt{2} \tilde{\mathbf{t}}_{l} \sqrt{G} \mathbf{Z}} \mid G\right]\right\} \\
& =\int_{0}^{\infty} e^{\iota t_{l l} x} \mathbb{E}\left[e^{\iota \sqrt{2 x} \tilde{\mathbf{t}}_{l} \mathbf{Z}}\right] \frac{x^{s_{l}-1}}{\Gamma\left(s_{l}\right)} e^{-x} d x \\
& \left.=\int_{0}^{\infty} e^{\iota t_{l l} x} e^{-x\left(1+\tilde{\mathbf{t}}_{l} \tilde{\mathbf{t}}_{l}^{\top}\right.}\right) \frac{x^{s_{l}-1}}{\Gamma\left(s_{l}\right)} d x \\
& =\frac{1}{\left(1+\tilde{\mathbf{t}}_{l} \tilde{\mathbf{t}}_{l}^{\top}\right)^{s_{l}}} \int_{0}^{\infty} e^{\iota t_{l l} x} e^{-x\left(1+\tilde{\mathbf{t}}_{l} \tilde{\mathbf{t}}_{l}^{\top}\right)} \frac{\left(1+\tilde{\mathbf{t}}_{l} \tilde{\mathbf{t}}_{l}^{\top}\right)^{s_{l}} x^{s_{l}-1}}{\Gamma\left(s_{l}\right)} d x \\
& =\frac{1}{\left(1+\tilde{\mathbf{t}}_{l} \tilde{\mathbf{t}}_{l}^{\top}\right)^{s_{l}}} \frac{1}{\left(1-\iota \frac{t_{l}}{1+\tilde{\mathbf{t}}_{l} \mathbf{t}_{l}^{\top}}\right)^{s_{l}}} \\
& =\frac{1}{\left(1+\tilde{\mathbf{t}}_{l} \tilde{\mathbf{t}}_{l}^{\top}-\iota t_{l l}\right)^{s_{l}}},
\end{aligned}
$$

where $G \stackrel{d}{=} \Gamma\left(s_{l}\right)$ and $\mathbf{Z}$ is a column of $k-l$ independent standard normal variables when $l<k$ and is zero when $l=k$. The obtained ChF is clearly infinitely divisible with the group parameter $s_{l}$. Consequently, the independent processes $\mathbf{X}_{l}(\mathbf{s})$ are Lévy motions and thus so is $\mathbf{G L}=\mathbf{X}_{1}+\cdots+\mathbf{X}_{k}$. The proof for the LT is similar.

## References

1. Ph. Artzner and G. Fourt, Lois gamma et bêta sur un cône convexe homogène., Applications en Analyse multivariée, vol. 278, C. R. Acad. Sci. Paris, Ser. A, 1974, pp. 293-295.
2. R. B. Bapat, Infinite divisibility of multivariate gamma distributions and m-matrices, Sankhya: The Indian Journal of Statistics, Series A 51 (1989), no. 1, 73-78.
3. O. Barndorff-Nielsen, P. Blæsild, J. L. Jensen, B. Jørgensen, and David Roxbee Cox, Exponential transformation models, Proceedings of the Royal Society of London. A. Mathematical and Physical Sciences 379 (1982), no. 1776, 41-65.
4. O. E. Barndorff-Nielsen and V. Pérez-Abreu, Matrix subordinators and related upsilon transformations, Theory of Probability \& Its Applications 52 (2008), no. 1, 1-23.
5. O. E. Barndorff-Nielsen, V. Pérez-Abreu, and A. Rocha-Arteaga, MatG random matrices, Stochastic Models 22 (2006), 723-734.
6. T. Bodnar, S. Mazur, and Y. Okhrin, Distribution of the product of singular Wishart matrix and normal vector, Theory of Probability and Mathematical Statistics 91 (2014), 1-15.
7. R. W. Butler, Generalized inverse Gaussian distributions and their Wishart connections, Scandinavian Journal of Statistics 25 (1998), no. 1, 69-75.
8. S. Das and D. K. Day, On Bayesian inference for generalized multivariate gamma distribution, Statistics and Probability Letters 80 (2010), 1492-1499.
9. M. L. Eaton, Multivariate statistics: A vector space approach., Wiley, New York, 1983.
10. N. Eisenbaum and H. Kaspi, On permanental processes, Stochastic Processes and their Applications 119 (2009), 1401-1415.
11. S.N. Evans, Association and infinite divisibility for the Wishart distribution and its diagonal marginals, Journal of Multivariate Analysis 36 (1991), 199-203.
12. W. Feller, An introduction to probability theory and its applications, volume 2, vol. 2, Wiley, 1991.
13. S. G. Gindikin, Invariant generalized functions in homogeneous domains, Functional Analysis and its Applications 9 (1975), no. 1, 50-52.
14. R. Griffiths, Characterization of infinitely divisible multivariate gamma distributions, Journal of Multivariate Analysis 15 (1983), 13-20.
15. A.K. Gupta and D.K. Nagar, Matrix Variate Distributions, Chapman and Hall/CRC, Boca Raton, 2000.
16. A.K. Gupta, D.K. Nagar, and L. E. Sánchez, Properties of matrix variate confluent hypergeometric function distribution, Journal of Probability and Statistics 2374907 (2016), 1-12.
17. D. A. Harville, Matrix algebra from a statistician perspective, Springer, 1997.
18. C. S. Herz, Bessel Functions of Matrix Argument, Annals of Mathematics 61 (1955), no. 3, 474-523.
19. T. Kollo and D. Rosen, Advanced multivariate statistics with matrices, Springer Dordrecht, 2005.
20. S. Kotz, T. J. Kozubowski, and K. Podgórski, The Laplace Distribution and Generalizations: A Revisit with Applications to Communications, Economics, Engineering and Finance, Birkhauser, Boston, 2001.
21. T. J. Kozubowski, S. Mazur, and K. Podgórski, Matrix variate generalized Laplace distributions, Working Paper 7, Örebro University, 2022.
22. M. Lerch, Sur un point de la théorie des fonctions génératrices d'abel, Acta Math. 27 (1903), 339-351.
23. G. Letac, A characterization of the Wishart exponential families by an invariance property, Journal of Theoretical Probability 2 (1989), no. 1, 71-86.
24. G. Letac and H. Massam, All invariant moments of the Wishart distribution, Scandinavian Journal of Statistics 31 (2004), no. 2, 295-318.
25. , A tutorial on the non central Wishart distribution, 2004.
26. G. Letac and J. Wesołowski, An independence property for the product of GIG and gamma laws, Annals of Probability 28 (2000), no. 3, 1371-1383.
27. P. Lévy, The arithmetical character of the wishart distribution, Mathematical Proceedings of the Cambridge Philosophical Society 44 (1948), 295-297.
28. G. D. Lin and X. Dou, An identity for two integral transforms applied to the uniqueness of a distribution via its Laplace-Stieltjes transform., Statistics 55 (2021), no. 2, 367-385.
29. M. B. Marcus, Multivariate gamma distributions., Electronic Communications of Probability 19 (2014), no. 86, 1-10.
30. H. Massam and J. Wesołowski, The Matsumoto-Yor property and the structure of the Wishart distribution, Journal of Multivariate Analysis 97 (2006), no. 1, 103-123.
31. A. M. Mathai and S. B. Provost, On the singular gamma, Wishart, and beta matrix-variate density functions, Canadian Journal of Statistics (2022 to be published), 1-23.
32. E. Mayerhofer, On Wishart and noncentral Wishart distributions on symmetric cones, Transactions of the American Mathematical Society 371 (2019), no. 10, 7093-7109.
33. S. D. Peddada and D. St. R. Richards, Proof of a conjecture of M. L. Eaton on the characteristic function of the Wishart distribution, Annals of Probabibility 19 (1991), no. 2, 868-874.
34. V. Pérez-Abreu and J. Rosiński, Representation of infinitely divisible distributions on cones, Journal of Theoretical Probability 20 (2007), no. 3, 535-544.
35. V. Pérez-Abreu and R. Stelzer, Infinitely divisible multivariate and matrix gamma distributions, Journal of Multivariate Analysis 130 (2014), 155-175.
36. Alexis Reymbaut, Matrix moments of the diffusion tensor distribution and matrix-variate gamma approximation, Journal of Magnetic Resonance Open 8-9 (2021), 100016.
37. V. Seshadri and J. Wesołowski, More on connections between Wishart and matrix GIG distributions, Metrika 68 (2008), 219-232.
38. D. N. Shanbhag, An extension of Lévy's result concerning indecomposability of the Wishart distribution, Mathematical Proceedings of the Cambridge Philosophical Society 75 (1974), 109-113.
39. On the structure of the Wishart distribution, Journal of Multivariate Analysis 6 (1976), 347-355.
40. A. V. Skorokhod, Random processes with independent increments, (russian original 1986) ed., Mathematics and its Applications, Kluwer Academic Publisher, Dordrecht, Netherlands, 1991.
41. M. S. Srivastava, Singular Wishart and multivariate beta distributions, Annals of Statistics 31 (2003), no. 5, 1537-1560.
42. L. Thabane and M. S. Haq, On the matrix-variate generalized hyperbolic distribution and its Bayesian applications, Statistics 38 (2004), no. 6, 511-526.
43. D. Vere-Jones, Alpha-permanents and their applications to multivariate gamma, negative binomial and ordinary binomial distributions, New Zealand Journal of Mathematics 26 (1997), 125-149.
44. K. Viraswami, On multivariate gamma distributions, Master's thesis, McGill University, July 1991.

Department of Mathematics and Statistics, University of Nevada, NV-89557 RENO, USA

Email address: tkozubow@unr.edu
Department of Statistics, Örebro University, SE-70182 Örebro, Sweden
Department of Economics and Statistics, Linnaeus University, SE-35195 Växjö, Sweden
Email address: Stepan.Mazur@oru.se
Department of Statistics, Lund University, SE-22007 Lund, Sweden
Email address: Krzysztof.Podgorski@stat.lu.se


[^0]:    Terms of use:
    Documents in EconStor may be saved and copied for your personal and scholarly purposes.

    You are not to copy documents for public or commercial purposes, to exhibit the documents publicly, to make them publicly available on the internet, or to distribute or otherwise use the documents in public.

    If the documents have been made available under an Open Content Licence (especially Creative Commons Licences), you may exercise further usage rights as specified in the indicated licence.

[^1]:    2010 Mathematics Subject Classification. Primary: 60B20, 60E05, 60G51, 62H10; Secondary: 60E07, 60E10, 62E15, 62H05.
    Stepan Mazur acknowledges financial support from the internal research grants at Örebro University.
    Krzysztof Podgórski acknowledges financial support of the Swedish Research Council (VR) Grant DNR: 2020-05168.

