
Caliari, Daniele

Working Paper

Rationality is not consistency

WZB Discussion Paper, No. SP II 2023-304

Provided in Cooperation with:
WZB Berlin Social Science Center

Suggested Citation: Caliari, Daniele (2023) : Rationality is not consistency, WZB Discussion
Paper, No. SP II 2023-304, Wissenschaftszentrum Berlin für Sozialforschung (WZB), Berlin

This Version is available at:
https://hdl.handle.net/10419/274074

Standard-Nutzungsbedingungen:

Die Dokumente auf EconStor dürfen zu eigenen wissenschaftlichen
Zwecken und zum Privatgebrauch gespeichert und kopiert werden.

Sie dürfen die Dokumente nicht für öffentliche oder kommerzielle
Zwecke vervielfältigen, öffentlich ausstellen, öffentlich zugänglich
machen, vertreiben oder anderweitig nutzen.

Sofern die Verfasser die Dokumente unter Open-Content-Lizenzen
(insbesondere CC-Lizenzen) zur Verfügung gestellt haben sollten,
gelten abweichend von diesen Nutzungsbedingungen die in der dort
genannten Lizenz gewährten Nutzungsrechte.

Terms of use:

Documents in EconStor may be saved and copied for your
personal and scholarly purposes.

You are not to copy documents for public or commercial
purposes, to exhibit the documents publicly, to make them
publicly available on the internet, or to distribute or otherwise
use the documents in public.

If the documents have been made available under an Open
Content Licence (especially Creative Commons Licences), you
may exercise further usage rights as specified in the indicated
licence.

https://www.econstor.eu/
https://www.zbw.eu/
http://www.zbw.eu/
https://hdl.handle.net/10419/274074
https://www.econstor.eu/
https://www.leibniz-gemeinschaft.de/


  

 

Research Area 
Markets and Choice 
Research Unit 
Economics of Change 

 

  
  

 

 

 

 
Daniele Caliari 
 
 
Rationality is not Consistency 
 

Discussion Paper 

SP II 2023–304 
July 2023 
 



Wissenschaftszentrum Berlin für Sozialforschung gGmbH 
Reichpietschufer 50 
10785 Berlin 
Germany 
www.wzb.eu 

  

 

 

 
 
 
 
 
 
 
 
 
Affiliation of the authors: 
 
Daniele Caliari, WZB (daniele.caliari@wzb.eu) 
 
 
 
 

Discussion papers of the WZB serve to disseminate the research results of work 
in progress prior to publication to encourage the exchange of ideas and aca-
demic debate. Inclusion of a paper in the discussion paper series does not con-
stitute publication and should not limit publication in any other venue. The 
discussion papers published by the WZB represent the views of the respective 
author(s) and not of the institute as a whole. 

Copyright remains with the authors. 



 

 

Abstract 

Rationality is not Consistency* 
 
We challenge the standard definition of economic rationality as consistency by 
making use of a novel distinction between axioms of decision theory: consistency 
and preference axioms. We argue that this distinction has been overlooked by the 
literature and, as a result, evidence that consistency is a proxy of decision-making 
ability is often based on incorrect identification strategies. We conduct an         
experiment to investigate the factors that drive violations of consistency alone. 
While we find no evidence that consistency axioms are a proxy of decision-
making ability, we provide suggestive evidence that some preference axioms are, 
confirming their potential role as confounding factors. Overall, our experimental 
evidence raises doubts about the choice of language that equates consistency with 
rationality in economics. 
 
Keywords: Decision Theory, Experimental Design, Consistency, Rationality. 
 
JEL classification: D00, D90, D91 
 
 
 
 
 

                                                 
* I am indebted to Marco Mariotti and Christopher Tyson for their advice and guidance. I also thank 

Georgios Gerasimou, David Freeman, Aniol Llorente-Saguer, Ivan Soraperra, Maria Vittoria Levati,  

David Dillenberger, Asen Ivanov, Tomas Jagelka, Dorothea Kubler, Lorenzo Neri, Pietro Ortoleva, Ariel 

Rubinstein, Steffen Huck, Yiming Liu, Kai Barron, Valentino Dardanoni, Itzhak Gilboa, and the partici-

pants of ESEM-EEA European Summer Meeting 2019, EEA Virtual Meeting 2020, WZB MC-Reading 

Group, and the first MPI-WZB workshop, 2021. I also thank Queen Mary University of London for fund-

ing the experiment and University of St. Andrews for hosting it. The experiment was approved by the 

Queen Mary Ethics of Research Committee: ref. QMREC2102. 



 

All discussion papers are downloadable: 
http://www.wzb.eu/en/publications/discussion-papers/markets-and-choice 

 



2

1 Introduction

"Economists sometimes use the adjective rational in place of consistent,

with the implied pejorative that choices that don’t conform to their models

are irrational. This is bad choice of language and is the source of all sorts

of silly arguments with psychologists, sociologists, etc..." (Kreps, 2015).

"Rationality, they say, equals consistency... But this means only that those

choices are consistent with one another when viewed from the perspective

of some theory [italics in the original]" (Sugden, 1991).

In this paper, the theory under scrutiny is utility maximization. It is well known that

a decision maker can be modelled as a utility maximizer if and only if she has transitive

and complete preferences. This is the case if and only if her choices are consistent, i.e.

they satisfy the Weak Axiom of Revealed Preference. Economists have attached the

adjective "rational" to consistency requirements, implicitly assuming that it is how the

decision maker chooses that defines her rationality level and not what she chooses.

Our first, and theoretical, contribution is to introduce two types of decision theory

axioms: consistency axioms (henceforth ConAx)1 and preference axioms (henceforth

PrAx) which capture the ideas of how the decision maker ought to choose, and what she

ought to choose, respectively. To clarify our intuition with well-known decision theory

axioms, transitivity and completeness (ConAx) and monotonicity (PrAx); imagine a

decision maker who has to choose between three alternatives: £5, £6, and £7. The

set of transitive and complete preferences is neutral,2 namely, it does not constrain the

preferences of the decision-maker who could, for instance, prefer £5 to £7. On the other

hand, the set of monotonic preferences - the singleton £7¡£6¡£5 - is not neutral; the

decision-maker ought to prefer £7.

1Notable examples of consistency axioms, sometimes referred to as revealed preference tests, are the

Weak and Strong Axioms of Revealed Preference, Sen’s Property α, β and γ (Sen, 1971) in deterministic

choice or Independence from Irrelevant Alternatives, Stochastic Transitivity and Regularity in stochastic

choice (Block & Marschak, 1960). A review of different notions of consistency and their violations can

be found in Rieskamp et al. (2006).
2In Appendix A1 we formalize the notion of neutrality and provide a definition for ConAx and PrAx.

In doing so, we define transitivity and completeness as structural axioms (StAx) because, differently

from WARP, they are constraints on the primitives (preferences) and not on the observables (choices).

Nonetheless, we exploit the equivalence between WARP and transitive & complete preferences to treat

them as ConAx. A comprehensive analysis of the connection between ConAx and StAx can be found in

Mahmoud (2017).
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Contrary to consistency, rationality is generally a more ambiguous concept. Among

the several attempts to provide a formal definition, Gilboa (2009) defines objective ratio-

nality as "modes of behaviour that can be explained to others so that these are convinced

by them." It follows that to define objective rationality one needs to search for a widely

accepted definition of good decision-making abilities. To convince us that consistency

is a good measure of objective rationality, economists have shown correlations between

consistency, real world economic outcomes, and individual characteristics (Choi et al.

(2014), Andersson et al. (2016), Banks et al. (2019)). We argue that these findings

are misleading because consistency has been tested together with other requirements

(PrAx) that may have driven the results. Our motivation is to provide both theoretical

and experimental evidence that, in the words of Kreps, "the use of the adjective rational

in place of consistent is a bad choice of language". In the next two paragraphs, we give

two examples from the recent literature in which consistency (ConAx) cannot be tested

independently.

In their influential paper titled "Who is (more) rational?", Choi et al. (2014) find

that consistency with GARP in a lab experiment is correlated with wealth. However, by

Afriat’s Theorem (Afriat, 1967), GARP is equivalent to the existence of a continuous,

strictly increasing, and concave utility function that rationalizes the data and, therefore,

it has a stronger content (e.g. monotonicity and concavity) than the mere existence of

a utility function. We devote Section 3.5 to discussing how our paper relates to the

literature on GARP.

Andersson et al. (2016) use a classical Multiple Price List design (Holt & Laury

(2002), Andersen et al. (2008)) to study risk elicitation. They find a positive correlation

between consistency and cognitive abilities. In this design, a failure of consistency is

equated to multiple switches which also imply a violation of monotonicity. In fact,

Andersson et al. (2016) write: "We define subjects as Consistent if their decisions are

compatible with rational [transitive and complete] and monotonic preferences". Again,

economic rationality, as consistency, is combined with monotonicity, making it unclear

how to test the former without the latter.3

In this paper, we ask whether ConAx are, as the literature has suggested, necessary

conditions for high decision-making ability and, therefore, whether they justify the use

of the adjective rational. Firstly, ConAx are clearly not a sufficient condition for high

3Evidence of a misalignment between multiple switching behaviour (MSB) and cognitive abilities has

been recently investigated by Yu et al. (2021) and Chew et al. (2022) through a novel distinction between

regular and irregular MSB.
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decision-making ability. Consider a decision maker who always chooses £5 over £6.

ConAx suggest perfect consistency and a utility function can be constructed such that

up5q ¡ up6q. Nonetheless, it is hard to argue that she has good decision-making abil-

ities since monotonicity (PrAx) is violated. However, we make the stronger argument

against ConAx being necessary conditions for high-quality decision-making. There

are many deterministic models - e.g. Manzini & Mariotti (2012), Manzini & Mariotti

(2007), Masatlioglu et al. (2012) - and stochastic models - e.g. Machina (1985), Fuden-

berg et al. (2015), Cerreia-Vioglio et al. (2019) - that rely on a type of optimization pro-

cess and that rationalize violations of consistency.4 Particularly, we focus on the idea of

deliberate randomization which has been theoretically studied by Cerreia-Vioglio et al.

(2019) in the context of risk preferences, empirically validated in the same environ-

ment by Agranov & Ortoleva (2017), and investigated in a different domain (university

applications) by Dwenger et al. (2018).

Our second contribution is empirical. Although novel in its formalization, ours

is not the first theoretical criticism of the idea of economic rationality as consistency.

However, we argue that this paper is the first attempt to provide a clear-cut empiri-

cal strategy for the test of ConAx independently from PrAx and to provide evidence

about their relationship with proxies of decision-making abilities. We construct a choice

elicitation experiment in which subjects are asked to make choices regarding delayed

payment plans and gambles. Henceforth, we refer to the two environments as "Time"

and "Risk". We investigate the factors that contribute to violations of ConAx, focusing

on the number of violations of WARP. This measure, which will be our main depen-

dent variable, can be simply defined as the sum - over all pairs of elements - of the

product between the number of times an element x is chosen when y is available, and

vice versa.5 Our identification strategy relies on the fact that in some of our choice

problems, which we call MAIN problems, only ConAx can be violated, while in the

4Inconsistent choices have been documented in both experimental and non-experimental settings for

different reasons: mistakes (Cason & Plott, 2014), variation in tastes (Echenique et al., 2011), deliberate

randomization (Agranov & Ortoleva (2017), Cerreia-Vioglio et al. (2019)), the attraction and the similar-

ity effect (Tversky & Russo (1969), Natenzon (2019)), thinking costs (Caplin & Dean (2015), Fudenberg

et al. (2015)), non-standard behavioural procedures (Caplin et al., 2011), and many more.
5Let Cxy be the number of times x is chosen when y is available, for each individual i:

WARPi �
¸

x,y
Cxy �Cyx

As a robustness check, in the Online Appendix, we repeat our analysis using the Strong Axiom of

Revealed Preference and confirm our results.
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remaining ones violations of both ConAx and PrAx can arise. Importantly, since the

MAIN problems are all the non-empty subsets of a set of four alternatives, our test of

WARP (ConAx) is a test of the standard definition of economic rationality as utility

maximization (Sen, 1971).

Our empirical strategy consists of three steps. First, we identify those subjects who

use specific heuristics (simple rules) and those who deliberately randomize. The identi-

fication step relies, for the heuristics, on preference elicitation tools since, in our design,

heuristics induce specific extreme preferences. Deliberate randomization is, instead,

identified using the subjects’ reported behaviour in the questionnaire as in Agranov &

Ortoleva (2017). The questionnaire (see Appendix B) also allows us to corroborate our

approach for the identification of heuristics, which is also confirmed by the response

times, in line with Rubinstein (2013). The intuition behind inducing heuristics through

the design and the consequent identification via preference elicitation tools were in-

spired by the following hypothesis (Rubinstein, 2013) in the scarce literature on the

relation between ConAx and PrAx: "Consistency may reflect the use of a simple rule

rather than greater sophistication." If this hypothesis was correct, not only subjects who

follow simple rules should be more consistent; but, if the use of simple rules is cor-

related with lower sophistication or lower effort, we would empirically challenge the

use of the adjective rational in place of consistent. Therefore, in the first step, we in-

vestigate the relationship between heuristics, ConAx, cognitive abilities, and response

times.6 In the second and third steps, we use cognitive abilities, response times, and the

level of understanding of the experiment as proxies of decision-making abilities. First,

we provide evidence that PrAx are potential confounding factors for the evaluation of

consistency as a requirement for high decision-making ability. Second, we investigate if

these factors, as well as violations of PrAx, are correlated with the violations of ConAx
alone. What follows is the preview of our main results.

Result 1. In step 1, we confirm Rubinstein’s hypothesis. We find a strong negative effect

of the use of heuristics on the number of violations of WARP. This result is notably in

contrast with Choi et al. (2014) who wrote: "Some subjects may therefore adopt simple

decision rules, and this "simplification" may cause their choices to be inconsistent." The

difference in the effect between Time and Risk is due to the predominant use of these

rules in the former case (59%) versus the latter (20%). We also find that deliberate

6Response times are notoriously noisy. In Appendix C, we analyse the response times along dif-

ferent dimensions and show that, in our experiment, they contain important information regarding the

complexity and the nature of the questions.
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randomization is more widespread in Risk (19%) than in Time (5%). This behaviour

is significantly positively correlated with violations of WARP. Together, heuristics and

deliberate randomization explain the substantial difference in WARP violations between

Time and Risk (Figure 2).

Result 2. In step 2, we provide suggestive evidence that, contrarily to ConAx, viola-

tions of some PrAx display characteristics that are naturally connected to the idea of

bad decision-making abilities and therefore confirm their role of potential confound-

ing factors. In Time, we find robust negative correlations with cognitive abilities, re-

sponse times, and the level of understanding of the experiment. In Risk, these results

are weaker and only partially replicated.

Result 3. In step 3, we find that violations of ConAx and PrAx are not significantly

correlated in both Time and Risk, with the exception of a strong and positive corre-

lation between violations of WARP and SOSD.7 This finding, in line with previous

experiments such as Sopher & Narramore (2000) and Agranov & Ortoleva (2017), is

further evidence of the widespread use of deliberate randomization in Risk as modelled

by Machina (1985) and Cerreia-Vioglio et al. (2019). To confirm our interpretation, we

notice that whereas violations of SOSD are strongly correlated with WARP violations,

violations of FOSD8 are not. This finding is in line with Cerreia-Vioglio et al. (2019),

whose model forbids deliberate randomization using lotteries that are FOSD, while it

allows it for lotteries that are SOSD.

Result 4. We find an ambiguous correlation between cognitive abilities and violations

of WARP. While it is negative in Time, it is positive in Risk. We conclude that, in our

experiment, greater sophistication is connected to higher consistency in Time and lower

consistency in Risk. This finding contrasts with those of Burks et al. (2009), Choi et al.

(2014) and Andersson et al. (2016).

Result 5. We find a positive correlation between response times and violations of

WARP in both Time and Risk. Hence, we confirm the findings of Rubinstein (2013):

the use of quick simple rules generally increases consistency. If response times are con-

sidered as a measure of effort, this finding suggests that violations of WARP and effort

are, at best, uncorrelated.
7We say x second-order stochastically dominates y if given Fx and Fy the respective cumulative

distribution functions:
³a
�8

rFyptq � Fxptqsdt ¥ 0 for all a.
8We say x first-order stochastically dominates y if given Fx and Fy the respective cumulative distri-

bution functions: Fypaq ¥ Fxpaq for all a.
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2 The Experiment

The experiment follows a choice elicitation design. In Part One and Two subjects were

asked to choose from different sets of alternatives: delayed payment plans (Time) or

lotteries (Risk). Each part had 25 choice problems that were designed to be non-trivial.

Namely, unlike Tversky & Russo (1969), Manzini & Mariotti (2010), and McCausland

et al. (2019), in none of the MAIN problems a dominant alternative was present.

Before the start of the experiment subjects received general instructions plus spe-

cific instructions about both parts.9 Furthermore, at the beginning of Part One and Two,

subjects answered three trial problems in order to make them familiar with the experi-

ment’s environment.

For both Time and Risk the alternatives were divided into two groups: Tables 1

and 2 describe the four MAIN alternatives (see the Online Appendix in Section 1 for a

complete description of all the alternatives).

Each individual solved all the 11 choice problems involving the MAIN alterna-

9The instructions were available both on screen and on paper such that they could be consulted during

the entire experiment. Note that the experiment has been designed to be paper-free.
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tives.10 The other problems were designed to obtain particular information about the

following PrAx: (i) monotonicity implies that an individual should prefer more money

than less. In choices among gambles, the individual never chooses first-order stochas-

tically dominated gambles; (ii) impatience11 implies that money has a decreasing value

when moved ahead in time; (iii) risk aversion implies that individuals should never

choose lotteries that are second-order stochastically dominated or, equivalently, indi-

viduals have a concave Bernoulli utility function.

The positions of the alternatives were randomized. The subjects could face two

orders of problems and we also inverted Time and Risk elicitation such that we had a

total of four treatments. A complete structure of the experiment as well as a description

of the orders can be found in Section 2 of the Online Appendix.

The reward was measured in Token with an exchange rate of 1:10 for lotteries and

1:20 for delayed payment plans. The average reward was about £19 per subject and the

experiment lasted on average 1:15 hours. The experiment took place at the University

of St. Andrews between June and September 2019 and 145 subjects participated. The

experiment has been performed using z-tree (Fischbacher, 2007).

3 Results

The results are structured as follows: we start, in Section 3.1, by presenting a stark

difference in behaviour between Time and Risk. In Section 3.2, we introduce our iden-

tification strategy for subjects that use heuristics. In Time, we focus on two heuristics

that resemble the behaviour of extremely patient and impatient subjects. In Risk, we

focus on one heuristic based on the choice of the safest lottery (extreme risk aversion),

and one based on the calculation of the expected value (risk neutrality). Then, we in-

troduce the concept of deliberate randomization with specific reference (in Risk) to the

work of Cerreia-Vioglio et al. (2019). Subsequently, in Section 3.3, we investigate the

factors that are correlated with the violation of PrAx. Finally, in Section 3.4, we unify

our results into a comprehensive analysis of violations of ConAx.

10The eleven sets of questions refer to all the non-empty subsets of the set of MAIN alternatives minus

the singletons.
11By impatience we intend to refer to the violation of discounting models. The term "impatience" has

been used by Fishburn & Rubinstein (1982) to denote Axiom A3.
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3.1 Consistency in Time and Risk

Subjects’ consistency differs significantly between Time and Risk. Figure 1 displays

the number of violations of WARP in Risk on the x-axis and those in Time on the y-

axis. The area of the circles is proportional to the number of subjects. The correlation

is low and mostly driven by a small portion of consistent individuals in both Time

and Risk. The magnitude of the WARP violations is similarly important. Figure 2

presents the distributions of violations in Time, Risk and those that would have been

made by a random chooser. A Kolmogorov-Smirnov test reports a highly significant

difference between the three distributions Time/Risk (p-value=0.000), Time/Random

(p-value=0.000) and Risk/Random (p-value=0.000). To give an idea of the difference

in magnitude, on average, subjects display 1.96 WARP violations in Time and 4.99

in Risk (t-test, p-value=0.000). This result is only the starting point of our analysis,

nonetheless, it is novel and it suggests that individuals may behave very differently in

Time and Risk.

Figure 1: Violations of WARP in the entire dataset. Figure 2: Distribution of the violations of WARP.

3.2 Heuristics and deliberate randomization

In our experiment, some natural heuristics are mapped to extreme preferences ordered

by discount factor and risk aversion parameter. This observation inspires our identi-

fication strategy which consists of focusing on those subjects who chose in line with

extreme preferences. Since choices are noisy, in order to identify preferences we use

an optimal weighting algorithm, as described in Caliari (2023). As mentioned in the

introduction, we provide several robustness checks to our approach. First, in Appendix

B, we show that our identification through elicited preferences highly overlaps with the
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direct revelation of the use of heuristics through the questionnaire.12 Second, in Sec-

tion 3.4 of the Online Appendix, we show that our main analysis on the violations of

ConAx is confirmed when heuristics are identified using direct revelation instead of the

elicited preferences. Finally, to show that our results do not rely on the specific optimal

weighting algorithm, in Section 3.3 of the Online Appendix, we show that the corre-

lations between the use of heuristics, violations of ConAx, and cognitive abilities are

robust both to the use of reported preferences and the use of different algorithms such

as the Minimum Swaps algorithm (Apesteguia & Ballester, 2015) and the Sequential

algorithm (Horan & Sprumont, 2016).

As presented in Tables 1 and 2, we have denoted the risk alternatives: Degener-

ate [D], Safe [S], Fifty-Fifty [50] and Risky [R]; and the time alternatives: One Shot

Payment [OS], Decreasing [D], Constant [K], Increasing [I]. The choice of the Degen-

erate lottery (or One Shot Payment plan) involves particularly high (low) risk aversion

parameter (discount factor).13 When these alternatives are consistently chosen the ex-

istence of a heuristic is particularly probable.14 Importantly, these heuristics do not

require calculations. Highly risk-averse subjects simply search for the option with the

highest probability to win the bigger amount within the gamble (represented by pies,

see the Online Appendix, Section 6), while highly impatient ones search for the high-

est, and first, histogram in the graphical description of the payment plans (similarly,

see the Online Appendix, Section 6). On the other side of the preferences, we identify

two heuristics that involve calculations: the risk neutral subjects calculate the expected

value of the lotteries, and the patient ones sum all the payments in the plan and choose

the one with the highest value.

Overall, we identify four heuristics: we refer to subjects who choose according to

the preference D¡ S¡ 50¡R as Most Risk Averse, R¡ 50¡ S¡D as Risk Neutral,
OS ¡ D ¡ K ¡ I as Most Impatient and I ¡ K ¡ D ¡ OS as Patient. Crucially, these

individuals are not, a priori, more consistent than others. For example, a subject that

behaves according to a CRRA utility function with a risk parameter between 0.8 and

1.2 should consistently choose following the preference S ¡ D ¡ 50 ¡ R. A complete

breakdown of the consistency of the subjects by elicited preferences is presented in

Section 3.1 of the Online Appendix.

Finally, we use the questionnaire to identify a behaviour denoted as Deliberate
12A full description of the questionnaire can be found in Section 4 of the Online Appendix.
13See the Online Appendix for more details regarding how the alternatives have been chosen.
14Iyengar & Kamenica (2010) show that, particularly in cases of choice overload, subjects have a

preference for simplicity. In the case of gambles, they observe a preference for degenerate ones.
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Randomization15 in both Time and Risk, as in Agranov & Ortoleva (2017). Samples

of the reported answers are presented in Appendix B.

3.2.1 Time preferences

We start by presenting the relation between heuristics, deliberate randomization and

WARP violations, Raven’s scores, and Response Times. The box plots report both the

median (red line) and the mean (blue star). Above each box plot, we report the prob-

abilities related to two tests performed in the comparison with the group of remaining

subjects, denoted as Others: unpaired t-test for different mean p1, and Wilcoxon rank

sum test for different median p2.

Figure 3 confirms Rubinstein’s hypothesis. Heuristics (simple rules) imply a signifi-

cantly higher level of consistency. These rules are widely adopted as 59% of the subjects

are found to be either very impatient or perfectly patient. Figure 4 shows that this re-

sult is not driven by greater sophistication, Raven’s scores are not significantly different

among groups. Finally, Figure 5 confirms the hypothesis that Most Impatient subjects

follow a heuristic which does not require calculations and therefore answer questions

more quickly than Patient subjects, who follow the summation rule, and Other sub-

jects. Deliberate Randomization is very limited in Time as only 5% of the subjects

have reported this behaviour in the questionnaire.16 These subjects violate WARP more

often than those who use heuristics but do not report significant differences in terms of

Raven’s scores and Response Times.

15Examples of randomization in choices among lotteries are Hey & Carbone (1995), Ballinger &

Wilcox (1997), Sopher & Narramore (2000), Hey (2001), Agranov & Ortoleva (2017), while Dwenger

et al. (2018) shows similar evidence from university applications. Evidence of randomization between

delayed payment plans can be found in studies involving Multiple Price Lists such as Andersen et al.

(2008).
16Only two subjects are overlapping between the group of Deliberate Randomization and Patient,

while the group Most Impatient is disjoint.
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Figure 3: WARP violations by Group in Time. Figure 4: Raven’s scores by Group in Time.

Figure 5: Response Times by Group in Time.

3.2.2 Risk preferences

First, we notice that the Deliberate Randomization behaviour is more widespread in

Risk as 19% of the subjects reported it in the questionnaire.17 Given that the construc-

tion of this group relies on direct reporting, it is possible that the 19% is underestimated.

Different from Time, here we can also rely on the theoretical model of Cerreia-Vioglio

et al. (2019) (see Appendix A2 for details) to identify subjects who deliberately ran-

domize. This aspect is important and will be investigated in the next sections as it is

based on the introduction of PrAx.

Analysing the figures below, Rubinstein’s hypothesis is again confirmed. Figure 6

shows that subjects who use heuristics are significantly more consistent, however, con-

trarily to Deliberate Randomization, their use is far less common than in Time. Only

17Only one subject has reported to deliberately randomize and, at the same time, chose according to

simple rules. This confirms how these behaviours are fundamentally different.



13

20% of the subjects have extreme preferences.18 The use of heuristics and deliberate

randomization is the main driver of the zero correlation observed in Figure 1 and the

stark difference in WARP violations between Time and Risk as reported in Figure 2.

Figure 6: WARP violations by Group in Risk. Figure 7: Raven’s scores by Group in Risk.

Figure 8: Response Times by Group in Risk.

As expected, we find that subjects in the Deliberate Randomization group are

significantly less consistent than Others. This is even more true if we compare them

with the Most Risk Averse and Risk Neutral groups. This finding suggests that these

subjects are fundamentally different in terms of behaviour, independent of their prefer-

ences.

Figure 7 reports two important findings. First, subjects who deliberately randomize

do not present significant differences in Raven’s scores when compared to Others, but

they do have significantly higher scores than Most Risk Averse subjects. The result is

somewhat expected because deliberate randomization involves an optimization problem
18Our data are in line with Andersson et al. (2016); in one of their treatment (statistics are similar in

the other treatment), they find 14.8% of extremely risk-averse subjects. Our finding is 11.7%.
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without attention or information costs. Second, more generally and in line with the

literature,19 Most Risk Averse subjects have significantly lower Raven’s scores than

the remaining subjects. Finally, Figure 8 confirms, on one hand, that the heuristic Risk
Neutral, which requires the calculation of the expected value, implies significantly

higher response times than the other groups; on the other hand, that the heuristic Most
Risk Averse requires low response times.

3.3 Violations of preference axioms

In the previous subsection, we investigated the characteristics of subjects who used

heuristics and those who deliberately randomized in our experiment. Now, we turn

our attention to PrAx as we aim to investigate their potential role of confounding fac-

tors in determining the relationship between ConAx and measures of decision-making

abilities. As mentioned in Section 2, we consider two PrAx in Time: monotonicity

and impatience; and two in Risk: FOSD and SOSD (or equivalently, monotonicity and

concavity of the Bernoulli utility).

3.3.1 Time preferences

We construct dummies that take value 1 if a PrAx is violated and 0 otherwise.20 In

Time, violations of PrAx are relatively rare in our experiment as 20% of the subjects

violated impatience and only 9% violated monotonicity.

First, we document a negative correlation between violations of impatience and

monotonicity, and Raven’s scores (resp. -0.276, -0.115), Response Times (resp. -0.259,

-0.094), and Understanding (resp. -0.342, -0.143).21 Importantly, the Response Times

are calculated focusing only on problems in which PrAx could be violated, hence out-

side the MAIN ones. The variable "Understanding" is constructed by aggregating the

first two questions of Questionnaire 1 presented in Section 4 of the Online Appendix.22

19See Dohmen et al. (2010) as a notable example and Andersson et al. (2016) for a review of the

literature.
20The use of dummies does not influence our analysis as the distribution of violations of PrAx is

skewed towards one given the relatively rare possibility of violating them in our experiment. In Time,

92.3% (resp. 62.0%) of the subjects who violated monotonicity (resp. impatience) did it only once while

in Risk, these proportions for FOSD and SOSD are respectively 92.1% and 35.2%.
21All correlations regarding impatience are significantly different from zero even correcting for mul-

tiple hypothesis testing (Bonferroni correction), while those involving monotonicity are not significantly

different from zero.
22In these questions, we asked if subjects had a good overall understanding of the experiment and if
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We represent these results using box plots and report the differences in Raven’s scores,

Response Times, and Understanding between the group of subjects who violated the

PrAx, and those who did not.

Figure 9: Raven’s scores by PrAx in Time. Figure 10: Response Times by PrAx in Time.

Figure 11: Understanding by PrAx in Time.

Figures 9-11 show suggestive evidence that subjects who violated either impatience

or monotonicity have lower decision-making abilities - or displayed lower effort - as

they have lower Raven’s scores, quicker response times, and a lower understanding of

the experiment. This evidence strengthens the role of PrAx as potential confounding

factors in the existing literature (Choi et al., 2014), (Andersson et al., 2016).

To provide more insights regarding violations of PrAx, in particular to control for

the instructions provided were enough to understand the experiment’s tasks. The answers were ordered

from "strongly agree" to "strongly disagree", with values from 1 to 5. Overall, the subjects showed a

good understanding. The two questions had a mean of 1.55 and 1.37 and a standard deviation of 0.6 and

0.62, respectively. We then take 10 minus the overall score to give a more immediate interpretation of

the variable.
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the use of heuristics, we perform a regression analysis that we report in Section 3.2 of

the Online Appendix. We summarize our analysis in Figure 12.23 In this figure and all

the following ones, we report the 95% confidence interval.

First, heuristics have clear and easy-to-interpret effects. On one hand, Most Im-
patient subjects rarely violate impatience since the heuristic of choosing the first and

highest histogram is a perfect remedy against violations of impatience. On the other

hand, Patient subjects rarely violate monotonicity. In a similar fashion, the simple rule

of choosing the plan that yields the highest summation of payments is a perfect remedy

against violations of monotonicity.24

Even after controlling for the use of heuristics, we find that both Raven’s scores,

Response Times, and Understanding are negatively correlated with violations of im-

patience confirming our interpretation in line with lower decision-making abilities ir-

respective of the use of simple rules. Importantly, the coefficients of Response Times

(Bonferroni-adjusted p<0.001) and Understanding (p=0.0216) are significant even after

correcting the standard errors for multiple hypothesis testing. Non-surprisingly, Raven’s

scores and Understanding are significantly positively correlated (+0.225) and, if the

variable Understanding is omitted (see the Online Appendix for details), the coefficient

of Raven’s scores becomes highly significant (p=0.003). This suggests that cognitive

abilities affect violations of impatience partly through a lower understanding of the ex-

periment.

We repeat the analysis for monotonicity. Even if the direction of the coefficients

is confirmed, we do not find significant effects of Raven’s scores, Response Times,

and Understanding. Instead, we document that the correlation between violations of

monotonicity and impatience is strong and significant both unconditionally (+0.266)

and in our regression analysis (see the Online Appendix).

23In this figure, we report the regression coefficients of specification (4) in Tables A7a and A7b, Section

3.2 of the Online Appendix.
24Given the low proportion of subjects who reported Deliberate Randomization, we exclude them

from Figure 12.
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Figure 12: Violations of PrAx in Time

3.3.2 Risk preferences

In Risk, exploiting the results of Andersson et al. (2016) and Agranov & Ortoleva

(2017), we first provide evidence of the role of PrAx as confounding factors by showing

the difference between violations of ConAx with and without PrAx. As anticipated, the

Multiple Price List design does not allow to test ConAx and PrAx separately. Anders-

son et al. (2016) documented that 14.8% and 30.48% of their subjects were inconsistent

and non-monotonic, respectively, in their first and second Multiple Price Lists. We find

that 26% of our subjects violate FOSD. This is in stark contrast with the number of sub-

jects who violate only ConAx found both in the literature and in our experiment. Agra-

nov & Ortoleva (2017) documented that 90% of their subjects were inconsistent while

we find that 85.5% violated WARP only in our MAIN problems (Figure 2). These find-

ings are already, per sé, strong evidence of the role of confounding factors that PrAx
may play. We, now, investigate the factors that are correlated with the violations of

PrAx in Risk.
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Figure 13: Raven’s scores by PrAx in Risk. Figure 14: Response Times by PrAx in Risk.

Figure 15: Understanding by PrAx in Risk.

Even if violations of PrAx are more common in Risk than in Time, with 26% of

subjects violating FOSD and 74% violating SOSD, we only partially replicate the previ-

ous results regarding impatience and monotonicity. We find weak correlations between

violations of FOSD and SOSD, and Raven’s scores (resp. -0.040, -0.101), Response

Times (resp. -0.062, -0.315), and Understanding (resp. +0.074, +0.001). These results

are equivalently reported in Figures 13-15 which, except for Response Times, do not

display significant differences between subjects who did and did not violate PrAx.
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Figure 16: Violations of PrAx in Risk

So, why do subjects violate PrAx in Risk in our experiment? We start by describing

the observable implications of deliberate randomization. As described in Appendix A2,

Cerreia-Vioglio et al. (2019) show that subjects who deliberately randomize should not

choose alternatives that are first-order stochastically dominated. Hence, if chosen by

mistake outside the MAIN problems they should not predict inconsistencies inside it.

Conversely, they do not constrain the choice of second-order stochastically dominated

ones. Therefore, subjects who are described as Deliberate should violate SOSD more

often.

More generally, to take into account the role of heuristics, we repeat the regression

analysis of the previous section. Figure 16 summarizes our results.25 First, Deliberate
Randomization subjects report a significantly higher number of violations of SOSD,

while there is no difference for FOSD. Other heuristics, on the other hand, reduce the

violations of SOSD with a greater effect found for Most Risk Averse subjects. This is

expected since highly risk averse individuals are unlikely to choose lotteries that would

be preferred by risk loving ones. Even in this case, no significant effect is found for

FOSD. Second, the correlations between violations of PrAx, Raven’s scores, and Un-

derstanding are negative but we find no significant results. The coefficient of Response

25In this figure, we report the regression coefficients of specification (4) in Tables A8a and A8b, Section

3.2 of the Online Appendix.
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times, instead, is significantly negative (Bonferroni-adjusted p=0.004).

To summarize, on one hand, we find strong evidence of how heuristics affect viola-

tions of SOSD. These factors account for the majority of the explained variation. On the

other hand, we do not find factors that can explain violations of FOSD; the amount of the

explained variation is surprisingly low (R2=0.019). Furthermore, we detect an impor-

tant difference between Time and Risk. Unlike violations of impatience and monotonic-

ity, violations of FOSD and SOSD are not significantly correlated (+0.097). Further-

more, even if monotonicity and FOSD represent the violation of the same assumption

on the utility function, the context matters as they are also not significantly correlated

(+0.033).

3.4 Main results: violations of consistency axioms

We begin presenting the correlation between violations of ConAx, Raven’s scores, Re-

sponse Times, and Understanding and compare it to the correlation with violations of

PrAx.

In Time, violations of WARP are - not significantly - negatively correlated with

Raven’s scores (-0.066) and Understanding (-0.115), and significantly positively corre-

lated with Response Times (+0.204). In Risk, violations of WARP are not significantly

correlated with Raven’s scores (+0.018), Response Times (-0.005), and Understanding

(+0.051). In both Time and Risk, these correlations are weaker, or even opposite sign

in the case of Response Times, than those involving PrAx and presented in previous

subsections. We take this as suggestive evidence that ConAx cannot be immediately

connected to decision-making abilities.

We then ask, do subjects who violate PrAx also violate ConAx? Our findings

indicate only weak correlations in Time: +0.109 and +0.08 respectively with impa-

tience and monotonicity. In Risk, instead, the correlation between violations of FOSD

and WARP is weak (+0.053), while it is positive and significant between violations of

SOSD and WARP (+0.304).

As we have seen in Section 3.3, this latter result is driven by Deliberate Ran-
domization subjects, but more generally, both the correlation between violations of

ConAx and PrAx, and the relationship between violations of ConAx, Raven’s scores,

Response Times, and Understanding are heavily influenced by heuristics. Therefore,

we perform a regression analysis that we summarize in Figure 17 for both Time and

Risk.26 The complete analysis, which involves also robustness checks for the measure-
26In both Time and Risk, the coefficients regard the specifications (7) of the regression analyses pre-
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ment of heuristics, can be found in Section 3.4 of the Online Appendix. The dependent

variable in the represented regressions is the number of violations of WARP.

Figure 17: Factors correlated with Violations of ConAx.

First, we find no correlation between violations of ConAx and PrAx - except SOSD

as expected. This result is relatively weak given the size of the standard errors of the

coefficients of PrAx. However, these correlations, which are unconditionally positive

and weak as shown above, disappear (see the Online Appendix for details) when we

control for heuristics. This confirms that heuristics are remedies against both the vio-

lation of PrAx and ConAx and, outside their use, the connection between PrAx and

ConAx seems to be weak. Non-surprisingly, instead, we find a significant positive cor-

relation between WARP violations and SOSD. This result is perfectly in line with the

predictions of the model of deliberate randomization as described in Cerreia-Vioglio

et al. (2019).

Second, heuristics strongly reduce the number of WARP violations. Deliberate ran-

domization, on the other hand, strongly increases the number of WARP violations but

only in Risk, as in Time only a small proportion of the subjects (5%) reported this be-

haviour. Taken together, heuristics and deliberate randomization are the main factors

driving WARP violations in both Time and Risk.

sented in Section 3.4 of the Online Appendix.
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Third, cognitive abilities are correlated with violations of WARP with opposite signs

in Time and Risk. This is a novel result since the literature has normally found negative

correlations. In Time, cognitive abilities can be interpreted traditionally, for instance,

as being connected to preference stability. In Risk, instead, subjects who choose to de-

liberately randomize act as if they diversify risk. This behaviour is correlated to higher

cognitive abilities, while the risk averse subjects who do not randomize are normally

correlated to lower cognitive abilities (Dohmen et al., 2010).

Fourth, response times are positively correlated with WARP violations. Therefore,

we confirm previous findings by Rubinstein (2013). The interpretation is again related

to the adoption of simple rules that guarantee high consistency and low response times.

Overall, our experiment shows that the relationship between ConAx and decision-

making abilities is, at best, unclear. We document that violations of WARP display: (1)

ambiguous correlations (positive in Risk and negative in Time) with cognitive abilities,

(2) relatively robust positive correlations with Response Times, and (3) non-significant

correlations with Understanding. These findings are substantially different from those

reported in relation to PrAx.

3.5 Discussion and further research

Before concluding our paper, we discuss the relationship between our study and the

literature on GARP. As mentioned in the introduction, ConAx are often considered

as necessary conditions for high quality behaviour. For instance, Kariv & Silverman

(2013), Choi et al. (2014), and Carvalho & Silverman (2019) argue that GARP is a nec-

essary but not sufficient condition for high-quality decision-making. Choi et al. (2014)

write: "if decisions are high-quality then there exists a utility function the choices max-

imize". The authors (see Section II.B in Choi et al. (2014)) stress the fact that GARP

does not impose normative restrictions on the utility function. They propose a strong

argument showing that GARP allows for violations of FOSD. We believe this point is

worth a discussion.

Choi et al. (2007), Choi et al. (2014), and Dembo et al. (2022) find that the vast ma-

jority of subjects violate GARP, even if mildly. The result may be expected given the

high number of choices subjects encountered in their experiment (see Figure 4, in Choi

et al. (2007)). However, this may not be the reason why such a high number of violations

arise. First, Dembo et al. (2022) show that most of the subjects who violate GARP also

violate FOSD, hence, violations of GARP and FOSD seem not to differ substantially.

Further, the high number of GARP violations in these experiments, as well as the over-
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lapping with violations of FOSD, seems to be a strikingly different result from many

others observed in the literature. For instance, on one hand, in Agranov & Ortoleva

(2017), as well as in our experiment, we observe a big difference between violations of

WARP and FOSD in choices among gambles. On the other hand, in Manzini & Mariotti

(2010), as well as in our experiment, we observe high consistency in Time. Finally, in

several experiments involving MPLs (among many, see Andersen et al. (2008), Ander-

sson et al. (2016)) FOSD seems to be violated by a low percentage of subjects ranging

from 10% to 30%. On the contrary, Dembo et al. (2022) observe no subjects satisfying

FOSD in a 3-dimensional case, while only a handful satisfy it in the 2-dimensional case

(see the Appendix in Dembo et al. (2022)) equivalent to Choi et al. (2007) and Choi

et al. (2014).

We propose the following explanation. FOSD in the context of budget sets is a com-

plicated theoretical concept as it involves the interaction between states of the world.

Monotonicity, in the sense of FOSD, is required on the vNM utility function (hence,

between states of the world) as shown by Dembo et al. (2022). GARP, on the other

hand, poses constraints (monotonicity and concavity) on the Bernoulli utility function,

namely only within states (see Hansen et al. (1978) for a discussion of state-by-state

stochastic dominance). In view of these considerations, to reconcile the listed findings,

firstly note that the high number of violations of GARP is in line with the high num-

ber of violations of WARP observed in choices among gambles in many experiments,

including ours. Secondly, the low number of violations of FOSD in experiments in-

volving MPLs can be rationalized by the fact that, in this context, states of the world

are unlabeled, hence FOSD is equivalent to monotonicity within states of the world as

in Hansen et al. (1978). We argue that subjects may be able to apply stochastic domi-

nance when this task is relatively simple as in MPLs or in our experiment, while they

fail when the task becomes hard. To conclude, we believe further research is needed to

have a deeper understanding of why decision-makers may violate (or satisfy) different

stochastic dominance properties, as well as other PrAx, and how these properties are

related to ConAx.

4 Conclusion

We challenge the definition of rationality as consistency using the novel concepts of

consistency and preference axioms. We aim to show that an idea of rationality con-

nected to good decision-making abilities is not correlated with consistency axioms, and
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highly depends on the context (time and risk preferences). We design an experiment

that allows us to test consistency alone. In our experiment, subjects answer a series

of questions regarding time and risk outcomes. Subjects can violate consistency ax-

ioms only in a subgroup of questions while, in the remaining part, they can violate also

preference axioms.

We find substantial differences in behaviour between Time and Risk. We break

down the analysis by heuristics, preferences, cognitive abilities, response times, and

level of understanding of the experiment. The main result is that the idea that consis-

tency, or standard economic rationality, is a good proxy for decision-making ability is

often misleading. We find no correlation between violations of preference and con-

sistency axioms. Testing consistency alone, we find that, in Time, inconsistencies are

strongly affected by heuristics. Subjects who use heuristics are far more consistent. In

Risk, we confirm the results that connect heuristics to consistency, as well as strong

use of deliberate randomization behaviour, confirming the findings of Sopher & Nar-

ramore (2000) and Agranov & Ortoleva (2017). Finally, in our experiment, we do not

find evidence that justifies the use of consistency as a measure of decision-making abil-

ity measured by cognitive abilities, response times, and level of understanding of the

experiment.
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Appendix A1 - Structural, Preference, and Consistency

Axioms

In this appendix, we present the framework in which we build our distinction between

ConAx and PrAx. Let X be a set of alternatives and ©P X � X be a binary relation.

X is the set of non-empty subsets of X. The set of all binary relations is denoted as P.

A choice correspondence is a mapping c : X Ñ X with cpAq P A for all A P X. The

set of all choice correspondences is denoted as C. Given a generic set S , an axiom Ax
is a constraint AxpS q � S . Here we analyse axioms on the sets P and C. We use the

term structure to define mathematical objects that we endow on the set X. For instance,

a topological structure is a couple pX, τq where τ is a topology. An order structure

is a couple pX,¥q such as a poset. What follows is the description of three families

of axioms: structural axioms StAxpPq � P, preference axioms PrAxpPq � P, and

consistency axioms ConAxpCq � C.

Structural Axioms and Preference Axioms

The difference between StAx and PrAx lies in the symmetric nature of their constrained

sets. StAx do not discriminate alternatives by their labels while PrAx do. Let π :

X Ñ X be a permutation over X. For all π and for all StAx we have that StAxpPq �
StAxpπpPqq. On the contrary, for all PrAx there are some π such that PrAxpPq ,
PrAxpπpPqq. In the paper, we refer to this property as neutrality.

But why does this difference arise? The reason has to be searched in the structures

that endow the set of alternatives. When the structure is neutral like a topology or a

metric then only StAx can arise, for instance, continuity or local non-satiation. If no

structure exists again we have only StAx such as completeness and transitivity. Instead

when the structure is non-neutral like an order structure then PrAx arise. For instance,

let X � ℜ and ¥ be the decreasing order. We can define monotonicity (Mon) as: if

x ¥ y then x © y. Note how Mon is not neutral. Let x � 5 and y � 6, we have

MonpPq � tpx, yqu and MonpπpPqq � tpy, xqu.

Structural and Consistency Axioms

There is a tight connection between StAx and ConAx that is guaranteed by the adoption

of binary relations as primitives of some model σ. An example is the maximization

model, which is the object of study in this paper. More formally, for all A P X we have



26

cpAq � MaxpA,©q. This model creates a mapping σ : StAx Ñ ConAx,27 which can

be described as follows: σrCompTrpPqqs � WARPpCq, namely c satisfies WARP if

and only if there exists a transitive and complete preference relation © that rationalizes

c. Therefore, in the paper, our analysis of ConAx can be seen as an indirect analysis

of StAx. Note that ConAx are more general than StAx. This is because there exist

many more models than Max that produce choice functions. However, as for StAx,

also ConAx satisfy the neutrality property on the set C.

In one of our motivating examples, we argue that a test of GARP implies more than

a simple test of ConAx. In this case, the problem arises from the particular convex

structure of the budget sets on which GARP is defined. This additional structure on X

implies that a ConAx, such as GARP, may induce not only the existence of a transi-

tive and complete preference relation [StAxpPq], but also a particular subset of these

preference relations with respect to monotonicity and concavity [PrAxpPq].

Appendix A2 - Deliberate Randomization

The idea of Deliberate Randomization has been modelled by Machina (1985) and more

recently by Cerreia-Vioglio et al. (2019). It describes subjects that have a deterministic

preference over the convex hull of a set of lotteries and randomize to obtain the opti-

mum. We use the framework of Cerreia-Vioglio et al. (2019) to formalize this idea.

Let rw, bs � ℜ be an interval on monetary prizes and ∆ be the set of lotteries over

rw, bs. Denote A as the collection of all finite, non-empty subsets of ∆; and copAq as

the convex hull of A P A. A stochastic choice function ρ is a map that assigns to each

A a probability distribution ρpAq. Particularly, ρpAq is a compound lottery and ρpAq is

the induced lottery over monetary outcomes:

ρpAq �
¸

qPA

ρpAqpqqq

A stochastic choice function ρ has a Deliberate Stochastic Choice representation if

there exists a complete preorder © over ∆ such that:

1. For every A P A:

ρpAq © q @ q P copAq

2. For all p, q P ∆, p ¡FOS D q implies p ¡ q.
27The general properties of this mapping are analysed by Mahmoud (2017).
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Appendix B - Heuristics in the Questionnaire

In the last part of the experiment, we collected information through a questionnaire. In

particular, we used open questions to ask which model of behaviour did subjects adopt

in Time and Risk. Hence, we use the answers to identify those who used the heuristics

identified by our extreme preferences, as well as deliberate randomization.

Below, we provide examples of the reported modes of behaviour that we identify as

heuristics:28

Patient

• "Highest summation every time."

• "Added the tokens up, and chose the highest."

• "always went for the choice that over the long run gave the greatest income"

Most Impatient

• "I strongly preferred payment plans that paid most or all of the total amount today,

even if the total amount was smaller than other payment plans that involved long

delays."

• "highest payment in time 0."

• "It’s better to get money now since money tends to lose its value within time. In

UK after BREXIT there is a high risk of increasing inflation, therefore money I

get in 12 months may cost nothing."

Deliberate Randomization (Time)

• "I did usually calculate the summation of the plan, but sometimes chose a plan

which would be paid more quickly."

• "I considered the total payment as a factor but if a high fraction of the largest total

payment option was available very quickly then I was tempted to switch."

• "Oftentimes used highest summation criterion, but also sometimes went for the

instant gratification option due to the relatively low amount of money at stake."
28The dataset with the complete list of answers, as well as dataset and codes, are available upon request.
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Most Risk Averse

• "least risky."

• "I chose the options that were the safest but still offered a decent amount of tokens

such as 100% probability for 50 tokens since this guaranteed tokens."

• "most likely to win something. less risk."

• "Highest probability to win."

Risk Neutral

• "highest expected value."

• "Calculate expected value, note down. If a question only contains seen lotteries,

look up previous values. I may have chosen some 300|15 when I thought they

were 300|20."

• "Disciplined myself into being risk-neutral and chose highest expected value lot-

teries even though it was hard to choose a less secure option"

Deliberate Randomization (Risk)

• "I like to take risk to get the best payment, but sometimes I will take a middle

one."

• "Highest likelihood of a reasonable gain. Once or twice I went big with high-risk,

high-reward options."

• "in some questions, I make decisions based on expected value while in some other

questions, I prefer the certain gain."
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Figure 18: WARP violations by Group in Time. Figure 19: Raven’s scores by Group in Time.

Figure 20: Response Times by Group in Time.
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Figure 21: WARP violations by Group in Risk. Figure 22: Raven’s scores by Group in Risk.

Figure 23: Response Times by Group in Risk.

First, our reported measures are highly correlated with the heuristics identified

through the elicitation of extreme preferences. In particular, for Patient subjects the

correlation is 0.56 (p-value=0.000), for Most Impatient it is 0.65 (p-value=0.000),

for Risk Neutral it is 0.40 (p-value=0.000), and for Most Risk Averse it is 0.13 (p-

value=0.11). In this latter case, it is likely that the subjects had a clear idea of their

best option but struggled to choose among the remaining ones. The correlation between

Most Risk Averse subjects identified using the questionnaire and those whose elicited

best element is the degenerate lottery is 0.34 (p-value=0.000).

As the reader can see comparing Figures 3-5 and Figures 18-20, the results are very

similar in Time, with subjects who use heuristics being significantly more consistent.

Similarly, comparing Figures 6-8 and Figures 21-23, we can see that our results are

confirmed also in Risk. As a further robustness check, we have replicated our regression

analysis of Section 3.4 using the reported heuristics and the results are confirmed (see

specification 4 in Table A10 and A11 in the Online Appendix).
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Appendix C - Response Times

Response times are notoriously noisy and our experiment is not an exception. However,

we present some indisputable evidence regarding their importance to explain several

features of our experiment. Furthermore, we consider more generally the results that

follow as sanity checks for our experiment. We represent our results using tables and

we report only the Wilcoxon ranksum test and not the t-test to ease the exposition. The

interpretation of the results is not affected.

In Table 3 we report the response times in the same domains in Time and Risk. The

differences are highly significant in any domain. We reinforce the idea that choices

among gambles are generally more complicated than choices among delayed payment

plans. Table 4 reports, within Time and Risk, the z-statistics for the hypothesis of equal

median between response times in different domains. The evidence shows that the

higher cardinality of the set, the higher the response times. Furthermore, the presence

of behavioural effects, particularly asymmetric dominance, increases the response time.

This is somewhat surprising since one would expect the dominant alternative to be

chosen quickly. Instead, we report higher response times in AD sets than in both ternary

and quaternary sets. We infer that the presence of a new alternative, even if dominated,

creates a learning process.
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Finally, Table 5 presents an analysis of response times by parts. We exploit the fact

that half the participants answered the Time part first while the other half the Risk part.

Furthermore, we divide each part (Time and Risk) into two halves of 13 questions: we

insert in both half the quaternary set that was always asked as the 13th question; hence

the two parts are numerically and qualitatively symmetric. Note that, the use of differ-

ent orders of questions allows us to reduce the probability that particular easy/difficult

questions drive the result.

The higher difficulty of Risk questions is confirmed at any level of the experiment.

The rows show the z-statistics at each quarter of the experiment. A new insight is

present: individuals became quicker in the second half of the 25 questions in both parts

of the experiment and both in Time and Risk. This evidence is confirmed by the z-

statistics in the columns. Finally, there are signs of institutional learning as defined by

Day et al. (1987). Namely, individuals learnt the design of the experiment indepen-

dently from the types of questions asked. This is confirmed by z-statistics between the

tables. Since a three-dimensional table is not representable we limit ourselves to listing

them. In the First Half, between the First and the Second Part, the answers were quicker

in this latter both in Time and Risk; the p-values related to the Wilcoxon ranksum test

are respectively 0.085 and 0.442 (hence not significant in this last case) in Time and

Risk. In the Second Half, the p-values are respectively 0.082 and 0.024 in Time and
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Risk confirming the natural hypothesis of institutional learning.
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