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Preface to ”Green, Closed Loop, Circular

Bio-Economy”

In recent years, bioeconomy strategies have been implemented and adapted internationally. 
In the bioeconomy, materials are to a certain extent circular by nature. However, biomaterials may 
also be used in a rather linear way. Lately, a transition towards a circular economy, a more restorative 
and regenerative economic model, is being promoted worldwide. A circular economy offers an 
alternative model aiming at “doing more and better with less”. It is based on the idea that circulating 
matter and energy will diminish the need for new input. Its concept lies in maintaining the value of 
products, materials, and resources for as long as possible and at the same time minimizing or even 
eliminating the amount of waste produced. Focused on “closing the loops”, a circular economy is 
a practical solution for promoting entrepreneurial sustainability, economic growth, environmental 
resilience, and a better quality of life for all. The most efficient w ay t o c lose r esource l oops i s to 
find value in the w aste. Different modes of resource circulation may be applied, e.g., raw materials, 
by-products, human resources, logistics, services, waste, energy, or water.

To that end, this Special Issue seeks to contribute to the circular bioeconomy agenda through 
enhanced scientific and multidisciplinary knowledge to boost the performance efficiency of circular 
business models and support decision-making within the specific fi eld. The Special Issue includes 
innovative technical developments, reviews, and case studies, all of which are relevant to green, 
closed-loop, circular bioeconomy.

Charisios Achillas, Dionysis Bochtis

Editors
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In recent years, bioeconomy strategies have been successfully implemented and widely adopted
internationally. Such strategies have been promoted, mostly in an effort to combat and confront
climate change, which is considered not only an ecological question, but “the most systemic threat to
humankind”, as characterized by the UN Secretary-General in 2018, and also a critical point towards
global security and freedom [1,2]. Moreover, resource scarcity is also considered an additional critical
issue at present. The pressures imposed by economic development and the expansion of the global
population places the problem of the intensification of raw material use and resource scarcity at the
epicenter of the discussion on global sustainability for generations to come [3].

Within the bioeconomy, materials are, to a certain extent, circular by nature. However, biomaterials
may be also used in a rather linear way. Lately, a transition towards a circular economy has
been promoted worldwide. In brief, circular business models are targeting the establishment of a
more restorative and—at the same time—regenerative system, where material inputs, energy use,
waste production, and emissions to the natural environment are minimized, if not eradicated,
by narrowing and closing material and energy loops. The aim is to efficiently utilize materials by
extracting the maximum value from them whilst in use, providing yield for as long as possible,
and recovering their residual values at the end of their useful lifetimes [4,5]. In this context, a circular
economy offers an alternative model aimed at “doing more and better with less” on a life cycle basis
(life cycle thinking), in contrast to the traditional linear model that is based on the “take—make—dispose”
production and consumption strategies.

More specifically, circularity is based on the idea of redistributing matter and energy in an effort
to diminish the need for new inputs in supply chains. The concept lies in maintaining the value of
products, materials, and resources for as long as possible and, at the same time, minimizing, or even
eliminating, the amount of waste produced. This can be achieved only through the application of
modifications to the design of products or services, so as to increase their useful lifetimes, upgrade their
maintainability (e.g., through the adoption of the Design for Disassembly approach), support their reuse
potential, either as a full product or partially, with the refurbishment and reuse of their components,
while also improve recyclability and upcycling.

Focused on the “closing the loop” philosophy, the circular economy is a practical solution for
promoting entrepreneurial sustainability, economic growth, environmental resilience, and a better
quality of life for all. The most efficient way to close resource loops is to find value in the waste [6].
In this light, nothing is regarded as waste; on the contrary, everything is viewed as a resource with
a residual value that can be reintroduced and exploited within the same or a different supply chain.
In practice, a number of different modes of resource circulation may be applied. Closing the loop can be
applied to raw materials, by-products, human resources, logistics, services, waste, energy, and water.

Sustainability 2020, 12, 10142; doi:10.3390/su122310142 www.mdpi.com/journal/sustainability1
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The benefits that derive from the adoption of circular economy models are critical towards
economic development and public prosperity. In particular, the application of circular economic
models reduces the requirements for raw materials, water use, and energy dependency, creating
significant savings by better controlling and reducing operational costs, thus improving business
competitiveness. Moreover, such models typically result in the upgrade of supply chain security since
organizations are far less dependent on external inputs. Apart from the economic benefits, the adoption
of circular economy models also results in significant environmental and social benefits, enhancing
sustainability. The extraction of raw materials, waste quantities, and emissions are minimized,
decreasing the pressure imposed on the natural environment; greenhouse gas emissions are abated,
contributing to internationally agreed-upon policies against climate change and global warming;
employment opportunities arise in newly established sectors, while new business opportunities are
formed through the development of novel products and services that link the output and waste of one
entity to the required input for another [7–11].

At an international level, circularity has been expanded relatively recently. Although initially
coined as a term in the 1970s, the circular economy attracted the intensified interest of major,
multinational producers and policymakers only during recent years. Across the world, key stakeholders
are eager to shift from linearity to circularity, primarily in order to enhance the competitiveness of
the business environment under strict restrictive environmental conditions and a fast technological
transformation [12,13]. The introduction of circular economy models lies mostly on four key action
areas, namely primary and industrial production, consumption of goods, management of waste,
and exploitation of secondary raw materials. Currently, circularity is widely applied primarily to
business sectors, such as the plastics industry, the raw materials sector, the construction (and demolition)
industry, as well as to the food industry, and fields related to the bioeconomy, such as the production of
biomass and bio-based products [14]. The increasingly stricter environmental legislation and policies
at an international level, together with prevailing “green” initiatives worldwide, have triggered the
necessity for the development of a circular ecosystem on a global scale. To that end, policy and legal
frameworks have been established in more and more countries in the developed and the developing
world, in the effort to support the exploitation of waste, its reuse, refurbishment, or recycling and
reintroduction to similar or other supply chains and production processes.

Of course, the adoption of circular economy models requires collective effort and teamwork.
No single organization or enterprise can efficiently apply circular economy practices on their own.
The circular economy is highly dependant on the exchange of knowledge and experiences between
stakeholders, while thriving on business networks and the application of industrial symbiotic practices.
In this context, the only path for each entity to succeed in minimizing waste and exploiting secondary
resources includes cooperation with other players who have a similar mentality and seek work in the
same direction, or better yet, are already a few steps ahead.

Undoubtedly, the predominance of the circular economy in the field of bioeconomy requires
the active involvement of all types of stakeholders within the quadruple helix, namely government,
industry, academia, and civil society [15–17]. Moreover, the prevalence of circular business models
over linear ones necessitates the adoption of multidisciplinary scientific and technical approaches [18].
This Special Issue aims to bring to light novel production systems, innovative design processes,
and pioneering engineering advancements. The thirteen (13) articles that are published in the
Special Issue efficiently contribute to the circular bioeconomy agenda through enhanced scientific
and multidisciplinary knowledge. It is evident that contributions related to innovative technical
developments, reviews, and case studies effectively boost the performance efficiency of circular business
models, and support decision-making within the field of green, closed-loop, circular bio-economies.
In brief, the contributions span around topics related to sustainability, agri-business, life cycle thinking,
green production, reverse logistics, waste management, bioresources, bioenergy, and a bioeconomy.
The thematic areas that are discussed within the Special Issue cover views and attitudes on a bioeconomy,
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policymaking and decision-making in the circular economy, social issues related to the topic, and also
reviews and secondary sources that synthesize and analyze research already conducted in the field.

More specifically, three (3) articles included in the Special Issue deal with “views and attitudes
on the bioeconomy”. In particular, Purwestri et al. conducted a preliminary assessment of a survey
utilized in the Czech Republic on the bioeconomy, as part of a nationwide relevant survey [19].
The article focuses on wood and non-wood forest products. The work aims to provide an initial
evaluation regarding the use of forest products and related factors, and to make recommendations on
developing wood consumption and promoting other forest ecosystem services for the adoption of a
forest bioeconomy strategy in the Czech Republic. The survey revealed the challenge to switch the
practice from using fossil-based heating to a wood boiler energy source. Moreover, turning wood into
products with a high added-value is highly recommended. The promotion of wood and non-wood
forest products is encouraged, starting with increasing awareness and knowledge of the strength
of the forest-based sector as a renewable energy resource and the importance of forest ecosystem
services, using different channels as sources of information. On a similar topic, Priefer and Meyer
examine the way that scientists think about the concept of a bioeconomy in Germany [20]. In this work,
an online survey was carried out among scientists involved in a regional bioeconomy research program
in southern Germany in order to gain insight into their understanding of a bioeconomy. Moreover,
the survey provided information about cooperation and major challenges in the future development of
three biomass utilization pathways: biogas, lignocellulose, and microalgae. The analysis showed that
a resource-oriented understanding of a bioeconomy is favored. The political objectives for a European
bioeconomy are widely accepted, and it is expected that ongoing research can significantly contribute
to achieving these goals. The two different pathways for shaping the bioeconomy that are discussed
in the debate—the technology-based approach and the socio-ecological approach—are considered
compatible rather than contrary. Within the same topic, Fiore et al. present the key findings of the
InnovaEcoFood project, which focuses on the use of by-products of the Piedmontese rice and wine
production chains to valorize their untapped potential in the food sector by identifying how value
could be created from the waste [21].

An additional six (6) contributions are related to the thematic area of “policymaking and
decision-making” in the field of the circular economy. In particular, Singh et al. evaluate the
effectiveness of climate change adaptations in the Sundarbans, the world’s largest coastal river
delta and the largest uninterrupted mangrove ecosystem [22]. With the use of a fuzzy cognitive
maps-based approach, the authors aim to elicit and integrate stakeholders’ perceptions regarding
current climate forcing, consequent impacts, and efficacy of the existing adaptation measures.
The simulations revealed that while existing adaptation practices provide resilience to an extent,
they are grossly inadequate in the context of providing future resilience, and adaptations may not be
entirely transformative in such a fragile ecosystem. According to the authors, measures that are likely
to enhance adaptive capabilities of the local communities include those involving gender-responsive
and adaptive governance, human resource capacity building, commitments of global communities
for adaptation financing, education and awareness programs, and embedding indigenous and local
knowledge into decision making.

Ovezikoglou et al. focus on the funding mechanisms of circular interventions and specifically on
the development of a novel methodological scheme for the sustainability assessment of alternative
investments with the use of indicators, based on a Multiple Criteria Methodological Framework [23].
A number of alternative indicators are proposed, assessed over four criteria (environment, society,
economy, and technology), and hierarchized in order to select the optimal bundle to be used for the
assessment of future industrial investments. The analysis results in the fact that “Resource Savings”
is the criterion that optimally characterizes the sustainability of an investment in a bioeconomy,
coupled with “Recycling” and “Research, Innovation, Development” indicators.

Anagnostis et al. turned their attention to the application of artificial neural networks for natural
gas consumption forecasting [24]. The study explores different types of neural network approaches
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for forecasting natural gas consumption in cities across Greece. A comparative analysis is conducted
between the selected networks, in an effort to better understand individual locations’ characteristics
and public habitual patterns.

Kyriakarakos et al. propose a paradigm shift in rural electrification investments in Sub-Saharan
Africa through agriculture [25] Since a large number of people around the world still do not have access
to electricity, private sector investments and new innovative business models are required. In this
direction, microgrid electrification in rural areas with the active involvement of agriculture-related
businesses is proposed by the authors, and financing of such activities is investigated in the specific
work. The analysis results in the fact that the high costs of rural electrification can be met through the
increased value of locally produced products. At the same time, cross-subsidization can take place to
decrease the cost of household electrification.

The work of Katchova and Sant’Anna puts emphasis on the location of ethanol plants and the
impact of that decision on corn revenues for U.S. farmers [26]. Specifically, the opening of an ethanol
plant may increase local demand for corn, pressuring increases in the local corn basis. The question
that is answered in this manuscript is what the effect of location on corn contract prices and revenues is.
The authors conclude that policymakers should focus their resources on promoting greater efficiency
in corn production to boost farmers’ revenues.

Chastain concentrates on ammonia volatilization losses during the irrigation of liquid animal
manure [27]. Ammonia loss resulting from land application of liquid animal manure varies depending
on the composition of the manure and the method used to apply manure to cropland. High levels of
ammonia volatilization result in an economic loss to the farmer, based on the value of the nitrogen,
and have also been shown to be a source of air pollution. Using irrigation as a method of applying
liquid manure to cropland has generally been accepted as a method that increases the volatilization
of ammonia. Through measurements, and in line with previous studies on irrigation performance,
Chastain concludes with the fact that volatilization losses during irrigation were not found to be
statistically significant, and evaporation losses were small.

Within the topic of “social issues” related to bioeconomy, two (2) articles have been published.
Papageorgiou et al. propose a fuzzy cognitive map-based sustainable socio-economic development
plan for rural communities [28]. Specifically, fuzzy cognitive maps are recommended to be employed
by policymakers—as a powerful and easy-to-use tool for representing complex systems—in order to
keep human activities within a safe limit of the planetary boundaries. The work studies a complex
phenomenon of poverty eradication and socio-economic development strategies in rural areas in India,
and various scenarios examining the economic sustainability and livelihood diversification of poor
women in rural areas were performed. With a similar concept, Bochtis et al. extensively discuss the
agricultural workforce crisis in light of the recent COVID-19 pandemic, which seriously affected the
agricultural workforce and jeopardized food security [29]. The work aims at assessing the COVID-19
pandemic impacts on agricultural labor and suggests strategies to mitigate them. Following an analytic
research methodology related to the benchmarking of risks to agricultural workers by individual tasks
within agricultural production, depending on a number of key criteria, the authors conclude that a
series of control measures need to be adopted so as to enhance the resilience and sustainability of
the sector, as well as to protect farmers with physical distancing, hygiene practices, and personal
protection equipment.

There are also two (2) review articles that contribute to the topic. Lampridi et al. propose a
methodological framework for the systematic literature review of agricultural sustainability studies [30].
The framework synthesizes all the available literature review criteria and introduces a two-level analysis
facilitating systematization, data mining, and methodology analysis. The proposed framework is
validated for the systematic review of 38 crop agricultural sustainability assessment studies at the
farm level within the last decade. Moreover, Angelopoulou et al. review the progress made in the last
decade in respect to laboratory and proximal sensing spectroscopy in the visible and near infrared
and shortwave infrared (VNIR–SWIR) wavelength region for soil organic carbon and soil organic
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matter estimation as an alternative to analytical chemistry measurements [31]. The results of over
fifty selective studies are critically discussed and the factors that affect the accuracy of spectroscopic
measurements for both laboratory and in situ applications are analyzed.

It is the editors’ strong belief that the material included in the present Special Issue bridges part of
the gap between the bioeconomy on one hand and green supply chains, closed-loop systems, and the
circular economy on the other. As thoroughly discussed in this editorial, as well as in the contributing
manuscripts that are included in the Special Issue, the only efficient way to close resource loops is
to find value in the waste. It is evident that shifting from conventional, linear business modules to
circular ones is a prerequisite for sustainable development and the achievement of the internationally
acknowledged Sustainable Development Goals.

Author Contributions: Conceptualization: C.A. and D.B.; Writing—original draft preparation C.A. and D.B.;
Writing—review and editing: C.A. and D.B. All authors have read and agreed to the published version of
the manuscript.

Funding: This research received no external funding.
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Abstract: The Czech forests occupy 33.7% of the total country area; thus, wood and non-wood forest
products (NWFPs) are important resources for the country. To date, the country has not adopted a
forest bioeconomy strategy. A forest bioeconomy is defined as all activities that relate to the forest
ecosystem services (FES). This study aimed to provide an initial evaluation regarding the use of forest
products and related factors, and to make recommendations on developing wood consumption and
promoting other FES for the adoption of a forest bioeconomy strategy in the country. The research
study was part of a nationwide survey in June 2019. An online panel of 1050 respondents aged
18–65 years old was recruited based on a quota sampling procedure. Wood products were the most
preferred material for furniture (96.3%) and building materials (46.3%). In total, 38.6% of Czech
residents used wood as a source of energy, mostly in the form of firewood. It is challenging to switch
the practice from using fossil-based heating to wood boiler energy source. The further development
of wood into products with a high added value is recommended. Picking mushrooms and berries
were among the popular activities in relation to NWFPs. The promotion of wood and NWFPs is
encouraged, starting with increasing awareness and knowledge of the strength of the forest-based
sector as a renewable energy resource and the importance of FES, using different channels as sources
of information.

Keywords: forestry; wood; non-wood forest products; bioeconomy

1. Introduction

As a result of growing concerns about dependency on fossil-based energy-sources and their impact
on climate change, as well as increasing awareness of and preference for sustainable production and
consumption patterns, bioeconomy has become a significant solution. The European Commission (EC)
defined the bioeconomy as an economy that “encompasses the production of renewable biological resources
and their conversion into food, feed, bio-based products, and bioenergy”. Agriculture, forestry, fisheries, food,
pulp, and paper production, as well as some of the chemical, biotechnological and energy industries,
are expected to contribute to bioeconomy activities [1,2]. Many of the strategies were further developed
to improve the national economy and create job opportunities, and at the same time manage the forest
sustainably. In addition to the above definitions, Winkel [3] described the forest-based bioeconomy as
“all economic activities that relate to forests and forest ecosystem services, including biomass-based value chains
and the economic utilization of other types of forest ecosystem services (FES)”.

Forest-based wood production is leading the way to renewable energy sources, which are part of
a long tradition in European countries [4,5]. In addition to wood forest products, forests offer valuable
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forest ecosystem services and other benefits for the well-being of the people [6]. The services provided
include provisioning and regulating, as well as basic, supportive and cultural services. Provisioning
services cover the products obtained from ecosystems, e.g., food, water, construction and firewood,
and fiber, while regulating services cover the benefits obtained from the regulation of ecosystem services,
such as erosion control, climate regulation, and precipitation. Cultural services are defined as all
nonmaterial benefits obtained from the forest, including spiritual, aesthetic, religious, and recreational
values, all of which contribute to our well-being, social and cultural functions. Forests also provide
supporting services that are necessary for the production of all other ecosystem services, e.g., nutrient
and water cycling, soil formation and retention, and photosynthesis. [6–14].

In the Czech Republic, forests cover about 2.7 million ha (33.7%) of the total country area,
lower than all European Union (EU) countries together (40.3%) and Austria (45%), but comparable to
the German forested landscape (±31%) [15–18]. Forests are an important part of Czech history and
culture. Based on the 2017 Czech forest report, forestry (forestry and logging) and the wood processing
industry’s shares accounted for 1.180% of the gross value added (GVA) at basic prices, not including the
paper and furniture industries, which would add a contribution up to 2.018% of the GVA. The share of
the forestry and wood processing industry alone was slightly lower than agriculture’s share (1.713%),
indicating the importance of the forest-based sector in the country [19].

Due to a growing global concern to replace fossil-based fuels with renewable energy sources,
the forest-based sector has become a backbone for bioeconomy strategy. A shift in wood production
from weakly regulated forests toward sustainable forest management is accompanied by third-party
certification, as promoted in forest strategies in EU countries like Finland, Sweden, Germany,
and Austria, that has changed the demand for wood in these regions. In 2014, Sweden became
the top producer of primary wood products among EU countries by approximately 70 million m3,
followed by Finland (± 57 million m3) and Germany (about 54 million m3), while the Czech Republic
and Austria contributed about 15 and 17 million m3, respectively [20]. The Czech Republic was also
named as one of the main roundwood exporter countries in 2016 [21]. In 2017, timber production
in the Czech Republic resulted in 19,387 million m3, of which roundwood production amounted
to 11,488 million m3. Most of timber production, including softwood–roundwood, and pulpwood,
is exported, mainly to Austria and Germany, for further processing. However, the supply for sawmills
and pulp mills in some regions is still insufficient, and this has caused the country to import from
Slovakia, Germany, and Poland [19,22].

Although the bioeconomy strategy has not been mentioned in the Czech National Forest
Programme (NFP) [16], bioeconomy has been mentioned in the 2018 draft strategy of the Ministry
of Agriculture (MoA). In addition to timber production as one of the fundamental priorities in the
Czech forest-based sector, non-wood products, like forest fruits and mushrooms, are also considered
important FES [22]. Thus, it is important to provide a view of the current situation of forest products’
utilization and preferences by the Czech public. The results can be used to inform policymakers and
other stakeholders to offer better understanding, and as a baseline to make recommendations on
further actions for the adoption of the forest bioeconomy strategy and the promotion of FES.

2. Materials and Methods

2.1. Study Area

The Czech forests cover about 33.7% of the total country area. In 2017, 71.9% of the total Czech
forests consisted of coniferous trees, 50.3% of them being Norway spruce (Picea Abies). Deciduous trees,
such as beech (8.4%) and oak (7.2%), covered 27% of the total forested region, and the rest (1.1%) was
forested land without trees [19].
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2.2. Design of the Study

The research study was part of a nationwide survey. The survey itself was part of the “Advanced
research supporting the forestry and wood-processing sector’s adaptation to global change and the 4th
industrial revolution” and the “Diversification of the Impact of the Bioeconomy on Strategic Documents
of the Forestry-Wood Sector as a Basis for State Administration and the Design of Strategic Goals”
research project. The study was carried out in June 2019 in co-operation with an external market
research company, REMMARK, a.s (Prague, Czech Republic). The company used the computer-assisted
web interviewing (CAWI) technique to recruit the online respondents. No private information was
required, and the respondents were anonymous. The online participants aged 18–65 years were
recruited proportionally based on age, sex, education level, region, and village size. This technique
generates emails and sent the questionnaires to the potential respondents based on the company’s
list through different online platforms, (e.g., Yahoo email). We have no information on the number
of sent-out questionnaires. The survey was terminated after reaching the minimum required sample
size. All returned questionnaires were included in the analysis (100%). The respondents were asked to
answer a closed-ended questionnaire consisting of socio-demography characteristics and information
on FES utilization. Additional information could be written/typed, in order to explain the answer
option “others”. The answers were later grouped and coded for further analysis.

2.3. Data Analysis

Descriptive data for the general characteristics of the respondents were used for single traits.
Frequencies were presented by absolute numbers and their proportions. A group comparison of traits
that determine the FES was made via a chi’s square test or the Fischer exact test for categorical data.
The age of the respondents was checked against an expected normal distribution using quantile-quantile
(Q-Q) plot.

The target respondents of the survey were within a productive age. The age of the respondents
was categorized as 18–24 (youth employment), while 25–54 and 55–65 years were defined as prime and
mature working age, respectively [23,24]. The education levels of the respondents were categorized as
elementary school, secondary school without official graduation or with vocational training (secondary
school/vocational training), graduated from high school, or university level. In this article, the place of
residence was grouped based on region. To fulfill further data analysis, we combined the respondents
that never visited the forest with those who went one or two times per year and created a dummy
variable of 0 = frequent visitors and 1= never/rarely. The frequency of forest visits is considered as one
of the indicators of utilization of FES.

Two scoring systems were used to define the preferences and opinions of the respondents. The first
method used five categorizations of opinions as follows:

(1) Certainly not;
(2) Rather not;
(3) Neither;
(4) Rather yes;
(5) Certainly yes.

The second method applied five degree of preferences, in which 1 (one) is most preferred and 5
(five) is least preferred.

Binary logistic regression with a forward stepwise approach was applied to identify potential
predictors of the frequency of forest visits and utilization of forest products and ecosystem services.
The following covariates associated with the dependent variables were included in the initial model:
age, education level, and characteristics of the place of residence.

To designate the statistical significance in all analyses, a p-value of less than 0.05 was used.
Statistical analysis was performed using IBM SPSS statistics version 25 (IBM Corp., Armonk, NY, USA).
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3. Results

In total, 1050 respondents age 18–65 years were recruited in the study. As the samples were
proportionally drawn by population size per region and village, the proportions of the residential
locations of our respondents were similar to the national statistics office [25].

3.1. Forest Visitor General Characteristics

Respondents to the survey were from different education levels and age groups, of people aged
between 18 and 65 years (Table 1). Respondents at the elementary school level were mostly from the
younger age group. The respondents’ data on education levels were similar (p = 0.373) to those from
the Czech statistics office in 2011. The proportion of Czech citizens who graduated from elementary,
secondary school without official graduation, high school, and university level that were reported by
the national statistics office were 17.2%, 33%, 27.1%, and 12.5%. [26].

Table 1. General characteristics of the respondents (N = 1050).

Characteristics Percentage (n) or Mean ± sd (Min–Max)

Gender (female) 49.2 (517)
Age (years), 42.4 ± 13.5 (18–65)
Age group
- 18–24 years 10.0 (105)
- 25–54 years 65.4 (687)
- 55–65 years 27.0 (283)
Education level
- Elementary school 10.4 (109)
- Secondary school/vocational training 37.7 (396)
- High school graduates 36.3 (381)
- University 15.6 (164)
Place of residential (region)
- Prague (capital city) 13.9 (146)
- Bohemia 53.5 (562)
- Moravia 32.6 (342)
Size of the city
- up to 1000 inhabitants 16.2 (170)
- 1001–5000 inhabitants 20.8 (218)
- 5001–20,000 inhabitants 18.2 (191)
- 20,001–100,000 inhabitants 21.5 (226)
- > 100,000 inhabitants 23.3 (245)
Frequency of forest visits
- Several times/week 17.0 (178)
- Once a week 27.0 (283)
- Once a month 33.2 (349)
- One or two times/year 21.8 (229)
- Never 1.0 (11)

The majority of respondents reported that they visited the forests regularly (about 77.1%), 21.8% of
them admitted they rarely went to a forested region (one or two times per year), and only 1.0% of them
never visited the forest. Those who had never visited the forest came from lower education levels
(three from elementary and eight persons from secondary school/vocational training), aged between
25–54 years.

When we used binomial groups of forest visitors (0 = frequently, 1 = never and one or two
times per year) and correlated the groups with other characteristics of the respondents, we found that
significantly more people visited forests regularly across the regions than those who never went or went
once or twice per year (p = 0.048). However, 46.7% of respondents from secondary school/vocational
training graduates were found to be in the group of never to rarely visiting the forest, which was
significantly higher than other groups of education levels (p = 0.004). Binary logistic regression revealed
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the predictor of secondary school/vocational training were about 1.6-fold more likely (95% confidence
limit of 1.21–2.17) to rarely to never visit the forest (p = 0.001).

3.2. Wood-Based Forest Products

In total, 46.3% of respondents considered that wood is a better material for building construction
than other non-wood materials. The reasons for selecting wood as a material used in building
construction are presented in Figure 1. The major positive reasons were its short preparation and
environmentally-friendly material, followed by it being an energy saver and having a reasonable price.
In contrast, its short lifespan and non-fireproof material prevented respondents from selecting wood as
a building material.

 

 : Reasons for selecting wood as a building material (n = 1050) 
 : Preferences of furniture material (n = 1050) 
 : Type of wood preferences for source of energy (n = 450) 

Sawdust
Branches

Pellets
Briquettes

Wood chips
Firewood

Plastic
Glass
Metal
Wood

Fire resistant
Longer lifespan

Thermal insulation
Reasonable price
Need less energy

Environmental friendly
Short preparation

most preferred                                                               least preferred

Figure 1. Reasons for selecting wood as a building materials (n = 1050), preferences of furniture
material (n = 1050), and type of wood preferences for source of energy (n = 450).

Woods are the most preferred material for furniture over metal, glass, and plastic. As many as
96.3% of the respondents answered with a score of one (1) or two (2) for a preference of wood materials.

In total, 38.6% (n = 405) of the respondents were users of fireplaces, wood stoves/burners, or wood
boilers. Firewood was the most favoured, while sawdust was the least preferred compared to other
types of fuelwood (Figure 1).

3.3. Selected Non-Wood Forest Products Utilization

In this study we used the terminology of non-wood forest products based on the Food and
Agriculture Organization (FAO) definition that excludes all woody raw materials [27]. Table 2 presents

11



Sustainability 2020, 12, 566

information about the NWFPs’ utilization by the respondents and/or their family members. Mushrooms
were the most favoured NWFPs (58.5% and 27.4% of the respondents certainly and rather used them,
respectively), followed by forest berries. Forest herbs and flowers were among the least utilized
NWFPs. The preferences were similar across age groups and education levels.

Table 2. Utilization of non-wood forest products.

Non-Wood
Forest Products

Utilization
% (n)

(N = 1050) 1
(Certainly Not)

2
(Rather Not)

3
(Neither)

4
(Rather Yes)

5
(Certainly Yes)

Mushrooms 2.5 (26) 3.5 (37) 8.1 (85) 27.4 (288) 58.5 (614)
Berries 2.8 (29) 6.6 (69) 12.1 (127) 30.7 (322) 47.9 (503)
Forest honey 15.6 (164) 15.6 (164) 19.1 (201) 27.0 (284) 22.6 (237)
Forest herbs 9.1 (96) 23.7 (249) 24.6 (258) 23.5 (247) 19.0 (200)
Forest flowers 26.6 (279) 27.1 (285) 18.8 (197) 16.5 (173) 11.0 (116)

In total, 46.7% of the respondents reported that they did not consume meat from game animals,
followed by 18.6% and 21.4% of them, who consumed it less than two times and two to four times per
year, respectively. A few of the respondents reported the frequent consumption of game animals of
five to eleven times per year (7.1%), once a month (3.7%), and more than once a month (2.5%).

Among respondents who utilized NWFPs, gender played a role in their preferences.
Female respondents utilized herbs (54.6%) and flowers (54.7%) significantly more than male respondents
(45.4% and 45.3%, respectively). Additionally, more male respondents were engaged in the consumption
of game animals. The youngest age group and elementary school graduates were major forest flower
collectors for decoration.

3.4. Sources of Information

The main sources of information about forests were collected to identify the means of
communication utilized by the respondents. We discovered that television (55%), followed by
friends and families (39.6%), were the main sources of information. Online news (32.2%) was used
as a source of information in almost the same proportion as social media (29.6%). Radio and printed
media as two conventional sources of news were still used by 14.6% and 13.3% of people in the country,
respectively. Out of 4.4% (n = 46) of respondents who reported gathering information about forests
from other sources, almost half of them (n = 20) said they had gained it from their own experiences after
visiting the forest, followed by seven respondents who had obtained it from an official forestry website.

When correlating age and education level with source of information, the proportion of TV
viewers (n = 578) was dominant across all age groups and education levels (Figure 2). The young age
group of 18–24 years old, and respondents with a higher education level, were the major users of all of
the provided sources of information.

Especially within older age groups of respondents, the preference for receiving information from
TV was more than 60%. A high proportion of respondents of secondary school/vocational training were
TV viewers (61.1%). The majority of respondents within the age group of 18–54 years utilized online
news and social media as their primary sources of news. Among users, male respondents (56.5%)
were online media readers (p = 0.012), while the women were social media users (55%, p = 0.018).
Peer groups and families were considered an important source of information, especially within the
age group of 18–24 years old. Although radio and printed media were at the bottom two of the sources,
retired respondents still considered radio as an important information provider.
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 : TV (n = 578)  : Friends and families (n = 416) 
 : Online news (n = 338)  : Social media (n = 311) 
 : Radio (n = 153)  : Printed media (n = 140) 

Figure 2. Sources of information based on age group and education level.

4. Discussion

As the main forest product, woods are utilized for different purposes, for instance roundwood for
industrial purposes, pulp and paper, housing, and furniture material. [28]. Wood for building materials,
furniture, and energy sources were considered to be commonly used in the Czech Republic [19].
Between the years 2000 and 2018, the Czech statistical office reported an increased trend (up to 15%)
in wooden house/building constructions [29]. In this survey, 46.3% of the respondents reported that
they considered wood a better material for housing than other materials, due to the short duration
of material preparation, its environmentally friendly factor, the reasonable price, and its thermal
insulating character. In contrast, wood’s short lifespan and non-fireproof characteristics were in the
bottom two of the reasons. Our results revealed that the strength and weakness of wood could either
discourage or encourage customers to buy wood materials. By aiming to find solutions that could
produce wood materials with a long lifespan, that are fireproof and sustainable at a reasonable price,
wood consumption in the country can be improved. Additionally, the Czech statistical office also
reported that utilization of wood as a furniture material (excluding kitchen furniture) in the country
was similar over the years, especially 2017–2018 [30]. Our survey presented a preference for wood for
furniture materials, which gives an opportunity for the development of value-added products in this
sector, too. This can be seen also as a potential market for producers of the local wood furniture, with the
caution of a potential change in consumption patterns from roundwood to, e.g., plywood furniture.

In 2015, the Czech statistical office reported that about 25% of utilized energy was from renewable
resources. From 1995 to 2015, the trend of using energy from renewable resources nearly doubled.
Use of renewable energy source was mostly at household levels (66.5%), followed by industry (25.2%)
and other sectors (8.3%) [31]. Wood as a renewable energy resource was used by 38.6% of our
respondents. Firewood was the most preferred type of wood as a source of energy. The results
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imply that the simple use of wood as an energy source was still favourable. In this survey, we did
not ask further questions regarding the respondents’ reasons for selecting an energy source at home.
About two million m3 per capita of wood was used as a source of energy in the country, which was
lower compared to the roughly twelve and six million m3 users in Germany and Austria, respectively,
indicating that it is challenging to change the practice of using a fossil-based heater to a wood boiler
energy source.

Studies from Finland, Germany, and Austria reported growing economic activity in rural areas,
which includes biomass-based value chains and the economic utilization of other types of FES [32–34].
In comparison to Austria and Germany (about 14,800 and 19,900 full-time equivalent (FTE), respectively),
the country had 42,500 FTE employmen in forest-based sectors. However, the annual change rate of
FTE decreased in the Czech Republic (− 6.85%) [35]. In the Czech Republic, the number of employees
in the forestry sector has systematically decreased in the last two decades, mainly due to low wages
in this sector. This mainly concerns workers, and started to manifest itself negatively in the last two
years in connection with the bark beetle outbreak. There is a lack of staff both in logging activities
(inability to remove infested trees within the legal deadline), and especially in planting activities (there
are not enough workers to plant trees). Therefore, the promotion of production in the bioeconomy,
and changing the consumption pattern of the Czech people in the future, could potentially improve the
employment situation in the forest-based sector and its value chains. The new challenge is to launch a
better use of biological renewable resources in the Czech Republic in a suitable form for the future of
society in sustainable manner.

To date, only wood forest products are considered to provide significant economic value for the
Czech forest owners. Through the adoption of the forest bioeconomy strategy, it is expected that
other FESs will also be promoted. NWFPs, especially mushrooms and different varieties of berry,
were important for the recreational activity and socio-economic value of the Czech public [36,37].
The Czech MoA [22] reported that mushrooms were the most picked NWFPs (21,900 kg per year),
and, altogether, collected berries amounted to 17,000 kg per year. Our current study also found
a similar trend in preferred NWFPs (mushrooms and berries), which suggests the importance of
further promoting this FES. In this survey, we did not ask how the respondents obtained the NWFPs
(e.g., self-picking or buying the berries, honey, etc.). However, we discovered the importance of
the respondent’s gender and their preferred NWFPs, with women preferring more diverse NWFPs
than men, such as collecting forest flowers and honey. In Switzerland, women were also reported as
potential consumers of NWFPs [38].

In contrast, hoof game meat seemed to be of more interest for males compared to females.
The Czech statistical office reported that consumption of game meat was still considered to be low (1.2%
from the total consumed meat per year per capita). Additionally, the statistical office also reported
an increasing trend of game animal consumption, from 0.5 kg per capita per year in 2006 to 0.9 kg
in 2013 [39]. Game animals, such as wild boars and deer, are raised more naturally than livestock
on a farm. The potential increase in game meat consumption due to hunting activities could cause
problems in the forest, such as damage to the growth of young shoots. Additionally, the argument
surrounding the function of hunting game as a recreational activity (e.g., getting a trophy, as a type of
sport) and wildlife management [40] is an ongoing discussion among associated stakeholders in the
Czech Republic, in addition to the problem of too high a stock of hoofed game [22].

By visiting the forests, the people utilize the recreation services of the forests. Access to the Czech
forest is a public right. At the moment, there are no official data regarding the frequency of the forest
visits of the Czech general population. However, concerning mushroom and berry picking, 90% of
Czech visitors visited the forests at least once a year, of which 20% visited on a weekly basis [36].
Our study reported that a very high proportion (99%) of respondents aged 18–65 years visited the
forest at least once per year (Table 1), which was higher than the 90% of Czech forest visitors in
2005 [36]. The reason for this was probably due to the age range of our respondents, which was at a
productive age, and not including those below 15 and above 65 years, who are less active and more
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dependent. Meanwhile, 66.67% of the German general population went to forests at least once a
year [17], while 40% of Austrians visited forests every week [41]. Out of the 99% of forest visitors in our
survey, 77.1% of them visited the Czech forest frequently. However, detailed reasons for visiting the
forest were not asked for in this survey. In another national survey (The Market & Media & Lifestyle),
walking and doing sport were the largest drivers of the Czech forest visits [42]. By understanding
the drivers of forest visits, programs concerning the promotion of FES could be well targeted and
developed by the respective forest owners and enterprises.

Our results also revealed that the proportion of respondents that have graduated from secondary
school/vocational training (46.7%) was significantly higher in the group of never or rarely visited
the forests than other education levels (p = 0.004). Based on the results of binary logistic regression
analysis, respondents that have graduated from secondary school/vocational training had a 1.6 times
odds ratio of not visiting or rarely going to the forest (p = 0.001). The education plans of the secondary
vocational schools involve more practical and physical work than regular high schools, which lead to
more physical jobs and rotating work schedules (shift). In this study, we did not collect information
on the type of occupation of the respondents. It was likely that the respondents who had graduated
from the secondary school/vocational training had time constraints to do recreational activities due
to the type of occupation (excluding those who graduated from a forestry or agriculture secondary
vocational school).

In order to increase public awareness with regards to the adoption of a bioeconomy strategy,
it is important to select an appropriate information provider, since changes in consumer behavior
are expected. Respondents in this national survey still favoured TV and the peer group/family as
major information channels. Online news and social media were the next most frequently selected
information providers, especially for the respondents below 55 years old. We also found that gender
influenced preferences in utilizing online news (male) or social media (female). The internet has been
predicted to win over more traditional information providers [43]. But, since a high proportion of
respondents in this survey selected TV as the source for information, therefore, TV should still be
considered as an important channel, together with other selected mediums.

5. Conclusions and Recommendations

The results of the survey presented wood products as the most preferred material for furniture
(96.3%) and building materials (46.3%). We found that 38.6% of Czech residents used wood as a
source of energy, mostly in the form of firewood. It is challenging to change the practice of using
fossil-based heaters to wood boiler energy sources. However, by addressing the positive attributes of
wood and their impact on the future environment, it is likely that an increase in awareness and changes
in consumer patterns can be expected. As the country has not yet adopted a bioeconomy strategy,
a review study on the forest bioeconomy in other European countries is recommended, in order to
give a better understanding of the impacts of bioeconomy strategies on a country’s economic growth,
particularly in the forest-based sector. The promotion of wood and non-wood forest products is
encouraged, starting with increasing awareness and knowledge of the strength of the forest-based
sector as a renewable energy resource and the importance of forest ecosystem services for recreation,
health, and the well-being of the people. The increasing trends in NWFPs’ utilization can be further
promoted by creating different events in relation to respective FESs, while being careful to regulate the
sustainable and shared responsibility aspects of protecting the forest. We also propose to investigate
the reasons for visiting the forest and design a targeted program for a specific population (based on age,
education level, type of occupation, or gender) in the country. It is important to utilize all channels as
an information source for the importance of FES and the bioeconomy, depending on the target groups.
We also propose to include forestry extension programs at school, especially in secondary vocational
schools, aiming to inform people about and link people with forests, and to improve their participation
in safeguarding the environment.
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Abstract: The official bioeconomy strategies in Europe and Germany pursue a technology-based
implementation pathway and stipulate a wide range of objectives to be achieved with a bio-based
economy. Reviews of the scientific and societal debate have shown that the technology fix meets
criticism and that there is a controversial discussion about possible ways to shape the transition
process. Against this background, an online survey was carried out among scientists involved in
a regional bioeconomy research program in southern Germany in order to gain insight into their
understanding of a bioeconomy. Moreover, the survey provides information about cooperation
and major challenges in the future development of three biomass utilization pathways: biogas,
lignocellulose, and microalgae. The analysis showed that a resource-oriented understanding of a
bioeconomy is favored. The political objectives for a European bioeconomy are widely accepted, and
it is expected that ongoing research can significantly contribute to achieving these goals. The two
different pathways for shaping the bioeconomy that are discussed in the debate—the technology-based
approach and the socio-ecological approach—are considered compatible rather than contrary. Up to
now, scientific cooperation has prevailed, while cooperation with societal stakeholders and end-users
has played a minor role.

Keywords: bioeconomy; survey; strategies; research program; biogas; lignocellulose; microalgae

1. Introduction

Over the last 10 years, bioeconomy has become an important issue in research and innovation
policy, especially in industrialized countries. The core idea of the concept is to replace nonrenewable
fossil fuel resources with renewable biogenic feedstock in industrial and energy production. This is
meant to pave the way for a more sustainable and eco-efficient economy [1]. Worldwide, a number of
countries and international organizations have already developed dedicated bioeconomy strategies,
such as the European Union (EU), the Organization for Economic Co-Operation and Development
(OECD), the West Nordic countries (Iceland, Greenland, and the Faroe Islands), Australia, Finland,
France, Germany, Japan, Malaysia, South Africa, Spain, Sweden, and the United States [2–4]. In other
countries, strategies are currently under development. Besides international and national activities,
a number of regional bioeconomy initiatives and innovation networks have been established [5].
The Bio-Based Industries Joint Undertaking (BBI JU), a public–private partnership between the
European Commission and the Bio-Based Industries Consortium started in 2014 under Horizon 2020,
is a key activity at the EU level for implementing the EU bioeconomy strategy [6].

These official strategies use different definitions of bioeconomy, ranging from equalization
with biotechnology to a broad societal transition involving a variety of technologies and economic
sectors [7,8]. In the literature, it has been pointed out that the terms “bioeconomy” and “bio-based
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economy” have no clear and binding definition [9]. Definitions strongly depend on the stakeholders
involved and their interests, but also show some similarities [10]. Overall, heterogeneous bioeconomy
definitions are used for similar contexts.

Various analyses of bioeconomy debates have worked out that different and even contrasting
visions and transition pathways are envisioned [7,8,11–14]. Official bioeconomy strategies pursue
either a biotechnology vision or a transformation respectively bioresource vision [7,11]. Despite
their different foci, all official strategies envision a technology-based transition to a bioeconomy [7].
In the biotechnology vision, economic growth is based on biotechnologies, and the valorization of
bioresources is expected to drive economic growth in the bioresource vision [12]. Life sciences and
biotechnology and new biomass conversion technologies are seen as enabling technologies in various
sectors. A strong partnership between policy, science, and industry; the promotion of international
cooperation; the establishment of global value chains; and the granting of patents should improve
international competitiveness and contribute to economic growth and employment [8].

In criticism of this understanding, an alternative vision of bioeconomy has been developed in the
scientific and societal debate, focusing on socio-ecological aspects and alternatives to the currently
dominant model of industrialized agriculture [8]. Rather than concentrating on biotechnology and/or
conversion technologies for new value chains, the focus is on agroecological techniques and methods
such as increasing plant genetic diversity, improving nutrient recycling, enhancing biodiversity, and
improving the health of soil, crops, and livestock. This vision gives high priority to sustainability
concerns and calls for a public goods-oriented bioeconomy [14,15]. The contrasting visions have
different underlying objectives to be achieved in the context of bioeconomy (See Section 3.4).

The common understanding is that the bioeconomy should contribute to a more sustainable future.
However, sustainability is understood differently in the two visions, and the sustainability requirements
are often not clearly specified [8]. Common weaknesses and gaps in current bioeconomy strategies are
seen in terms of the sound use of land and water resources, waste management along the whole value
chain, possible competition between the different biomass end-use sectors, and mechanisms to benefit
farmers [1]. Different understandings of the relationship between bioeconomy and sustainability have
been identified, ranging from sustainability being an inherent characteristic of the bioeconomy
to the bioeconomy having no positive impact and the bioeconomy being disadvantageous for
sustainability [16]. This reflects different expectations about the future development of bio-based value
chains and especially their environmental impacts.

Regional bioeconomy concepts and activities are expected to play a significant role. Regions are
considered to be important in facilitating collaborations between industries and research institutions [17].
In contrast, developing international cooperation is an important objective of national bioeconomy
strategies with their technology focus. The desired international cooperation involves different aspects,
such as the exchange of information and knowledge transfer, international coordination between
research and innovation activities, and the setting up of joint multinational research and technology
activities [8]. In addition, a successful transition to bio-based feedstock would require huge volumes of
biomass, which could not be mobilized sufficiently in Europe. The consequences could be an expanded
international biomass trade and/or the relocation of processing capacities to regions with high biomass
potential [18]. Instead, the alternative vision favors home-grown biomass that should be regionally
traded and processed [19].

A close interaction between research and industry is a central element in most bioeconomy
strategies [7]. The proposed thinking in value chains demands cooperation between different
disciplines and actors. However, the establishment of new networks cannot be easily achieved [20]
(p. 294).

Against this backdrop of bioeconomy strategies and controversies, the overall aim of our research
was to analyze researchers’ views on the bioeconomy by conducting an online survey among scientists
involved in a regional bioeconomy research program using an explorative approach. The investigation
was carried out in the context of the Bioeconomy Research Program Baden-Württemberg, which is
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funded by the Baden-Württemberg Ministry of Science, Research, and the Arts (MWK). The program
aims to improve the strategic position of Baden-Württemberg’s research institutions in the field of
bioeconomy, provide support in the acquisition of third-party funding, and draw industry’s attention to
the possibilities of new bio-based products and processes in order to accelerate the transfer of research
results into practice [21] (p. 9). The federal state’s research landscape is characterized by agricultural
and forestry science, biology, biotechnology, chemistry, and process engineering [21] (p. 50).

In the first funding round of the Bioeconomy Research Program Baden-Württemberg, around 50
projects were funded. The research program is thematically divided into the following three fields
(hereafter also referred to as clusters or networks):

• Sustainable and flexible value chains for biogas in Baden-Württemberg;
• Lignocellulose as an alternative resource platform for new materials and products; and
• The Integrated use of microalgae for nutrition.

The production of electricity, heat, and methane in biogas plants is a long-established technology
in Baden-Württemberg. Biogas is intended to play an important role in Baden-Württemberg’s future
energy mix, especially for decentralized electricity and a heat supply in rural areas and as control
energy to compensate for the fluctuating supply of solar and wind energy. In line with this goal, the
projects in this research field explore options for increasing performance and optimizing the process
and system integration of existing plants; estimate the potential of alternative substrates such as sewage
sludge, residual, and waste materials; and deal with the further technical development of methane
production. In contrast to biogas production, the use of lignocellulosic biomass in biorefineries and
the industrial use of microalgae are still in the research and development phase. Accordingly, the
projects in these two fields are more basic research-oriented. In the lignocellulose cluster, the focus is on
improving pulping processes; optimizing synthesis routes; and assessing the availability, combinability,
and improvement of feedstocks and the ecological and economic effects of the cultivation and use of
lignocellulose. The microalgae research field is mainly concerned with improving extraction methods,
optimizing cultivation processes and product quality, and establishing production systems.

The following sections describe the methodology used and present the results of the survey, also
addressing similarities and major differences between the clusters. Finally, the main findings are
summarized and the results are compared to existing investigations.

2. Materials and Methods

The aim of the survey was to analyze the scientists’ understanding of the concept of bioeconomy
and their attitudes toward the objectives of selected bioeconomy strategies, to enquire about the
current status of the projects (e.g., existing collaborations), to gain insight into certain problem areas
(e.g., competing uses and environmental impacts), and to identify similarities and differences between
the three investigated biomass value chains. In order to gather this information, an online survey was
conducted. All researchers involved in the biogas, lignocellulose, and microalgae networks within
the Bioeconomy Research Program Baden-Württemberg (cluster spokespersons, cluster coordinators,
project managers, project staff members, doctoral students) were interviewed. Prior to the survey
being carried out, the inquiry was announced at the respective cluster meetings in order to attract the
interest of the scientists. The survey started in mid-March 2016, and the online questionnaire was open
for a period of six weeks. Due to the high number of international scientists in the lignocellulose and
microalgae clusters, these groups were also offered an English version of the questionnaire. The survey
was developed based on the results of literature reviews on existing strategies [7] and scientific and
societal discourse [8]. Before starting the survey, the questionnaire was tested on a group of experts
from different scientific disciplines at the Institute for Technology Assessment and Systems Analysis
(ITAS) and with spokespersons from the three thematic clusters. The questionnaire (Supplement S1)
consisted of five sections:

• Topic 1. Perspectives on bioeconomy;
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• Topic 2. Value chains;
• Topic 3. Potentials and competing uses;
• Topic 4. Effects on the environment;
• Topic 5. Collaborations.

Topics 1 and 5 were identical in content for all participants. The questions in Topic 1 addressed
the level of agreement with definitions, objectives, and implementation pathways outlined in the
bioeconomy strategies and debates. The purpose was to gain insight into the extent to which the
bioeconomy strategies serve as a guiding function for researchers in the field. Topic 5 included
questions on partners and issues of collaboration in order to identify the prevailing form of cooperation
and to assess the extent to which the desired cooperation and networking is realized in the projects of
the Bioeconomy Research Program Baden-Württemberg.

The questions in Topics 2 to 4 were adapted to the specific characteristics of the individual
clusters. The purpose of the questions was not to obtain exact scientific data, but to elicit the scientists’
assessments and personal opinions on the opportunities and limits of the individual biomass value
chains based on their experience. The questionnaire included closed and open questions. Depending
on the content of the question, multiple answers were possible. This is indicated in the figures,
where applicable.

In total, 81 persons participated in the survey, of which only 49 completed the entire questionnaire.
In relation to the total number of persons invited to the survey (144), this corresponded to a net response
rate of 34%. The response rate was highest in the microalgae research cluster (44%), medium in the
lignocellulose cluster (32%), and lowest in the biogas cluster (29%). Nevertheless, the response rates can
be considered rather high for a social scientific survey. This success can be explained by the previous
promotion of the survey in the cluster meetings. The response rate to questions in Topics 3 and 4 was
lower than to those in the first parts of the questionnaire (about 24% on average compared to 34%).
A possible reason could be that these questions were primarily related to accompanying research, and
not all scientists have expertise in this field. In addition, these sections dealt with future-oriented issues
that are still under research. Thus, scientists are not yet in a position to make an assessment. These
parts are therefore presented in a qualitative and concise way without the claim of being representative
of the opinion of all respondents.

Representativeness for the entire research community cannot be answered conclusively due to a
lack of information on personal characteristics (such as age, qualification, position) of the participants
in the Bioeconomy Research Program Baden-Württemberg. However, the responses related to scientific
background (Section 3.1) indicated that the respondents represented a cross-section of scientific
career stages.

The answers were evaluated quantitatively and qualitatively. The open questions were evaluated
using the quantitative content analysis according to Mayring [22] in order to build content categories
and group the answers into these content categories. The results presented in this paper focus on the
scientists’ understandings of bioeconomy and on existing collaborations. In addition, the “Results”
section sketches challenges for the further development of the three research fields as indicated by the
respondents under the topics “competing uses” and “environmental impacts”.

3. Results

The following section summarizes the results for all three clusters and identifies the main
differences between them. The results are not necessarily presented according to the questionnaire’s
sequence. Instead, particularly interesting statements, points of clear consensus, or opposing positions
are outlined.
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3.1. Scientific Background of Respondents

The scientists were asked about which field of activity their project could be assigned to. Multiple
answers were possible. According to the responses, the majority (53%) related their projects to biomass
production, conversion, and product development. The remaining 47% were assigned to evaluation,
systems analysis, and societal framework conditions (Figure 1). Some respondents gave multiple
answers, which indicated that their projects deal with different technical or different assessment aspects
at the same time or even combine technical and nontechnical research areas such as sustainability
assessment. In the biogas cluster, the share of assessment-related research activities was highest,
with 58% of the responses. In the microalgae cluster, it was lowest, with 30%. This can be explained
by the different development stages of the fields. While the biogas sector is well elaborated from
a technical point of view and challenges arise from the lack of competitiveness and acceptance by
local residents, microalgae production and conversion is a rather new approach that requires further
technical research, with the consequence that an assessment of environmental and societal issues fades
into the background.

Figure 1. Respondents’ assignment of projects to fields of activity (n = 79, n = number of answers,
multiple answers possible).

Thirty-one percent of the respondents assigned their project to basic research and 69% to applied
research (Figure 2). This relation was quite different for each cluster. In biogas research, 96% of the
responses referred to applied research, while this share was only 55% in the lignocellulose cluster and
62% in the microalgae cluster. In all three clusters, a limited number of multiple answers were given,
i.e., the respective research projects were assigned to both basic and applied research. The number
of multiple entries was highest in the lignocellulose cluster, which could indicate that some research
projects are in a transition process from basic to applied research or that the nature of the research is both
basic and applied due to the interdisciplinary approach of most projects in this cluster. Moreover, the
responses indicated that accompanying research projects in the fields of systems analysis, assessment,
and societal framework conditions are classified as either basic or applied research.

In answering the question of how long the scientists have been active in the field of bioeconomy,
43% of the respondents stated that they had already done research on bioeconomy before starting the
research project with the Bioeconomy Research Program Baden-Württemberg. Fifty-seven percent
entered the field at the start of the project (Figure 3). In the biogas network, more than half of the
researchers had previous experience in bioeconomy research, and the majority of respondents in the
lignocellulose group (59%) first came into contact with the topic through the current project. In the
microalgae network, this share was even higher, at 67%. These differences can be explained by the
fact that Baden-Württemberg has been seen as a pioneer in biogas research and implementation since
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the 1980s, while biotechnology-driven microalgae and lignocellulose research are quite new fields.
Overall, the answers reflected the mixed composition of the project teams, which consist of professors
or project managers with many years of experience in the field of bioeconomy and doctoral candidates
who have recently entered the subject.

Figure 2. Respondents’ assignment of projects to type of research (n = 80, multiple answers possible).

Figure 3. Respondents’ familiarity with the bioeconomy topic (n = 80).

3.2. Understanding of Bioeconomy

In a first step, the scientists were asked to define bioeconomy in their own words. The aim of this
open question was to get insight into the respondents’ understanding of bioeconomy, regardless of
already existing definitions.

The 56 definitions given were assigned to the following categories:

• Resource-oriented definition;
• Resource-oriented definition with focus on substitution;
• Resource-oriented definition with focus on sustainability;
• Resource-oriented definition with focus on science and technology;
• Technology-oriented definition.

Almost all of the definitions (89%) saw the production and use of biogenic resources as core
elements of the bioeconomy (resource-oriented definition, see Figure 4). Thirty-six percent of the
definitions were related to the resource-oriented understanding, and 37% went beyond the pure resource
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orientation and outlined that biomass use should also meet environmental and social sustainability
criteria (sustainability focus). Sixteen percent of the definitions emphasized the substitution of fossil
resources with renewable feedstock (substitution focus). Only 7% of the definitions stressed the
importance of science and technology in the context of a resource-oriented understanding (science and
technology focus). Besides these resource-oriented understandings, 4% of the definitions concentrated
on the use of innovative technologies for biomass conversion (technology-oriented definition). While the
resource-oriented definition played an important role in all research clusters, the science and technology
focus was most supported by respondents from the lignocellulose cluster, and the technology-oriented
definition appeared only in the microalgae cluster. Table 1 provides some examples of definitions for
the five categories.

Figure 4. Assignment of the definitions given to categories of bioeconomy understandings (n = 56).

Table 1. Examples of bioeconomy definitions formulated by the interviewed scientists.

Type of Definition Formulation

Resource-oriented
definition

“Any steps involving the production, processing, and use of bio-based raw materials.”
“Use and efficient transformation of biological raw materials (with complex compositions)

into defined products for society/humans.”

Resource-oriented
definition with focus on

substitution

“Bioeconomy is the approach to replace the petrochemical-based industry with a bio-based
industry, i.e., through renewable raw materials and residues.”

“Using biomass, instead of fossil fuel, to provide renewable and green energy and food,
and establishing a whole industrial and social circulation.”

Resource-oriented
definition with focus on

sustainability

“Bioeconomy describes an economy based on renewable raw materials instead of fossil
raw materials. Furthermore, the economy should be as environmentally friendly and

sustainable as possible.”
“Transformation process of an economy that is characterized by fossil fuels, profit, and

exploitation (nature and humankind) toward an economy that is based on the careful use
of renewable resources, with particular attention to social and ecological effects.”

Resource-oriented
definition with focus on
science and technology

“Bioeconomy means using biological resources. Bioeconomy is based on the latest scientific
findings and builds a bridge between technology, ecology, and an efficient economy.”

“Bioeconomy encompasses the sustainable production of biological resources and their
conversion into food, feed, and high-value products/energy via innovative technologies

from academic and industrial origins.”

Technology-oriented
definition

“Bioeconomy is a novel economic pattern that would generate economic effectiveness
based on the research and application of biotechnology.”

“Bioeconomy is the combination of biotechnology and economy. That means it is based on
the technology of biology to produce biomass, explore and apply production in order to

gain economic benefit.”
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In a second step, the respondents were asked to indicate to what extent they agree with the
definitions formulated in official bioeconomy strategies. This question aimed to find out about support
or skepticism toward official bioeconomy definitions by scientists working in the field of bioeconomy.

The OECD definition was selected as an example of a technology-oriented understanding.
The European Commission’s definition focuses on the sectors involved in the bioeconomy
(sector-oriented definition). The German Federal Ministry of Education and Research based its
definition on the resources used (resource-oriented definition), and the definition by the German
Federal Ministry of Food and Agriculture can be seen as an example of a target-oriented definition.
The wording in the questionnaire was as follows:

• Technology-oriented definition. Bioeconomy is the development and application of modern
biotechnology and life sciences (OECD [23]);

• Resource-oriented definition. Bioeconomy covers agriculture and forestry as well as all producing
sectors with their respective service sectors that develop, produce, process, and work on biological
resources (plants, animals, microorganisms) or use them in any form (Federal Ministry of Education
and Research [24]);

• Sector-oriented definition. Bioeconomy covers the production of renewable biological resources
and their conversion into products that generate additional value, such as food and animal feed,
bio-based products, and bioenergy (European Commission [25]);

• Target-oriented definition. Bioeconomy combines economy and ecology in an intelligent way
and thus enables bio-based and sustainable economic growth (Federal Ministry of Food and
Agriculture [26]).

Overall, all types of definitions originating from official bioeconomy strategies were supported
by the majority of respondents (Figure 5). However, the highest level of full agreement (over
60%) was recorded for the resource-oriented definition, followed by the target-oriented definition.
This was in line with the results of the respondents’ own definitions, where the majority of definitions
were solely resource-oriented or had an additional focus on sustainability. The sector-oriented
definition showed a lower level of full agreement. Nevertheless, summing up the answers “fully
agree” and “rather agree”, the sector-oriented definition received the highest agreement, together
with the resource-oriented definition. The lowest level of full agreement was achieved for the
technology-oriented definition. The proportion of people slightly disagreeing with this definition
was highest, about 30%. The comparison to the researchers’ own definitions showed that the given
technology-oriented definition received more support than a similar understanding formulated by the
respondents themselves.

Figure 5. Respondents’ agreement with official bioeconomy definitions differing in their thematic focus (n = 66).
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When looking at the different research clusters, it became obvious that researchers from all
clusters strongly agreed with the resource-oriented definition, which was in accordance with the
researchers’ own understanding. While the majority of the biogas cluster respondents rejected the
technology-oriented definition, agreement was rather high among the respondents from the microalgae
cluster, where biotechnology plays an important role.

3.3. Visions and Objectives

The bioeconomy strategies of different countries and institutions include visions and far-reaching
societal goals that should be achieved through the realization of a bio-based economy. The researchers
were asked to rate the goals of the German Policy Strategy Bioeconomy according to their importance.
The goals relate to sustainability issues, international competitiveness, specific fields of technology and
research, as well as cooperation between science, business, and society [26] (pp. 20 ff.). The results
showed that all objectives were predominantly considered essential or important (Figure 6). The majority
of the respondents viewed the following two targets as essential: “production of raw materials in line
with environmental and climate protection” and “conversion of the economic production base from
fossil to biogenic sources in the long run”. This result matched well with the respondents’ predominant
agreement with the resource-oriented definition of the bioeconomy (see Section 3.2). Furthermore, the
goals “implementation of cascade use”, “sustainable consumption”, “networking between science and
business”, as well as “inter- and transdisciplinary research” were regarded as relevant. The leading
role of Germany in solving global challenges was rated as the least important goal. Between 20%
and 30% of respondents considered “economic growth”, “job creation”, “strengthening of industrial
biotechnology as an economic field”, and “international competitiveness” as less important.

Figure 6. Respondents’ evaluations of the objectives of the German Policy Strategy Bioeconomy
according to importance (n = 65).
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The comparison between the clusters showed that the aim of Germany taking a leading role
in solving global challenges was considered to be of little importance in the biogas and microalgae
clusters, while the lignocellulose network considered this goal essential or important. The production
of raw materials in line with the objectives of environmental and climate protection was regarded
as less important in the microalgae group than it was in the biogas and lignocellulose consortium,
for which the proportion of “essential” mentions was significantly higher. This may have been due
to the fact that microalgae production is a technical process that is independent from agricultural
production and does not compete for land resources with other biomass utilization pathways such as
food production. Furthermore, it is striking that half of the respondents from the microalgae cluster
considered a strengthening of industrial biotechnology essential or important, while the other half
considered this less or not important. Thus, there were different views on the economic importance of
the broad industrial application of biotechnology in the algae network, which could be explained by the
early development stage of algae technologies and the resulting uncertain applications. The majority
of respondents from the biogas cluster attached importance to strengthening industrial biotechnology
as an economic sector with great market and value-added potential, while the majority of this group
refused to equate bioeconomy with modern biotechnology (see Section 3.2). This was in line with the
prevailing understanding in Germany (and the EU) that biotechnology is a key technology, but also
that relevant technology and innovation approaches to bioeconomy comprise more than biotechnology.

In addition, participants were asked to assess the expected contribution of their research to the
objectives of the Baden-Württemberg Research Strategy Bioeconomy. The objectives were related to,
e.g., the country’s resource independence; competitiveness and innovation capacity; new conversion
technologies and bio-based products; local value and job creation; and the information flow between
business, research, and society [21] (p. 8 f.). Nearly 70% of respondents answered that their project
results could contribute significantly or moderately to “using the country’s diversity of plant biomass”,
followed by “developing new technologies for the conversion of biomass”, “increasing international
visibility and competitiveness of the country”, and “networking between the country’s research
institutes” (Figure 7). The fact that the most significant contributions were expected for “developing
new technologies for the conversion of biomass” and “developing new bio-based substances and
materials” could be explained by the technical focus of many projects. The proportion of respondents
saying that their research could only make a small or even no contribution was over 50% and 60%,
respectively, for the objectives “developing cascade systems” and “safeguarding a high standard
of nutrition”.

The comparison between the clusters showed that the differences were quite small. One major
difference was that the respondents from the microalgae cluster indicated that their projects could
contribute to ensuring a high standard of nutrition, while this was, of course, not the case in the biogas
and lignocellulose teams. It should be noted that, logically, the specific projects cannot contribute to
all objectives of the research strategy, but only a few. In particular, answers from the accompanying
assessment projects showed that some of them can only make limited contributions to achieving the
strategy’s objectives, since critical reflection rather than fulfillment of objectives is in the foreground of
this type of research.

3.4. Alternative Implementation Pathways

Both in scientific and societal debate on the concept of bioeconomy, different implementation paths
are discussed. An analysis of the European discourse, carried out by the authors of this article, revealed
that the understandings can be assigned to two main strands of discussion: the technology-based and
socio-ecological approaches [8]. Based on a selection of contrasting positions (Table 2), respondents
were asked to indicate to what extent they agreed with individual elements of possible implementation
pathways. The selected positions covered a wide spectrum of topics relevant to the bioeconomy, from
resource use and consumer behavior to innovation focus and production approach to perspectives on
nature and participation.
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Figure 7. Contribution of the projects to realizing the objectives of the Baden-Württemberg Research
Strategy Bioeconomy (n = 63).

Table 2. Compilation of contrasting positions on shaping the future bioeconomy.

Elements Technology-Based Approach Socio-Ecological Approach

Resource use and
consumer behavior

Improving resource efficiency along bio-based
value-added chains (less raw material input per

product unit, closed cycles, coupled and
cascade use)

Promoting sustainable consumption patterns
(e.g., reducing meat consumption, consuming

regionally produced food, avoiding food waste,
reducing fossil energy use)

Innovation focus
Extending technological leadership, intellectual
property (e.g., patents), and economic influence

of multinational organizations

Promoting social innovations and the use of local
knowledge and experience of various stakeholders

(farmers, small and medium-sized enterprises,
non-governmental organisations)

Production
approach

Promoting research and innovation in the field
of life sciences as key technologies (genetic

engineering, synthetic biology, DNA
sequencing, bioinformatics, etc.)

Strengthening multifunctional, agroeconomic land
cultivation oriented toward criteria such as

diversity, resilience, and self-regulation

Perspectives on
nature

Adjusting nature to industrial processes
and cycles Adjusting industrial metabolisms to natural cycles

Participation

Establishing close partnerships between
companies, research, and politics to promote

investments, skills, and experiences in the fields
of key technologies

Involving civil society in shaping and advancing
the bioeconomy

Source: Excerpt from Reference [8] (p. 15).

The majority of participants agreed with all statements, except for two (Figure 8). The highest
level of full agreement (more than 50% and 60% of the respondents, respectively) was with “improving
resource efficiency” and “promoting sustainable consumption”. Total agreement was very high (nearly
90% up to 100%) for the elements “improving resource efficiency”, “adjusting industrial metabolisms to
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natural cycles”, “establishing close partnerships between companies, research, and politics in the fields
of key technologies”, “strengthening multifunctional, agroecological land cultivation”, and “involving
civil society in shaping and advancing the bioeconomy”. Agreement with statements on shaping
the future bioeconomy was in line with the respondents’ evaluations of the objectives of the German
National Policy Strategy Bioeconomy (see Figure 6). This was especially the case for improved resource
efficiency for environmental and climate protection, sustainable consumption, and close cooperation
between companies, research, politics, and social players.

Figure 8. Respondents’ agreement with selected positions on shaping the future bioeconomy (n = 61).

All in all, the agreement levels were rather similar for all points, which means that the participants
considered the positions complementary and not mutually exclusive. Disagreement was expressed by
more than 50% and 70% of the respondents, respectively, for the elements “extending technological
leadership” and “adjusting nature to industrial processes”. The relatively low importance attached to
the objective “strengthening the international competitiveness of Germany” corresponded with the
limited support for the statement “extending technological leadership”.

The research clusters showed some differences. While the biogas and microalgae networks
strongly disagreed with “extending technological leadership, intellectual property (e.g., patents), and
economic influence of multinational companies”, the majority of respondents from the lignocellulose
cluster agreed with this approach. One reason for this could be that there is considerable innovation
potential in the field of lignocellulose utilization and biorefinery concepts, combined with the ambition
to take a pioneering role. Another difference intrinsic to the topics of the three clusters was that full
agreement with “promoting research and innovation in the field of life sciences” was highest in the
microalgae and lignocellulose networks, while this played a less important role in the biogas network.
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3.5. Existing Collaborations

Another part of the questionnaire was about ongoing collaborations the scientists from the research
program are involved in (Figure 9). The majority of respondents answered that they were engaged
with scientific partners within the cluster and the overall research program. Moreover, collaborations
with scientific partners all over Germany and Europe were quite common. A smaller proportion of
respondents was involved in collaborations with industry, in particular with companies in the fields
of renewable energies, biotechnology, chemistry, and the food industry. Only a small number of
respondents cooperate with societal stakeholders and users, with cooperation with users and farmers
or agricultural organizations being more common than with nongovernmental groups.

Figure 9. Respondents’ collaborations with different types of partners (n = 48).

The comparison between the clusters showed a quite similar picture. One difference was that
the biogas cluster had more collaboration with farmers and users compared to the other networks.
This was due to the fact that manifold contacts have been established during the long history of biogas
research in Baden-Württemberg, while the other two topics are quite new and cooperation still needs
to be further developed.

Moreover, the scientists were asked to classify their networking activities according to forms
of cooperation (Figure 10). The responses showed that traditional forms of scientific cooperation
prevail, such as the exchange of information and results, joint definitions of research questions,
agreement on methods, joint use of equipment, and agreement on raw materials. The majority of
respondents indicated that their collaborations aim to sound out common interests, and only a marginal
proportion is involved in collaborations aimed at discussing marketing strategies and developing new
business models.

The clusters differed with regard to the discussion and exchange of results. This point was
mentioned most frequently in the biogas group. This may have been due to the fact that, in the biogas
network, there is a focus on applied research, which takes place in cooperation with partners from
practice and involves more exchange, while the lignocellulose and microalgae networks conduct
more basic research, which implies increased joint use of equipment and infrastructure and increased
coordination of the raw materials to be used. In the microalgae cluster, the different forms of scientific
communication play an even more important role than in the other clusters. A possible reason for
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this could be the specific structure of the research network, where the projects are arranged along the
value-added chain from algae cultivation, extraction of ingredients, and conversion up to product
design. The project members are therefore dependent on the results of the previous stages, which leads
to closer coordination.

Figure 10. Respondents’ forms of cooperation (n = 48).

3.6. Obstacles to the Further Development of the Thematic Fields

The participants were asked about possible obstacles to the realization of the biomass value chains
they are working on. This included a discussion of competing uses, environmental impacts, and
acceptance of the production process or end products by local residents and end users.

3.6.1. Biogas Value Chain

Due to the limited potential of primary biomass and the discourse about adverse effects of energy
crop cultivation, there have been attempts to put a stronger focus on the use of residual and waste
materials for biogas production in Germany. In our survey, the researchers outlined some challenges for
switching to these sources. First, they emphasized that, even with increased mobilization of residues,
the demand for energy crops would probably remain the same. Arguments for this assessment were
that, on the one hand, the available residual and waste materials would not be sufficient to cover
the raw material requirements of the existing biogas plants. On the other hand, it was argued that
such feedstocks were technically unsuitable for use in agricultural biogas plants previously operated
with energy crops. Second, it was assumed that the expansion of waste fermentation plants would
continue to increase. In addition, economic reasons (high transport costs) and legal obstacles (the need
to reauthorize agricultural biogas plants) would militate against the widespread use of residual and
waste materials. Moreover, it was expected that this could lead to competition between the biogas and
lignocellulose paths with regard to certain feedstocks such as landscape conservation material. Third,
for this kind of biogas production, the majority of respondents considered sites close to settlements to
be useful or necessary, with increased use of alternative substrates such as food waste. This would
be useful particularly from an ecological point of view and would also offer possibilities for heat
utilization. The respondents mentioned positive examples of near-settlement facilities planned with
the involvement of local residents, but also mentioned counterexamples. The main obstacles were
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seen in the legal requirements for waste fermentation plants and in acceptance by local residents.
In addition, respondents expressed doubts about the expected positive environmental impacts related
to the use of perennial energy crops, waste, and residual materials.

3.6.2. Lignocellulose Value Chain

The availability of woody biomass was mentioned as a central challenge to the implementation
of novel lignocellulose-based value chains. Some respondents assumed that unused wood potential
exists, in particular in private forests and in the form of alternative feedstocks such as landscape
conservation material, agricultural residues (e.g., straw), and wood waste from the private and
commercial sectors. In contrast, the majority of respondents argued that alternative feedstocks are
limited and not sufficiently available. Some of the reasons mentioned were competing uses (e.g., the
use of agricultural residues in biogas production), conflicts in objectives (e.g., nature conservation
opposes the removal of dead wood and cortices from forests), and technical obstacles (e.g., the need
for a uniform lignin quality in certain conversion processes, which cannot be ensured when using
residues). The majority of respondents expected increasing competition for raw materials, especially
in the energy wood market. It was assumed that the innovative value-added chains aspired to by the
research cluster would rarely compete with the wood, paper, construction, and furniture industries,
but that there might be synergies with these industries in using their residual materials or byproducts.

3.6.3. Microalgae Value Chain

Numerous inhibiting factors were identified for the production and use of microalgae, in particular
related to the consumption of resources, acceptance, and competitiveness of algae production. In algae
production, there is a considerable need for nutrients, energy, and other inputs. Nitrogen, phosphate,
and iron are the main nutrients. If large algae yields are to be achieved, the estimated nutrient
requirements are high, but this depends on the type of algae and the cultivation method used.
Theoretically, wastewater streams as well as sea and brackish water could be used as nutrient sources.
In practice, there are legal barriers because the specifications for nutrient sources used in food production
are very high. The use of synthetic fertilizers therefore seems likely. Moreover, further adjuvants
and process substances are needed: CO2, ethanol as an extraction agent, flocculants, disinfectants
for the sterilization of reactors, and herbicides. In particular, CO2 demand is a limiting factor for the
cultivation of algae. To ensure the safe use of algae as food, exhaust gases can only be used if no
contamination with pollutants can be guaranteed. Therefore, combustion gases cannot be used.

The energy balance of algae production was predominantly classified as negative, though
optimization potential was expected from autotrophic cultivation, cultivation in the field, and process
improvements. Moreover, industrial algae production has high space requirements. Integration into
the city landscape is considered possible. Few respondents expected major impacts on the landscape.
However, it was emphasized that there has been no experience with visual impacts and acceptance of
larger systems until now. Consumer acceptance is a key factor for realizing the potential of microalgae in
nutrition. A clear majority of respondents considered consumer acceptance to be high, especially with
regard to use as food ingredients, e.g., in functional foods. Acceptance was expected to be particularly
high among younger, health-conscious and environmentally conscious consumers. Acceptance of algae
as a substitute for animal-derived food was assumed to be rather low. The following inhibiting factors
were mentioned: highly technically processed products do not meet the demand for naturalness;
quality losses due to bacterial contamination; difficult imitation of the taste of meat in connection with
cultural reservations about the color, taste, and smell of algae; and low popularity in general. Almost
all respondents assessed the food industry’s interest in algae-based products to be very high, especially
with regard to algae-based ingredients and niche products (e.g., in the vegan food sector or fitness
industry). However, there was consensus that the demand will hardly shift from animal-based food
products to algae-based products. Besides the lack of consumer acceptance, the main reason is the lack
of competitiveness of algae products.
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4. Discussion

4.1. Predominance of Resource-Oriented Understanding of Bioeconomy

The definitions of bioeconomy, expressed in the responding scientists’ own words, with or without
specifications, were predominantly resource-oriented. In line with this, the resource-oriented definition
presented in the questionnaire achieved the highest agreement of all official definitions. According to
this definition, bioeconomy is related to the production, conversion, and use of biological resources.
Thus, the scientists’ understanding of bioeconomy was strongly in line with the political understanding
in Germany and Europe. This was confirmed by recent findings from Austria [12] and Norway [27],
which also indicated the dominance of a bioresource-based understanding of bioeconomy among
stakeholders. In the same way, the resource-oriented definition by the European Commission was
generally supported by respondents (mainly from science and industry) in a public consultation in
preparation for the EU Bioeconomy Strategy [28].

The great consistency in the bioeconomy understanding can be explained by the high engagement
of scientific communities in the development of official bioeconomy strategies, both at the European
and national level [7]. In Baden-Württemberg, for example, scientists were asked to participate in a
steering committee and to develop proposals for strategic orientation [21].

Scientific analyses of bioeconomy strategies interpret different definitions as an indication of
divergent understandings of bioeconomy (e.g., Reference [10]). In our survey, the technology-oriented
definition was less supported than others, but all proposed definitions were agreed upon by the majority
of respondents. Agreement with the technology-oriented definition was higher in the lignocellulose
and microalgae networks. This preference can be explained by the stronger role of biotechnology
in their research agenda. Despite the resource-oriented definition in official bioeconomy strategies,
modern biotechnology is also regarded as a key technology in these strategies (e.g., Reference [24]).
Overall, the high level of agreement with various definitions indicates that they are not perceived as
contrary, but as complementary.

4.2. High Expectance of Contribution of Research Activities to Objectives of the Regional Bioeconomy Strategy

The goals of the German Policy Strategy Bioeconomy were widely supported by the respondents.
Only the goal of taking on a leading role in solving global challenges such as climate protection and
food security was seen rather critically. Key objectives in all clusters were “the production of raw
materials in line with the objectives of environmental and climate protection and nature conservation”
and “the long-term conversion of the economic production base from fossil to biogenic sources”.
Technology visions and objectives of official strategies can fulfill a guiding function for researchers
and actors in the respective research area [29]. Our survey results indicated that the official objectives
are well integrated into the thinking of the researchers. It can therefore be assumed that the official
bioeconomy strategies achieve the objective of providing guidance.

In a similar way, an evaluation of the German Research Strategy Bioeconomy has shown that
there is strong support for the overall approach oriented toward societal goals, though there is a
lack of agreement on specific objectives among the heterogeneous research communities involved in
bioeconomy research [20].

The majority of respondents expected their research results to make a high or medium contribution
to achieving the objectives of the Baden-Württemberg Research Strategy Bioeconomy. There were
differences between the research clusters regarding the extent of their contributions to the different
objectives. This resulted from different research agendas. Of course, an individual research project can
only contribute to a few objectives of the research strategy.

An evaluation of the German Research Strategy Bioeconomy [20] and the European Bioeconomy
Strategy [30] showed that funded research has significantly contributed to achieving overall goals and
that the majority of funded projects have aligned their objectives to the strategies. The EU review
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outlined that “there is early indication that the projects funded are generating relevant excellent
multidisciplinary research (i.e., the quality of publications in terms of citations)” [30] (p. 12).

4.3. Simultaneous Support for the Elements of Different Pathways in the Implementation of the Bioeconomy

Different implementation pathways are discussed for the development of the bioeconomy
(e.g., References [11,14]. They are usually presented as alternative trajectories. In our survey, not all
elements of the official technology-based approach were supported by the majority of respondents.
For example, “adapting nature to industrial processes” and “extending technological leadership” as
key elements of the technology-based approach were approved only by a minority. At the same
time, some key elements of the socio-ecological implementation pathway met with much approval:
for example, “promoting sustainable consumption patterns” and “strengthening multifunctional,
agroecological agriculture” were supported by nearly 90% of the respondents. Similarly, stakeholder
surveys in Denmark and the United Kingdom, based on interviews, pointed to a potential overlap of
the two approaches, which could give rise to a new concept of quality industrial biomass production,
understood as using superior biomass quality attributes in place-specific biorefineries to produce
different products depending on the region [19].

Obviously, the survey participants considered the discussed implementation pathways of the
bioeconomy as compatible or, more precisely, as combinable. This perception might have been due to
the fact that projects on agroecology, local food chains, citizens’ initiatives, and so on are incorporated
in EU and national research programs, even if only marginally in comparison to the dominating
technology-centered funding. However, in the background of this allegedly equal coexistence, rival
stakeholder networks compete for influence on research priorities, policy changes, and the preferable
bioeconomy trajectory [31].

With regard to sustainable development, the current EU bioeconomy policy is seen to lean strongly
toward weak sustainability and to favor economic dimensions and concerns over environmental and
social dimensions [32]. In addition, current developments in bioeconomy sectors adhere largely to
the principles of weak sustainability [33]. The respondents’ strong support for some elements of the
socio-ecological approach in the survey can be interpreted as the scientists’ recognition of the need for
strong sustainability in the bioeconomy.

The assumed combinability of elements from different implementation pathways contrasts with
the irreconcilability of pathways formulated in scientific and societal discourses on bioeconomy.
While the technology-based approach is understood as an enhancement of current practices in the
production, processing, and consumption of biomass with new products and more environmentally
friendly technologies, the socio-ecological pathway is conceptualized as a structural remodeling of
today’s production and consumption practices and as fundamental changes in the ways of thinking
and living [8]. The divergence between survey statements and discourse viewpoints can be interpreted
in two ways: the compatibility between the two perspectives has not been considered sufficiently in
the discourse, or the interviewed scientists underestimate the tensions or potential conflicts between
the two approaches. This question cannot be answered within the present study, but some indications
can be given:

• Since the bioeconomy has not yet been widely implemented, potential conflicts have not yet
fully materialized. Therefore, they are probably underestimated. At the moment, different
ideas continue to coexist, and the pressure to decide between the given alternatives is not yet
high enough;

• Systemic studies on the connection between the bioeconomy and its wider societal and economic
implications are still in their infancy. It remains to be seen whether and how the transition to a
bioeconomy will contribute to solving key challenges [11]. Addressing environmental and social
concerns and limits has been repeatedly demanded, but is not easy. It is, therefore, difficult to
appraise the best implementation pathway for the bioeconomy;
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• Competing interests, power relations, and politics are inherent in bioeconomy development and
make it difficult for stakeholders to negotiate compromises and reach consensus on the most
sustainable pathways for the future [34]. Biomass produced from agriculture is subject to ongoing
debates about the future of agriculture. Agricultural paradigms carry their own set of ideological
and value assumptions and are fiercely contested by critics [19]. Scientists engaged in bioeconomy
research are probably not familiar with these debates.

The evaluation of the German Research Strategy Bioeconomy has also shown that the
heterogeneous scientific communities interviewed do not share a common understanding of
implementation pathways for the bioeconomy up to now [20] (p. 296). Some of them call for
more technical and laboratory research in the field of biotechnology; others want to foster more
non-technical research in the fields of sustainability and social innovation.

4.4. Prevailing of Scientific Collaborations

The research clusters had in common that most of their collaborations take place within the
scientific system, and only a few collaborations exist with societal stakeholders and users. There are
certain peculiarities in the biogas network, where cooperation with the latter group of players and
industrial companies is more frequent than in the lignocellulose and microalgae networks. With its
long-established biogas technologies, this cluster has been able to build extensive networks with
industry and other stakeholders, whereas in the fields of lignocellulose and microalgae, partnerships
and cooperation are still evolving due to the early stage of development of the technologies. Overall,
the forms of cooperation are dominated by conventional scientific formats, such as meetings for
exchanges of information, discussions of results, and the development of research questions, while
there are only a few cooperation formats for discussing joint marketing strategies and developing new
business models. One reason could be that, in the lignocellulose and algae networks, basic research is
in the foreground, and therefore the marketing of products lies in the future.

Similarly, the involvement of societal stakeholders has been lagging behind the European level.
As highlighted in a review of the European Bioeconomy Strategy from 2012, the Bioeconomy Panel is
the central body for implementing “Area of Action 2: Reinforced Policy Interaction and Stakeholder
Engagement” [30] (p. 13). The panel was created in 2013 to support interactions between different policy
areas, sectors, and stakeholders in the bioeconomy. So far, the main outputs of the panel have been
four bioeconomy stakeholder conferences, held between 2012 and 2016, and the 2017 “Stakeholders
Manifesto” [35]. The latter represents a marked shift to the European Commission’s own strategy paper
from 2012 [12]. It should be taken into account that the panel was established on political initiative.
The review provided no information on the level of involvement of societal stakeholders in European
research projects. A group of experts evaluating the European strategy concluded that initiatives
such as the Stakeholder Panel have increased awareness of the bioeconomy concept among a broad
range of stakeholders, but that the involvement of public and private stakeholders and civil society
organizations should be reinforced with an updated “Bioeconomy Strategy and Action Plan” [36].

The evaluation of the German Research Strategy Bioeconomy showed that the experts surveyed
considered it necessary to incorporate a wide range of stakeholders in research, from business and
industry to NGOs in the fields of environment and consumption to citizens and the broader public [20]
(p. 285). However, until now, funding aimed at fostering dialogue with civil society and the public
has been rather rare, and these groups have been only marginally addressed in the existing funding
scheme [20] (p. 293, 296). An evaluation of the individual projects revealed that the goal of intensifying
networking with partners and establishing new networks was reached less frequently than that of
scientific knowledge exchange and interdisciplinary learning [20] (p. 294).

5. Conclusions

The survey results showed that the scientists involved in the Bioeconomy Research Program
Baden-Württemberg agreed with and orient themselves toward the official bioeconomy strategies.
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The strategies have thus met the objective of becoming an important guiding tool for research
activities. The guidance provided by the strategies could lead to a narrowing of technology options and
implementation pathways. Then again, the official bioeconomy strategies could be seen as important
catalysts for the development of alternatives, which has been part of a critical discussion in the last
years. This interplay between closing and opening pathways for implementation of the bioeconomy
demands further investigation. On the one hand, the emergence of alternative bioeconomy approaches,
the establishment of actor networks supporting these alternatives, and their influence on policy-making
require further scientific investigation. On the other hand, official bioeconomy strategies should
include reflexive elements, opportunities for new technical ideas, and space for nontechnical ideas
and social innovations. In this way, bioeconomy policies could contribute to the development of
enhancements and alternatives to existing approaches rather than deal with critical appraisals from
the outside.

Our results showed that the surveyed scientists tend to consider the different implementation
pathways for the bioeconomy to be combinable, while in the scientific and societal debates, these
are seen as contradictory. In conclusion, it can be stated that the majority of respondents support
combining alternative and well-established practices and ideas. More research is needed to better
understand how realistic such combinations are in practice. The next step after analyzing competing
narratives would be to translate them into scenarios and to examine their preconditions and impacts.

Anyway, a critical reflection of goals and implementation pathways, taking into account societal
expectations, is of crucial importance in any update process of bioeconomy strategies. Aspects that
are not considered at this stage will most probably not be included in the following research funding.
The involvement of civil society is still in its infancy and needs to be further developed. The drafting
of new or the revision of existing bioeconomy strategies should be set up as a participatory process
that includes a broad spectrum of stakeholders and viewpoints.

The development of the bioeconomy as a comprehensive sociotechnical transformation requires
interdisciplinary but also transdisciplinary research approaches. The Baden-Württemberg Bioeconomy
Research Program, with its interdisciplinary orientation, largely meets this requirement. Consequently,
the results of the survey partly reflected these specific research conditions. For instance, the respondents’
understanding of the bioeconomy was closely linked to sustainability issues. In addition, they described
several challenges for the future development of the three biomass value chains, emphasizing that
sustainability is not easy to achieve and that research needs to be intensified in this field. The analysis
of collaborations revealed that exchange within scientific communities prevails. Cooperation with
industry, other business actors, and end-users is relatively weak, but is commonly called upon as
needing to be intensified. However, it remains open how well stronger cooperation with potential users
of new bioeconomy technologies for accelerated adoption goes together with intensified examination
of sustainability issues. This tension, e.g., between establishing new bio-based processes and reflections
on the limits of biomass utilization, should be deliberated on in collaboration. Furthermore, a
framework for an integrated assessment of socially responsible research [37] should be introduced in
the bioeconomy research area.
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Abstract: The Sundarbans is the world’s largest coastal river delta and the largest uninterrupted
mangrove ecosystem. A complex socio-ecological setting, coupled with disproportionately high
climate-change exposure and severe ecological and social vulnerabilities, has turned it into a climate
hotspot requiring well-designed adaptation interventions. We have used the fuzzy cognitive maps
(FCM)-based approach to elicit and integrate stakeholders’ perceptions regarding current climate
forcing, consequent impacts, and efficacy of the existing adaptation measures. We have also
undertaken climate modelling to ascertain long-term future trends of climate forcing. FCM-based
simulations reveal that while existing adaptation practices provide resilience to an extent, they are
grossly inadequate in the context of providing future resilience. Even well-planned adaptations may
not be entirely transformative in such a fragile ecosystem. It was through FCM-based simulations that
we realised that a coastal river delta in a developing nation merits special attention for climate-resilient
adaptation planning and execution. Measures that are likely to enhance adaptive capabilities of
the local communities include those involving gender-responsive and adaptive governance, human
resource capacity building, commitments of global communities for adaptation financing, education
and awareness programmes, and embedding indigenous and local knowledge into decision making.

Keywords: climate change adaptation; transformative adaptation; limits to adaptation; adaptation
barrier; fuzzy cognitive maps; resilience; sustainability; vulnerability; Sundarbans

1. Introduction

The Sundarbans, the world’s largest coastal river delta and the largest uninterrupted mangrove
forest, is critical biodiversity and climate hotspot [1]. It has a complex ecosystem studded with
inter-tidal and estuarine zones stretching for about 10,000 km2 and is located on the borders of the state
of West Bengal in India (~40%) and southern Bangladesh (~60%) where the Ganges, Brahmaputra,
and Meghna rivers meet the Bay of Bengal. Coastal river deltas are often naturally low-lying areas
close to the local mean sea-level. Changes in regional sea-levels affect coastal river delta systems
geomorphologically by altering the base level, coastal erosion, and inundation, not to mention inland
propagation of tidal and backwater effects [2,3]. The geomorphological response of a coastal river delta
system to sea-level rise is determined by the delta system’s capacity to adapt. The system is complex
owing to the variety of feedbacks and changes in internal and external boundary conditions, including
sediment supply, river discharge, ecological system feedbacks, subsidence, and human intervention;
it is also mainly associated with hydrodynamic and ecological responses [2,4]. It influences system
functioning and determines the ability to either adapt dynamically, mitigate the effects of regional
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sea-level, or submerge [5,6]. In the coming decades, the effects of human intervention, causing
further subsidence, changes in sediment supply, river discharge, and ecosystems will be dominant in
determining the impacts of sea-level change in coastal river deltas [5,6].

The coastal regions of the Bay of Bengal, especially the Sundarbans delta, are among the most
vulnerable areas of the world in terms of experiencing the rapid sea-level rise, seawater intrusion,
and other climate change impacts [7,8]. The Sundarbans landscape is highly fragile and particularly
vulnerable to global and regional climate change impacts because of its complex geomorphology
and environmental settings attributable to continuing global warming, rising sea-levels, seawater
intrusion, land erosion, gradual subsidence, and cyclones [1,9,10]. The Sundarbans’ mangroves,
which protect more than 10 million people from cyclonic storms, today stand threatened by cyclonic
damage. Cyclones and tidal storm surges cause damage to the floral and faunal biodiversity along the
sea-land interface [1].

The sea-level has risen approximately three to four times higher than the global mean between
1993 and 2009 in the tropical western Pacific and the Indian Ocean [11]. The coastal region in the
southwest of Bangladesh has undergone a relative sea-level rise varying from 2.8 to 8.8 mm per year
in the last few decades. In South Asia, the sea-level in the Ganges-Brahmaputra-Meghna delta of
Bangladesh is likely to rise by 0.63 to 0.88 m by 2090 [12]. Frequent cyclones, together with increasing
sea-levels, have resulted in flooding, coastal erosion, and recession of coastline in the region [13].

Coastal flooding is driven by multiple factors, including local land elevation, regional sea-level
rise, heavy precipitation, tidal waves, storm surges, and tropical cyclones [14–18]. All these factors are
likely to adversely affect the lives and livelihoods of the local community.

The remaining part of the paper describes the study area and sampling; it discusses the
methodology adopted for climate change modelling, construction of fuzzy cognitive maps, and fuzzy
cognitive map-based simulations. After this, we present the results of climate change projections.
We describe the climate change impacts and adaptations as perceived by the community before
presenting the results of fuzzy cognitive maps (FCM)-based simulations. Finally, we discuss the results
in detail, drawing appropriate conclusions. The paper ends with guidance for future research.

Study Area and Sampling

The Indian Sundarbans, comprising 54 islands, is home to about 4.5 million people [19]. An analysis
of the SRTM data reveals that these islands are naturally flat, mostly comprising moderately elevated
areas (0 to 5 m high from the mean sea-level), with few low-lying and elevated regions (0 m and 5 to
10 m respectively).

Agriculture and fishing are the two major livelihood options available to the communities living
in this region. However, both sectors have been facing stress due to seawater intrusion, coastal
erosion, and the increasing salinity in agricultural fields and river water. All of this has been causing
a sizeable male population to emigrate from the villages. Phenomena like global and regional
climatic changes coupled with anthropogenic pressures including poaching, human encroachment for
agriculture and fishing, and overexploitation of both timber and non-timber forest produce have led to
multiple alterations in the mangrove flora, fauna, and ecosystem dynamics and functions posing, as a
consequence, severe threats to the Sundarbans’ ecosystem [9]. They also introduce many changes in
the ecosystem services vital for human health, wellbeing, and livelihoods [1,9,20].

This perception mapping study engaged 46 community groups (male and female groups
constituted 35 and 11 respectively) from seven villages in Sagar and Mousini islands of the South
24 Paraganas district of Sunderbans.
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2. Methodology

2.1. Climate Change Modelling

We implemented climate modelling in a GIS environment for reference as well as projected
climates. Available monthly climate data were read and converted to variables required for subsequent
calculations. We used time-series data from the Climate Research Unit (CRU) at the University of East
Anglia, the Global Precipitation Climatology Centre (GPCC), and the EU WATCH Integrated Project.
We obtained the CRU TS v3.21 (time-series) datasets from the British Atmospheric Data Centre (BADC),
highlighting month-by-month climatic variations over the last century covering the period from January
1901 to December 2012. CRU TS v3.21 data were calculated on 0.25× 0.25 degree grids. We downloaded
the GPCC v6 full re-analysis data product and concluded the spatial interpolation to 5 arc-minutes
resolution for the period 1981–2010. We obtained the daily data at 0.5-degree resolution from the
WATCH Integrated Project data repository; we compiled within-month precipitation distribution and
computed the deviation of daily temperatures from respective monthly means for each month for the
period 1981–2010.

We used the results of the IPCC’s AR5 climate model for two representative concentration
pathways (RCPs: 2.6 and 8.5) to characterise a range of possible future climate distortions for the
periods 2041-2070 (2050s) and 2071-2100 (2080s). The RCPs were developed and documented in a
special issue of climate change [21]. We implemented climate model simulations based on RCPs as
part of the Coupled Model Inter-comparison Project Phase 5 (CMIP5) [22] and extracted monthly
mean temperature and precipitation data from the WorldClim 30 arc-second raster databases [23].
We analysed the multi-model ensembles for two climate forcing levels of the RCPs based on spatial
data from the IPCC’s AR5 CMIP5 process and corrected data bias, downscaling it 0.25-degree as in the
Inter-sectoral Impact Model Inter-comparison Project (ISI-MIP) [24]. In order to calculate the ensemble
mean, we used the ISI-MIP data at 0.25-degree resolution of five climate models (GFDLESM2M,
HadGEM2-ES, IPSL-CM5A-LR, MIROC-ESM-CHEM, and NorESM1-M).

2.2. Fuzzy Cognitive Mapping

We conducted the perception mapping study aided by the fuzzy cognitive maps-based approach
introduced by Kosko in 1986 [25] to document communities’ perceptions about the direct and indirect
impacts of climate variability and change on different livelihood assets. The FCM approach captures
the functioning of a complex system based on people’s perceptions [26]. The process of data capture in
the FCM approach is considered quasi-quantitative because the quantification of concepts and links
can be interpreted in relative terms [27–29]. In order to generate data, the participants debated the
cause-effect relations between the qualitative concepts and generated quantitative data based on their
experiences, knowledge, and perceptions of inter-relationships between the concepts [26–28,30,31].

2.2.1. Main Aspects of Fuzzy Cognitive Maps

FCMs are graph-based structures, describing signed weighted digraphs [25]. They can handle
vagueness while being capable of incorporating and adapting human knowledge through fuzzy logic.
They form a component of soft computing providing, thereby, a simple but powerful tool for analysing,
representing, and simulating dynamic systems [32].

The structure of FCMs consists of concepts (i.e., nodes) C1, C2 . . . Ci, and connections between
them. All this is represented by the adjacency matrix W [ ]. The concepts are mapped to the real-valued
activation level where Ci takes values in the interval [0,1], which is the degree to which the observation
belongs to the concept (i.e., the value of the fuzzy membership function). As a consequence of the
dynamic interactions of connected nodes, the concept’s state changes over time. The reasoning is
performed as the calculation of Equation (1), where f ( ) stands for a hyperbolic transformation function
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Equation (2), ensuring that the concept defined value falls within the interval [0,1] and f ( ) is given by
Equation (2), where C—parameter, C > 0.

C(t+1)
i = f

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
C(t)

i +
n∑

j = 1
i � j

C(t)
j ×Wji

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(1)

f (x) =
eλx − e−λx

eλx + e−λx , a ∈ R+ (2)

The edges Wij displayed in the dimensions of the matrices denote the degrees of the causal
relationship (i.e., the weight of the edge or influences between the connected nodes) and typically
lie between [−1, 1]; whereas Wij > 0 implies that Ci increases Cj, Wij = 0 means no relation and
Wij < 0 means Ci decreases Cj. Therefore, the adjacency matrices are not symmetric as per definition.
The diagonal entries (e.g., Wii, Wjj) in W reflect the effect on it. With increasing uncertainty, fuzzy rules,
or fuzzy numbers may be used to describe the weights of the connections [25,32].

2.2.2. Constructing Fuzzy Cognitive Maps

Step 1: Obtaining fuzzy cognitive maps from community groups

The majority of marginal and poor people across the globe rely on climate-sensitive livelihood
activities that are highly susceptible to increase in temperature and variability in precipitation patterns,
along with extreme climatic events, such as cyclones, floods, droughts, etc., making them highly
vulnerable to climate change [33]. Hence, in order to obtain fuzzy cognitive maps, we selected marginal
farmers possessing less than two acres of land and some livestock as our stakeholders. The steps of
constructing fuzzy cognitive maps from stakeholders/farmers are given in Section 2.2.2.

A consensus of the local community was obtained with regard to the summer and winter
temperatures, as well as precipitation variability increase over the last 10 to 15 years. We also
sought community opinion in the context of increasing intensity and frequency of climatic extremes.
The communities perceived an overall increase in temperatures and precipitation variability.
The communities also perceived an increase in climate-related extremes, including cyclonic storms and
floods. We divided the local community members, after the group discussion, into groups of four to
five individuals. We formed the groups according to simple wealth-ranking allocating individuals
with the same landholdings/ number of livestock within a single group while conducting gender-wise
segregation. This helped in neutralising power dynamics within each group. We demonstrated the
construction of fuzzy cognitive maps to the participants with the help of a disparate context. We asked
the following questions from each of the 46 community groups:

i. What are the changes in summer and winter temperature observed over the past 10 to 15 years?
ii. What are the changes in rainfall variability observed over the past 10 to 15 years?
iii. What are the changes in extreme climatic events (cyclone, flood, etc.) observed over the past 10

to 15 years?
iv. What are the resulting impacts arising from direct effects due to climate variability, sea-level

rise, and changes and climatic extremes?
v. How have your lives and livelihoods been affected due to these changes?
vi. What adaptation practices have been taken up for enhancing climate resilience?

The participants designed cognitive maps relevant to the central concept: Increased climate
variability and change. They laid out concepts pertinent to the central concept, showing impacts of
climate variability and change on their lives and livelihoods and adaptation practices adopted; they
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also assigned cause–effect interconnections between the concepts. Stakeholders assigned individual
weights to each connection on a scale of 1–10, with 1 representing the minimum impact and 10 the
maximum. Researchers scaled down these weights to a scale of 0.1–1, with 0.1 representing the
minimum impact and 1 the maximum [26,27,30].

Step 2: Coding of individual cognitive maps into adjacency matrices

We coded individual cognitive maps into adjacency matrices listing the same concepts on the
vertical and horizontal axes. Weights assigned by the stakeholders were coded into the adjacency
matrix. A value is coded into the matrix if a connection exists between two concepts [26–28,34].

Step 3: Quantitative aggregation of individual cognitive maps

We aggregated each coded map to construct a social cognitive map (SCM) through matrix
addition [26–28,30]. Thus, the SCM we obtained represents the perception of all the 46 community
groups. SCM gives a better representation of system dynamics yielding a more accurate, reliable,
and comprehensive understanding of a system [26,27,30].

Step 4: Qualitative aggregation of the social cognitive map

In order to organise the data and make it easier to understand, we condensed the concepts
obtained from the SCM into broader categories based on their nature [26,27,30]. We followed it up with
calculations for an arithmetic mean of the weights of concepts mentioned in the SCM. We did this to
identify interconnections between the broader encompassing concepts [26,28,30,35]. The qualitatively
aggregated SCM comprises 23 concepts.

2.3. FCM-Based Simulations

The adaptation strategies that are likely to reduce climate risks and increase resilience adequately
may be classified as effective adaptations. What cannot be ruled out is the possibility of an adaptation
deficit (‘a failure to adapt adequately to existing climate risks’ [36]). Having implemented all adaptations
in the area, climate risk possibilities can arise, presenting limits to adaptation. Therefore, it is crucial to
understand the effectiveness of adaptation strategies.

In order to evaluate the effectiveness of current adaptation interventions, we conducted FCM-based
simulations with the help of the aggregated SCM. Simulating the FCM model gives a deeper
understanding of the concepts’ behaviour, their relations, and the extent to which one concept
has an impact on the rest. The simulation process was conducted by ‘clamping/activating’ the initial
values of the key concepts (in Equation (1)) until the system reached a stabilisation point (known as the
system steady-state). We developed a baseline by ‘clamping/activating’ the initial values of concepts
C1—‘climate variability and change’ and C2—‘climatic extremes’ at |1|. This was done by taking into
consideration the climate change projections in the region.

In FCMs, each concept varies from 0 to |1|where 0 means ‘non-activated’ and |1|means ‘activated’.
When one or more concepts are ‘clamped/activated,’ the activation spreads through the matrix following
the weighted relationships in the FCM matrix. An iteration produces a new state vector with ‘activated’
concepts and ‘non-activated’ concepts [31,37]. The resulting concept values are used to interpret the
outcomes of a particular scenario [27,28,31,37]. We multiplied the input vector concepts (Table 1) with
the adjacency matrix and applied a squashing function (Equation (2)) after every multiplication as a
threshold function. We iterated the process until the system (output vector) reached a steady-state.
The FCMWizard tool ran the simulations. The FCMWizard can also perform simulations for different
possible scenarios, in various scientific domains, using a very intuitive graphical user interface [38].
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Table 1. Various future scenarios using fuzzy cognitive maps (FCM)-based simulations.

Scenarios Input Vector Concepts Used for Simulations

Baseline C1—Climate variability and change, C2—Climatic extremes

Scenario 1 C14—Dykes and embankments

Scenario 2 C15—Water resource management

Scenario 3 C18—Sustainable agriculture and aquaculture practices

Scenario 4 C22—Strengthening local institutions

Scenario 5 C14—Dykes and embankments, C15—Water resource management, C18—Sustainable
agriculture and aquaculture practices, and C22—Strengthening local institutions

The first established approach in scenario planning is the selection of key concepts. Filtering the
key concepts helps in linking storylines to the quantitative model while focusing on significant concepts
that often have strong direct or indirect effects on the goal. It can, at the same time, significantly change
the balance of the whole system. While conducting the FCM-based scenario analysis, recognition of
crucial concepts mainly relies upon communities’ perceptions, although some characteristics were
elicited from the model facilitates the procedure. We identified four key adaptation strategies in the
study area for assessing their effectiveness (Table 1). These concepts were selected as they were among
the concepts with the highest centrality (see Table S1(a)) and could well influence the dynamics of
the system.

Scenario 1 is devoted to increasing the concept of ‘dykes and embankments’, by ‘clamping’
it to one. We adopted the same procedure for the following three key concepts: ‘water resource
management’, ‘sustainable agriculture and aquaculture practices’, and ‘strengthening local institutions’
where Scenario 2, Scenario 3, and Scenario 4 referred to the increase in the above corresponding concepts
(‘clamped’ to one). We developed the fifth scenario by combining all the four key concepts/adaptation
strategies used in the previous scenarios. We also conducted a sensitivity analysis to ascertain the
stability of the system.

3. Results

3.1. Projections of Climate Change in the Study Area

Climate vulnerability refers to a system’s susceptibility to change as a consequence of variation
in climatic parameters. We assessed climate vulnerability, with the help of climate modelling, for
key climatic parameters including temperature, precipitation, and accumulated precipitation on
consecutive rainy days in the study area (Table 2).

Table 2. Annual mean temperature and precipitation profile of the study area.

Climatic
Parameters

Reference
Climate *

(1981-2010)

** E-Mean of Projections during
2050s (2041–2070)

** E-Mean of Projections during
2080s (2071–2100)

RCP 2.6 RCP 8.5 RCP 2.6 RCP 8.5

Mean Temperature
(◦C) 26.8 27.9 29.2 27.9 30.8

Mean Precipitation
(mm) 1744 1832 1872 1912 1872

Accumulated
precipitation on

consecutive rainy
day (above 30 mm)

118 375 328 372 376

* Reference climate (CRUTS32: 1981–2010); ** E-Mean: Ensemble mean-ESM2M of all five models (CRUTS32,
HadGEM2-ES, IPSL-CM5A-LR, MIROC-ESM-CHEM, and NorESM1-M) are taken into consideration to avoid
extreme variations in the result.
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Projections for the 2050s (2041–2070) and the 2080s (2071–2100) with regard to RCPs 2.6 and 8.5
show a rise from the reference climate (1981–2010) in terms of annual mean temperature, annual mean
precipitation, and accumulated precipitation on consecutive rainy days in the region. According to the
results, there is a definite rise in temperature. The projected increase is 1.1 to 2.4 ◦C in the 2050s and 1.1
to 4.0 ◦C in the 2080s as relevant to the RCPs 2.6 and 8.5, in that order. The quantum of precipitation
evinces a rise as well. The projected increase is 88 to 128 mm in the 2050s and 128 to 168 mm in the
2080s pertinent to the RCPs 2.6 and 8.5, in that order. There is a rise in accumulated precipitation on
consecutive rainy days exceeding 30 mm. The projected increase is 210 to 257 mm in the 2050s and 254
to 258 mm in the 2080s relevant to the RCPs 2.6 and 8.5, in that order. Continuous precipitation on
consecutive rainy days exceeding 30 mm is considered a heavy precipitation incident and is likely to
cause flooding.

3.2. Climate-Related Impacts as Perceived by the Communities

Community observations relevant to climate change mirror historical trends and projections
regarding climate change in the context of climatic parameters mentioned in the previous section.
The communities perceived that manifestations of climate variability and change, along with extreme
climatic events, have impacted land and water resources, fisheries, agriculture and fodder, forests,
human health, and livestock productivity. All this has caused an inexorable decline in the livelihoods
and financial reserves of the communities. The groundwater level has plummeted in the region owing
to the increased precipitation variability. It has reduced the productivity of agriculture and horticulture
crops predominantly. The resultant seawater intrusion has degraded the quality of several freshwater
bodies adversely impacting their aquaculture. Rising sea-levels, not to mention cyclones and storm
surges, are responsible for saline water ingress causing underground freshwater aquifers and surface
water reserves to pollute. Seawater intrusion has also led to soil salinity. Seawater intrusion, coupled
with rising temperatures and consequent higher evaporation rates, causes increased salt concentration
in surface water bodies. Seawater intrusion is a prominent issue in the region as it primarily impacts
agriculture and fish production. It has forced many families to flee from places where they have been old
residents. Degrading water quality has adversely affected the productivity of aquaculture, pisciculture,
agriculture, and horticulture, all of which are critical to community livelihood. The communities affirm
a greater extent of the negative impact on fisheries and agriculture stimulated by rising temperatures,
precipitation variability, and climatic extremes. These variabilities and changes in climate have
caused pest invasion incidences to rise, leading to considerable loss of agricultural produce. Rising
temperatures have led to increasing occurrences of disease within the fish population, depressing fish
production thereby. Increasing temperatures, precipitation variability, and increasing water and soil
salinity are also responsible for lowering fodder availability, which in turn, has diminished livestock
health and productivity. The communities also perceived declining water quality as being responsible
for the diminished availability of drinking water, leading to sanitation-related problems causing the
deterioration of human health. The proliferation of mosquitoes, owing to increased temperatures,
has fomented malarial outbreak in the region. Owing to rising temperatures, rainfall variability,
and anthropogenic interference, mangrove forests have degraded, ruining the fragile ecosystem of
the Sundarbans and its unique biodiversity. This ultimately causes soil erosion, loss of infrastructure,
and overall environmental degradation. Impacts on agriculture, fishery, and livestock production act as
significant contributors to declining incomes and increasing the economic poverty of the communities.
This not only affects the quality of life of the stakeholders but also decreases opportunities for education
for their children.

3.3. Climate Change Adaptations in the Area

The community also informed about several adaptation practices implemented in the study area
in order to curtail the impacts of climate change. WWF-India implements the Climate Adaptation
Programme. The state government has facilitated the construction of earthen embankments and
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dykes along the coasts in order to check seawater intrusion. These embankments have been built to
reduce the impact of tidal surges while reducing soil erosion to some extent. Several sections along
embankments and dykes have been stabilised by mangrove plantations in order to check seawater
intrusion, soil erosion, loss of critical infrastructure, and reduce environmental degradation. The state
government has also facilitated the digging of hand pumps and tube wells to ensure freshwater
access. Furthermore, healthcare facilities are being provided and vaccination drives conducted in
order to improve human and livestock health. The Sundarbans Development Board, in partnership
with the state government, has initiated several afforestation measures in order to restore the green
cover of the region and to conserve the fragile ecosystem of the Sundarbans. The Greening India
Programme—implemented by the Tagore Society for Rural Development (TSRD)—engages local
communities for mangrove plantation drives through social forestry in a bid to protect the islands
from natural calamities. Alongside afforestation activities, TSRD has also implemented a Disaster
Management Programme. TSRD has taken the initiative to spread awareness about the importance of
maintaining the soil’s natural fertility by promoting organic fertilisers and vermicompost. TSRD has
been imparting training to communities regarding alternative livelihood options including handicrafts,
poultry, duckery, and goatery.

Adaptation measures involving intensifying sustainable agriculture and aquaculture practices
such as crop diversification, the introduction of salt-tolerant crops, and traditional techniques of
agriculture and fishery are meant to improve soil fertility and production from agriculture and fisheries.
Pest control measures have been undertaken to combat pest invasion while increasing agricultural
production in the long term. Diversification of livelihoods is another coping strategy adopted by
communities. Since traditional natural resource-based livelihoods are unable to sustain the existing
population in the Sundarbans of late, many community members are engaged with the tourism sector
providing various services to tourists.

The communities acknowledged that earthen embankments and dykes along with mangrove
plantations had reduced seawater intrusion, soil erosion, loss of critical infrastructure,
and environmental degradation to a certain extent. Planting fruit-bearing and medicinal trees
along the coastline have also helped increase the incomes of some households. Such measures have
reduced soil erosion and helped improve water and land resources; it has also increased agriculture
and fish production and, consequently, fodder availability. Better management of water resources in
the form of rainwater harvesting, pond construction, and farm bunding has also helped to increase the
availability of freshwater and productivity of agriculture and fisheries while hand pumps and tube wells
have helped to reduce the drudgery of women. A combination of improved agricultural inputs with the
introduction of climate-resilient agricultural and piscicultural practices coupled with the re-introduction
of indigenous salt-tolerant rice varieties and fish species have helped communities diversify their
livelihoods while coping with increased water and soil salinity. However, the communities perceived
that these adaptation practices were relatively meagre in relation to curbing the current risks involved
in climate change. They also believed, notwithstanding the current adaptation practices, the risk from
future impacts of climate change cannot be denied. They expressed a requirement for more concerted
efforts towards developing climate resilience.

Figure 1 illustrates the condensed social cognitive map showing the perception of communities
regarding climate-related impacts and adaptations.
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3.4. FCM-Based Simulations

The baseline simulates a situation through the existing FCM model in which both ‘climate
variability and change’ and ‘climatic extremes’ are activated. It illustrates an increase in sea-level rise,
seawater intrusion, pest invasion, environmental degradation, loss of infrastructure, and economic
poverty. It also suggests a reduction in soil fertility, water resources, agriculture, livestock productivity,
and the health and quality of life (Table 3).

After having conducted simulations of all the different scenarios (scenarios 1 to 5, as discussed
in Section 2.3), we tabulated the outcome and compared the deviation of each concept against the
steady-state of the baseline, as shown in Table 3. Exploring the dynamic change of concepts’ values
between the baseline steady-state and scenario outcomes enabled a quantitative interpretation of the
impact of the key concepts on the system.

The first scenario highlights the effects of ‘dykes and embankments’. This scenario does not
give relief from sea-level rise while the loss of infrastructure, seawater intrusion, pest invasion,
environmental degradation, and economic poverty continue to increase. The second scenario highlights
the effects of ‘water resource management’. This scenario does not show much deviation from the
baseline; it illustrates a substantial increase in sea-level rise, seawater intrusion, pest invasion,
environmental degradation, loss of infrastructure, and economic poverty. It also shows a considerable
decrease in soil fertility, water resources, agriculture productivity, livestock productivity, and the
health and quality of life. The third scenario highlights the effects of ‘sustainable agriculture and
aquaculture practices’. This scenario also does not show much deviation from the baseline. What it
indicates is an increase in sea-level rise, seawater intrusion, pest invasion, environmental degradation,
and loss of infrastructure. It also displays a decrease in water resources, health, and quality of life
and, consequently, an increase in economic poverty. The fourth scenario highlights the effects of
‘strengthening local institutions’. This scenario is unlikely to decrease sea-level rise, seawater intrusion,
pest invasion, environmental degradation, and loss of infrastructure. However, water resources,
agriculture productivity, and livestock productivity are likely to increase, leading to reduced economic
poverty. This scenario also shows an increase in water resource management, sustainable agriculture
and aquaculture practices, healthcare facilities, and credits and subsidies because a vibrant local
institution is likely to implement interventions in all these areas.

All the concepts deployed for the previous scenarios have been clamped together in the fifth
scenario. This integrative scenario displays a marginal reduction in climate change impacts compared
to the baseline. However, seawater intrusion, pest invasion, environmental degradation, and economic
poverty show a continuous rise. On the other hand, water resources, agriculture production,
and livestock productivity show an increase leading to a decrease in the economic poverty. This scenario
also indicates an increase in water resource management, sustainable agriculture and aquaculture
practices, healthcare facilities, and credits and subsidies (see Table 3 and Figure S1).

Overall, the results of the FCM-based scenario analysis illustrate that the possibilities of climate
risk in the region cannot be ruled out in the future even after having implemented all the adaptations.
This signifies limits to the ongoing adaptations, meaning the existing adaptations in the area are
inadequate in the context of providing resilience to the community against climate stressors.
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4. Discussions

Communities, especially those living in climatically vulnerable regions (such as the Sundarbans)
and dependent on climate-sensitive livelihoods, are not only more vulnerable to climate change
impacts but also less able to pursue adaptation measures [39]. Adaptation to climate change is
often described as a local issue, with specific attention given to context-specific features and factors
enabling or constraining adaptations. [40]. Increased climate variability, climatic extremes, rising
sea-levels, and coastal flooding can impact natural, human, and financial assets in a coastal river
delta like Sundarbans owing to deteriorating water and soil quality attributable to increased seawater
intrusion. All of this depresses production pertinent to agriculture, fishery, and livestock while
augmenting environmental degradation, worsening human health, and economic poverty in the
area. According to the study, the chief climate change adaptation measures in the region are climate
change adaptation programme, greening India programme, building dykes and embankments, and the
introduction of climate-resilient agriculture and pisciculture. These adaptation measures, to some
extent, help reduce seawater intrusion and soil erosion, improve water quality and soil fertility, prevent
environmental degradation while increasing the productivity of agriculture, fishery, and livestock in
the current climatic conditions. However, the FCM-based scenarios show adverse impacts of climate
change in the future in the context of several parameters, including sea-level rise, seawater intrusion,
soil fertility, environmental degradation, pest invasion, and loss of infrastructure. The current
adaptation interventions in the region are inadequate in terms of reducing ecological and social
vulnerabilities and enhancing resilience.

Adaptation interventions, whether planned or autonomous, are not isolated responses and
actions. Instead, they are contextual and are known to be influenced by the rate of climate change
along with economic, demographic, environmental, social, and technological factors. The lack of
knowledge, and level of financial, human, and social capital also limit capabilities of communities for
adaptation. The opportunities and constraints regarding adaptations are determined in the contexts
of the region, community, or household; which means that they vary across geographies, sectors,
communities, and species [41]. Our simulation results reveal the likelihood of limits to adaptations
in the region. The adaptation limits are classified as: (a) Hard limits where no adaptation is possible
and (b) soft limits where adaption options are currently unavailable [41]. The Intergovernmental
Panel on Climate Change [8] refers to adaptation limits as obstacles that tend to be absolute in the
real sense while setting up thresholds beyond which adaptation activities cannot be maintained
or modified. In some studies [42,43], the hard limits have been referred to as limits to adaptation.
Soft adaptation limits, on the other hand, are referred to as adaptation barriers—obstacles that may be
overcome through concerted efforts, creative management, prioritisation, and related shifts in resources,
institutions, and so on. [43]. Significant barriers to adaptations could include: bio-physical—climate
variability and change; socio-economic—lack of climate change awareness among decision-makers;
political—asymmetrical governance structures; and other cross-cutting barriers, which carry the
potential of evolving into hard limits to adaptations [44–47].

The act of implementing adaptations is riddled with barriers including dated and locally
extraneous information along with the paucity of financial resources, appropriate technology,
and traditional knowledge pertinent to adaptation strategies, not to mention institutional constraints.
Major bio-physical obstacles in the Sundarbans include climate variability and change, leading to
rising sea-levels, coastal flooding, and depleting water quality and quantity. The socio-economic
barriers in the region include several social, cultural, cognitive, behavioural, economic, and political
impediments that influence actions and choices related to adaptations. These include: (a) Inadequate
community awareness regarding manifestations of climate change; (b) lack of information, knowledge,
infrastructure, and technology to battle with the impacts of climate variability and change; (c) lack of
sufficient financial capital; and (d) other hidden social, economic, and political norms that indirectly
control adoption and non-adoption of climate change adaptations and translate into the marginalisation
of communities. These barriers to climate change adaptations not only shape the current and future
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climatic vulnerability in the region, but also the implementation and effectiveness of adaptations.
Therefore, it is important to overcome these barriers in order to ensure the successful and effective
implementation of adaptations. Researchers argue that many limits and barriers, especially social
ones, can be overcome with sufficient financial resources, social efforts and support, and political
will [48]. Gender-responsive and inclusive leadership, strategic and creative thinking, handholding
support, resourcefulness, a collaboration between various players, and effective communication
will be required for overcoming these barriers. However, merely overcoming barriers is not as
straightforward as building adaptive capacity and does not necessarily ensure a successful adaptation
intervention [43]. The need of the hour, hence, is the adoption of community-based adaptation (CBA)
and ecosystem-based adaptation (EbA) supporting greater prioritisation of adaptation requirements at
the local level while bringing co-benefits to the ecosystems and communities [40,49].

5. Conclusions and Research Directions

This paper sheds light on the diverse impacts of climate variability and change with regard to
the Sundarbans ecosystem besides the lives and livelihoods of resident communities. Increased risks
attributable to climatic variability and change, in addition to a rapidly growing population in the
region, exert pressure on the Sundarbans ecosystem, making it extremely vulnerable to climate-related
impacts. According to our findings, the current adaptations in the study area do not emerge as effective
strategies against climate change. This calls for immediate action regarding implementing area-specific
robust adaptation interventions. After all, adaptation is not just about choosing between technical
options; it is also about ‘social and political change’ [50]. Some of the relatively effective adaptations in
the context of river deltas are: Climate-resilient lifestyle and employment, climate-resilient farming
systems, and better planning of housing and other infrastructure. Mainstreaming climate change
adaptation requires targeted strategies and actions that are beyond mere aspirations in order to be
effective while overcoming current and potential adaptation barriers [51].

Innumerable scholars have grappled with the concept of maladaptation [52–55], yet no clear
metric has emerged that can identify the threshold between potentially successful adaptation and
maladaptation. A holistic approach with a full range of CBA and EbA interventions is likely to
enhance resilience against climate variability and change in order to protect the fragile Sundarbans
ecosystem. These include profound systemic change requiring the reconfiguration of social and
ecological systems [56]. While designing and implementing the CBA and EbA interventions, the role
of indigenous and local knowledge cannot be overlooked. Therefore, the success of CBA and EbA
relies on gaining a good understanding of the socio-cultural and socio-political context within which
the communities operate on the ground. This includes gender, caste, land ownerships and tenure
arrangements, local governance, decision-making processes, etc. [47,49,57,58]. Such adaptations
are likely to support needs at the local level while bringing co-benefits to the ecosystems and
communities [40,49]. Globally, small islands have been focusing increasingly on CBA that seeks to
enable community-level ownership of adaptations. They are also looking to EbA approaches that
benefit the ecosystems as well as communities [49,59]. Ample evidence is available with regard to the
implementation of both CBA and EbA approaches across the small islands. However, one must still
work to find robust ways of quantifying their benefits [60].

Transformative adaptation, which describes the need for changes in major systems in order
to deal with impacts related to climate change, is usually contrasted with incremental adaptation.
This refers to small adjustments made for climate-proofing. However, there is no clear metric available
for planning a transformative adaptation. Climate-resilient lifestyle and employment, climate-resilient
farming systems, and superior planning of housing and other infrastructure are likely to overcome
several barriers while being transformative. However, some of these transformative adaptations
may necessitate behavioural change on the part of communities. The Sundarbans needs more than
just physical infrastructure for long-term sustainability. It requires a holistic development plan that
includes ecosystem management in terms of land management and sustainability of the natural
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resource base along with community development in terms of creating awareness, capacity building,
livelihood enhancement, adaptive governance, and disaster preparedness and management in order to
mainstream climate change adaptations.

While CBA and EbA have gained significant traction lately, they too require more in-depth
research in the context of coastal river deltas. The importance of locating local and timely adaptation
strategies and development goals independently or through mutual co-benefits cannot be undermined.
The situation merits an urgency regarding introducing synergy between the natural and social sciences
while involving the latter more intensively in climate change adaptation research and application
while mainstreaming adaptation interventions into development policies. It is vital to keep innovating
and refining climate-related economic studies in order to support areas such as loss and damage along
with adaptation costs.

Of late, international research and implementation policies have been focusing on climate change
mitigation, adaptations, and development on a global basis to a greater extent. Attention to local
problems and development potential have been somewhat overshadowed. Further research is needed
to assess the restorative and productive abilities of the fragile ecosystems under changing climatic
conditions. Scholars also need to conduct new scientific research with regard to both the effectiveness
of adaptations, transformative adaptation, adaptation deficit, and limit to adaptation. This necessitates
immediate and adequate financial commitment from global communities in the context of climate
change adaptation research and implementation. Such efforts could help maintain climate change
adaptations pertinent to the policy agenda while increasing political stakes [51]. Research also needs
to be more thorough in terms of identifying the amount of funding required to implement an effective
adaptation activity.
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Abstract: Attention to food waste is an increasingly growing phenomenon today, especially in the
context of a circular economy. The InnovaEcoFood project investigates the use of by-products of the
Piedmontese rice and wine production chains to valorize their untapped potential in the food sector
by applying the Systemic Design approach. We collected, systematized, and visualized a range of
solutions for exploiting these by-products, starting from an in-depth literature review on the two
value chains. With the support of a consortium of partners from both multidisciplinary industrial
and academic sectors, it was possible to validate the links that have been generated. Eventually,
the project created food products that integrated these outputs as ingredients (like flour and butter)
because they have antioxidant properties and are rich in proteins. InnovaEcoFood has successfully
tested how value could be created from waste. Moreover, using rice hull, marc flour, and bran lipid
(butter) is of immediate technical and economic feasibility. It could be considered a viable way that
deserves further experimentation.

Keywords: systemic design; rice; wine; value chains; by-products; circular economy

1. Introduction

Attention to food waste is an increasingly growing phenomenon today, especially in the context
of a circular economy. Considering the entire supply chain, food waste can occur at every stage
of the process: during production and processing, distribution and storage, and eventually during
preparation and final consumption [1,2]. Europe’s agro-food industry has an important share in the
economy [3]. However, around 88 million tons of food waste is generated yearly [4].

On this premise, the InnovaEcoFood project explores the use of the outputs of the Piedmontese
rice and wine production chains, which are two centuries-old production activities with a cultural
and gastronomic tradition recognized and appreciated at an international level. The project aims
to demonstrate that the competitiveness of companies can be improved using Systemic Design (SD)
as an approach, going beyond the concept of recycling waste, by promoting the creation of value
from by-products considering them as value-added raw materials. This project also applies the
latest technologies to enhance the unexploited qualities of agricultural waste, production processes
and transformation by-products of the two supply chains to obtain environmental, economic and
social benefits.

Technological integration applied to an important sector such as grape growing and rice cultivation
is an objective to pursue to increase regional and national economic resilience. InnovaEcoFood promotes
industrial development and aims to create zero waste supply chains according to the principles of the
circular economy, with the design purpose of aligning with EU policy, following Global Goal 12 of
Agenda 2030 (responsible consumption and production), including the creation of value from waste
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deriving from the production processes. The project brings together multidisciplinary skills ranging
from SD to chemical engineering, from food science and technology to communication, intending
to develop guidelines that can become the basis for sustainable and efficient production. Making a
production chain that is historically and culturally recognized, as part of a system is essential. On the
one hand, it aims to minimize the impact due to the disposal of outputs, on the other hand, it develops
resilient, sustainable and competitive innovations with strong implications on the economy, society
and culture by activating relationships with the territory itself.

The development of new activities and products in the food (additives and functional foods) and
pharmaceutical (formulation of supplements or natural products with antioxidant activity) sectors,
increase regional competitiveness, generating new revenues from waste products and the exploitation
of local know-how.

Section 2 includes a literature review related to the circular economy (CE) and its connection with
the SD approach to establish similarities and differences between the two approaches. The importance
of using SD as an approach to address the two value chains is defined at the end of that section. In this
research, SD approach is used to investigate the two traditional Piedmontese supply chains, comparing
the current state of exploitation of the outputs or by-products of the production processes with the
value creation obtained with the systemic approach. For this reason, Sections 3 and 4 provide an
in-depth analysis of the two value chains, explaining their importance at the regional level, describing
their by-products and the potential arising from their use in an SD perspective. Section 5 includes the
results of the InnovaEcoFood project, which experiments the production of flours for human nutrition
and the extraction of high value-added oils and molecules from the vegetable matrices of the two
agricultural activities. It uses both mechanical and chemical processes, involving the fractionation and
micronzation of by-products and the extraction of the active substances contained in them. Section 6
is dedicated to discussing the results, the impact at the European level, limits, and further research.
In Section 7, we draw conclusions.

2. Circular Economy Strategies and Systemic Design Approach

2.1. Circular Economy

In the last few years, CE is receiving increasing attention worldwide as a way to overcome the
current production and consumption model, the so-called ‘take, make and dispose’ [5] or linear model,
based on continuous growth and increasing resource throughput. By promoting the adoption of
closing-the-loop production patterns within an economic system, CE aims to increase the efficiency of
resource use, to achieve a better balance and harmony between economy, environment and society [6].
Many studies have been conducted on this topic [7–9] mainly rooted in environmental and political
aspects [10] as well as economic and business ones [6,9].

Generally known as the ‘Reduce, Reuse, Recycle’ (3R) strategy, now these strategies have extended
to nine, from refuse to recover [11]: the so-called R-strategies or R-list (Figure 1).

Results evidence that CE origins are mainly rooted in ecological and environmental economics
and industrial ecology (IE) [6,12–18]. Some authors attribute the origins of the CE in General System
theory [19,20]. Nevertheless, more often the origins of the CE are attributed to more recent theories
such as regenerative design, performance economy, cradle to cradle, biomimicry and blue economy,
that contribute to the further refinement and development of the concept of CE [6,21]. In Europe,
CE primarily emerged in Germany in 1976 with the Waste Disposal Act, while at European Community
level CE was promoted much later, through the Waste Directive 2008/98/EC [22] and more specifically
with the Circular Economy Package [6,23,24].
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Figure 1. Circularity strategies within the production chain in order of priority (credit).

‘Reduce, Reuse and Recycle’ are three principles that, with some modifications, are also included
in the waste hierarchy of European Waste Directive 2008/98/EC [25] since 1989 as well as in United
States solid waste Agenda [6,26–28]. It must be pointed out that the CE in the European Union is a tool
to design bottom-up environmental and waste management policies [6]. According to Ghisellini and
colleagues [6] “CE implies the adoption of cleaner production patterns at company level, an increase
of producers’ and consumers’ responsibility and awareness, the use of renewable technologies and
materials (wherever possible) as well as the adoption of suitable, clear and stable policies and tools”.

CE principles and limits have been widely discussed [5–8,10,22,26–49], and this is not the space to
give further evidence. This short preamble is, instead, instrumental in pointing out similarities and
differences between the principles and aims of the CE and the SD.

2.2. Systemic Design: Similarity and Differences with CE

The growing interest of the EU in CE has renewed interest in the SD as an approach that can
lead to new business models. SD approach applies mainly to the industrial sector and is particularly
suitable and declinable on value chains in the agri-food field. A systemic vision requires designing
radically alternative solutions, as well as growing attention towards the interaction between the
processes involved and the environment and the actor of a specific area. This way, the regeneration
does not consist solely to material or energy recovery but, instead, it becomes an improvement of the
entire living and economic model compared to previous business-as-usual economy and resource
management [6]. Moreover, treating the productive systems as complex systems of complementary and
symbiotic activities rather than disconnected entities is fundamental to share resources, know-how and
technologies. It means there is no longer any reason for the growth of the single reality to the detriment
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of another. The relationships generated within the system make it becomes autopoietic [50–52],
i.e., a system that produces itself and tends to evolve autonomously on the onset of change.

Regarding productive organizations as complex adaptive systems allows a new management
model to generate economic, social and environmental benefits [53]. It is interesting to notice
how complex entities interact openly with their environments and evolve continually by acquiring
new, ‘emergent’ properties [54]. Complex systems are generally dynamic, nonlinear and capable of
self-organization to sustain their existence. This approach is patterned after the self-organizing behavior
of living systems. These systems show inherent ‘resilience’ by taking advantage of fundamental
properties such diversity (existence of multiple forms and behaviors), efficiency (performance with
modest resources consumption), adaptability (flexibility to change in response to new pressures) and
cohesion (existence of unifying forces or linkages) [55,56].

While CE proved to be rather rigidly linked to product manufacturing and the concept of
the life cycle of industrial processes, SD seems to accommodate the concept of value chains better,
also introducing the idea of material and energy flows.

Therefore, the five principles for the application of SD are the following [57]:

(1) The output (waste) of one system becomes the input (resource) for another, which creates an
increase in cash flow and new job opportunities;

(2) relationships generate the system itself: each relationship contributes to the system, and it can be
within or outside of the system;

(3) self-producing systems support and reproduce themselves, thus allowing them to define their
own paths of action and jointly co-evolve; it means that industries connected each other in a
systemic approach are in dynamic balance and will change their sets easily to adapt themselves
to the continuous changes of the environmental conditions (market, supply chains, . . . );

(4) act locally: acting locally values local resources (human, culture and material) and helps to solve
local problems by creating new opportunities. The innovative solutions can come from all over
the world, but they should be appropriate for the local context, and the real values should come
from the expertise, resources, knowledge of a specific area;

(5) people at the center of the project to be connected to their own environmental, social and cultural
context. The real needs of people are the focus of the design process and not generate false
longing to satisfy the companies’ wishes.

Rather than focusing on waste, the SD treats by-products as outputs that become input for other
processes, mainly new processes, so rather than closing the loop like the CE, the SD connects different
loops and creates open systems made of relationships and connections between local realities.

Although biological nutrients, that in general are nontoxic, “can return safely to the biosphere
or in a cascade of consecutive uses” [6] SD intends to generate as much value as possible from these
by-products, before returning them to the ground and closing the loop. InnovaEcoFood project, indeed,
will go further from the current CE methodology as it opens a collaboration between knowledge from
diverse sources. Moreover, different flows will be considered in a proximity environment, making a
profit from local partners and easing materials and information exchange. The SD is also responsible for
granting the sustainability of the circular value chain model around Piedmont. Furthermore, this will
boost bio-economy in the Piedmontese territory.

SD theory is rooted in the General System Theory, the generative science [56] and cybernetics [56,58],
sharing a similar multidisciplinary approach. SD also derives from other eco-management theories,
such as the open living systems [56], Cluster Theory [14,59], IE [60] and Industrial Symbiosis [14,61–63].
Among the pioneers of this approach, we counted the Austrian biologist Karl Ludwig von Bertalanffy
and the physicist Fritjof Capra. The theories about complexity help the management of the entire food
systems and the design approaches help the planning of different divergent elements. Those theories
are the lens that SD research team at Politecnico di Torino applies to value chains’ analysis, including
them in complex systems made of people, resources and relationship among the activities. It is
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interesting to note that the CE and SD have common roots [21,33,39,64–70] like IE and according to
some authors [6] also the General Systems Theory [19,20].

To summarize, CE and SD share several principles and goals, despite the existence of
some differences:

• SD opens the use of output in different sectors, not only the one from which it comes;
• SD aims territorial valorization and not just a geographical concentration of industries;
• SD goes over the competition among enterprises, in favor of real collaboration.

Furthermore, SD is very close to the IE [60] and industrial symbiosis [61], even if SD considers
some more flows (like information) and acts in open systems instead of just in a closed loop. SD aims to
redesign human production systems to imitate natural ones, efficient par excellence [57]. The geographic
proximity is neither necessary nor sufficient; turn waste in business opportunities reduces demands on
the earth’s resources and provides a stepping-stone towards creating a CE [64].

Preferable CE strategies such as reuse, repair, refurbish, remanufacturing, repurpose, find no
agri-food application. In the project, we will detail later on, by-product valorization seems to fall along
with the guideline ‘recycle’ rather than ‘reuse’, which is considered one of the less preferable strategies
for products [11,71] according to the R-list (Figure 1), in which it is the penultimate strategy listed.

Unlike other sectors, in agri-food, recycling is not meant to be a downcycling, as waste generates
economic value. In the systemic processes implemented, recycling is not comparable to recycling
materials that either remain unchanged or lose performance. Indeed, it implies the creation of value
from agricultural or process waste that cannot be framed within the rigid CE grid. It is a matter of
transforming value chains and building systems able to consolidate relationships between companies
in the reuse of outputs. Therefore, it is not correct to consider this kind of strategy as mere recycling.
For this reason, for the InnovaEcoFood project, we proposed the SD theoretical framework, which is
more complex because it follows the logic of complex systems, deals with open loop, and leaves room
for creating relationships between companies and the dynamics managed at a local level.

3. Case Study: The Rice Supply Chain

Italy, with an annual rice consumption per capita of about 5.5 kg, is the largest rice producer in
Europe. In Italy, rice cultivation covers about 220,000 hectares. It is mainly located in the lower Po
Valley and the narrow strip reaching as far as the Pre-Alps between Lombardy and Piedmont. It that
areas, large quantities of water are available for irrigation. The provinces of Vercelli, Pavia, Novara,
Milano, which alone account for 90% of the total Italian area invested in rice, are the most rice-growing
provinces. Sporadic traces of rice cultivation are also present in central Italy (Siena, Grosseto) and
on the islands (mainly Sardinia), which means that rice can be grown anywhere, provided there is
plenty of water. However, Piedmont is the first rice-producer in Italy with a wide selection of rice
varieties due to its wide range of paddy fields covering about 217,195 hectares in the territory (all data
on production and cultivation of rice, grapes and wine come from the Istat database (http://dati.istat.it),
regarding the year 2018) and with nearly 2,000 companies involved in its production, which amounts
to several million quintals (1 quintal = 100 kilos) per year. The Piedmontese province of Novara and
Vercelli alone cover 52.7% of Italian production. Vercelli is the capital of rice production and alone
produces more than a third of the national total and the entire province accounts for three million
quintals of cultivated, produced and processed rice. The history of rice in Piedmont is linked to two
main factors. One is the need to exploit clayey soils, which are sterile. The other is the possibility
of using the water resources of the large glacial snowy rivers that flow down from the Aosta Valley,
Monte Rosa and several smaller rivers of resurgent or mountain origin.

3.1. Analysis of Rice Supply Chain Waste

Rice production generates large quantities of waste, co-products and by-products (about 40%)
compared to the total raw material entering the supply chain, which are not currently valorized.
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The cultivation of rice and its processing thus results in a series of by-products that are considered
waste for the food industry.

This analysis, performed in the Piedmont region (Italy), shows in detail the process of rice
transformation and the characteristics of every output. In detail:

• Straw: it is obtained even before harvesting, during threshing in the field; it is composed of
cellulose, lignin, waxes, minerals and silicates, and is used as compost, fertilizer [72], feed, fuel [73]
or is used in the construction sector, or for the creation of new packaging material or cloths [74–76].

• Husk: the woody part of the seed is almost totally used in combustion plants to produce electricity,
thanks to its adequate calorific power [77]. From combustion, 16% ash residue, rich in carbon and
silica, is obtained and used in the production of refractory bricks, tyres and steelworks as thermal
insulation and antioxidant in castings [78–80]. The adsorption potential of rice husk allows its use
for the treatment and purification of drinking water [81–83].

• Broken rice: the size of the broken rice varies depending on the variety of rice from which it
comes: relatively small breaks are obtained from round rice, much larger from long rice, but in
any case, the size of the piece is variable because the grains of rice can break at any point or even
in multiple parts. Broken rice is largely used to obtain rice flour [84], but it is also used as it is for
example in the production of beer, puffed products and animal feed, and a large part is added to
rice destined for the poorest countries, where it reaches even 50% of the product.

• Green grain and stained grains: they are used exclusively in animal feed.
• Gem: it has a low ash content and a high content of proteins, vitamins and fats, and it is possible

to obtain an oil that is used in niche foods; its primary use remains, however, animal feed.
• Hull or bran: it is an abundant and underutilized by-product of rice milling and polishing

(Figure 2a). It is rich of bioactive components and emerging evidence reveals rice bran (and its
extraction products) as a functional food supplement with broad health benefits. Bran is used
primarily for animal feed and in the pharmaceutical industry, by extracting calcium, magnesium
oesophosphates, gamma-oryzanols, phenolics, flavonoids, tocopherols and inositols [85].

• Flour (rice middlings): a by-product of the first polishing of de-husked rice (Figure 2b). It mainly
consists of particles of the aleuron layer, endosperm and germ. It is obtained after hulling, and it
is rich in protein, potassium, iron and zinc. It is intended for animal feed.

  

(a) (b) 

Figure 2. (a) Hull (right) (b) Rice middlings. Source: Agrindustria.

It should be noted that, in the literature, the terms hull and husk are often confused and used one
in place of the other.
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Applications and Critical Issues

In this contribution, we will focus on post-threshing by-products from what is called paddy rice
(or rice in the husk). Therefore, from the data obtained during the field visit to the Vercelli farm
‘Gli Aironi’ (http://www.gliaironi.it/) and supported by literature evidence [86–88], we derive that the
production of 1 kg of rice generates 200 g of husk, 50–70 g of hulls, and up to 60 g of broken rice that
can be valorized. The inadequate disposal of these by-products generates negative environmental
impacts, as well as an important cost for the companies, even though some of these by-products have a
minimum economic recognition when used as feed.

If we consider 100% of paddy rice, the percentages of products and by-products are detailed
as follows:

• rice 62%;
• husk 20%;
• broken rice 6%;
• green grain 4%;
• gem, hulls and flour 7%;
• stained grains 1%.

The main critical points of the process can be summarized as follows:

• the wastewater generated by the food processing of rice and the cleaning of machinery is rich in
organic compounds characterized by high BOD levels as a pollutant load.

• the husk produced is thrown into a landfill or waste-to-energy plant to produce silica, with high
air emissions that are filtered but produce particles and ashes that are pressed and delivered to
the landfill.

• hulls and flour are used only as animal feed while they have characteristics suitable for
human consumption.

In this paper, we will deal with the last point in detail.

3.2. Potential and Scalability

Currently, the outputs deriving from the rice transformation are resold and reused, but not fully
exploited. Indeed, they are very rich in nutrients and chemical-physical characteristics that could be
valorized for other uses in sectors where they would acquire greater value (food, bioplastics, building
materials, . . . ). Considering that Italian rice production is about 14.7 million quintals, the total amount
of residues can be estimated at 0.7 million quintals of hulls and 2.94 million quintals of husks. Hull is a
seasonal by-product obtained in the post-harvest period of rice, which goes from October to June of the
following year, through various processes that divide the rice into various parts (husks, hull and rice).
Hull is listed on the feed market with a price of 170.00 €/ton (2018). This residue, however, represents a
significant source of organic matter, gamma-oryzanol and lipid substances.

4. Case Study: Wine Supply Chain

In Italy, the cultivation of wine grapes is widespread in almost all regions of the country, but is
mainly concentrated in the following regions: Puglia, Tuscany, Piedmont. With about 44 thousand
hectares of vineyards, Piedmont is the sixth largest region by extension, and annually about 2.6 million
hectoliters of wine are produced from the roughly 20,000 wineries in the area. It has a wide selection
of varieties (more than 60) and it produces 17 DOCG and 42 types of DOC wines recognized as
Piedmontese products [89]. As regards the value of wine production, Piedmont is the fourth region
with almost 460 million euros in 2018, after Veneto (900 million euros), Puglia (600 million) and Tuscany
(500 million) [90].

The geography of the Piedmontese territory, e.g., orography and morphological feautures,
are fundamental factors for the identity of the wine and the production of numerous types of wine,
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thanks in particular to the creation of microclimates in the different production areas (hills, Alpine
and pre-alpine regions). Piedmontese wines, with few exceptions, are monovarietal, i.e., produced
with a single grape. In Piedmont, the first examples of zoning of wine-growing areas began, defining
concepts such as terroir and cru: a specific wine is produced exclusively with grapes from a single
vineyard or parcel whose name appears on the label.

It is convenient to state a difference between the process of making red wine and the process of
white and rosé wines. There are little differences among these processes, which generate different
by-products in the process. In white and rosé winemaking process, the pressing operation is taken
before the alcoholic fermentation. However, in red winemaking process the pressing is taken after
alcoholic fermentation, thus the marc is fermented and alcoholic, while for white and rosè processes,
marcs are non-alcoholic and sugar-rich. Through this process, wineries generate a large amount of
solid waste, estimated around 30% of the material used. Wine production entails the generation of
large amounts of by-products mainly consisting of organic matter (grape pomace containing seeds,
pulp and skins, stalks, vine pruning and grape leaves) and wastewater.

The implementation of waste management and its subsequent by-products valorization is a
pending task in the Wine Industry. Disposal of such amount of waste induces significant environmental
effects similar to all food-processing waste.

4.1. Analysis of the Wine Supply Chain Waste

Composition of grapes is variable depending on its variety and climatic or vinicultural factors. Still,
it is important to consider in nature and composition on the organic by-products and waste generated
during the winery process, to understand the potential added value of innovative technologies in the
process. The outputs of the wine production chain can be divided into:

• crop residues (vine shoots, pruning and stalks);
• organic residues from the winery (grape seeds, grapes skins, pomaces, lees and distillation

residues);
• wastewater that contains solid processing residues (seeds, skins etc.), traces of products used in

wine treatment (fining agents) and residues of cleaning and disinfection products.

Wooden residues from vineyards are often burnt to avoid the transmission of diseases from year to
year. Waste from the winery is usually destined for distillation or pressed and disposed of in landfills.
The components of wastewater are easily biodegradable elements, except for polyphenols [91].

Applications and Critical Issues

Organic matter is generated from the vineyard until the end of the process when the wine is
bottled. First, when grapes are collected, approximately 2–3% of the total weight is lost in branches,
stems and stalks. In detail:

• Vine shoots and pruning: branches and stems (i.e., woody parts) are usually disposed of generating
environmental problems because they are burned in the field. This operation is nowadays more
and more sporadic because it is considered ecologically incorrect. Indeed, it causes the emission
of fumes and the mineralization of the organic substance, precluding the formation of humus.
As a replacement for this practice, the vine shoots are chopped and buried, thus constituting a
source of organic matter in the soil (with an annual replenishment equal to about a quarter of
the required quota) and of natural nutrients coming from slow mineralization. An alternative is
their use for energy production as biomass. Vineyard pruning residues can amount to a few tons
per hectare, with production varying according to the vigor of the vine and the form of training
adopted; the energy yield also varies according to numerous factors. The annual biomass per
hectare is between 1.5 and 3 tons and provides energy equivalent to 0.5–0.9 tons of diesel.

• Stalks: the stems of the white and rosé grapes come from the destemming phase. They have
high fiber content, mainly lignin and cellulose, as well as a high percentage of nutritive mineral
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elements such as nitrogen and potassium. They are primarily used for composting [92–94] and
are subsequently spread in the soil. The resulting compost can also be used as a substrate for
the cultivation of Agaricus Bisporus, the most widely used species of mushroom in traditional
cooking [95]. Another similar waste is obtained through thinning, i.e., the pruning of some ripe
bunches that are abandoned in the field to reduce fruit production in favor of a higher quality
finished product, wine.

• Marcs: After pressing, in the white and rosé wines, the remaining solid parts are not fermented
marc (grapes skins, pomaces). This marc (Figure 3a) is a high moisture content mixture, which
is also rich in sugar (around 14%). In red wine processing, indeed, are produced fermented
marc, reverting sugars into alcohol This output has a variable chemical composition depending
on various factors, such as the seasonal trend, the place of origin, the variety of grape, the time
of harvest and the different techniques used in winemaking. Among the main uses are: direct
spreading on the land for agronomic use; composting and subsequent agronomic use [96]; energy
use as biomass through biogas or combustion plant, pharmaceutical and/or cosmetic use [97,98],
food use, enocyanin extraction, zootechnical use, in the preparation of animal diets, animal
feed [99], production of tannin-based materials and textile dye [100–105].

• The marc also contains the seeds (grape pips or ‘vinaccioli’ in Italian) which may be separated
later by drying and centrifuging. By cold pressing grape seeds, an oil can be obtained without the
use of chemical solvents, used both in food and cosmetics [106]. Grape seeds are rich in calcium,
phosphorus and flavonoids and organic acids with high lightening properties. More precisely,
they contain a good quantity of linoleic acid, an essential fatty acid, rich in omega 6, a well-known
antioxidant and anti-cholesterol. Rich in polyphenols, it is modest in vitamin E content, especially
when compared to other vegetable oils, such as corn, soybean, wheat germ or sunflower oil.

• The lees are the solid waste that remains after the fermentation. They are a mixture of dead
yeasts and other solid wastes like tartaric acid and pigments (Figure 3b). Lees are traditionally
an essential raw material to produce ethanol and tartaric acid [107,108]. The latter has many
applications in the food industry, as it is an excellent stabilizer, replacing citric acid [109]. Lees can
be used for the recovery of high value-added products [110], among which phenolic compounds
stand out. It consists of yeasts, potassium salts, calcium and tartaric acid.

  
(a) (b) 

Figure 3. (a) Grape marc from crushing (right) (b) Solid by-products. Source: Deta webpage [111].

The composition of organic waste from wine is shown in Table 1.
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Table 1. Composition of organic waste from wine.

Marcs Skins and Seeds Lees

Sugar (14%) Lipids (15%) Tartaric acid (12%)
High moisture (65%) Proteins (10%) Proteins (20%)

Fiber, as cellulose, pectin, hemicellulose,
lignin, polyphenols (65%)

Fiber, as cellulose, pectin, hemicellulose,
lignin, polyphenols (25%)
Sugar and pigments (10%)

Lipids (4%)

Moreover, as mentioned before, water is used in several steps of the winery process: in cleaning
operations (of harvesting tools, trucks, hoppers, boxes and destemmers, presses, deposits, boots and
barrels), but also in the clarification process. Wastewater in winery processes is also rich in organic
and inorganic matter. This is a problem when organic matter’s natural decomposition process takes
place, as it consumes the dissolved oxygen in water affecting the aquatic biota. The large volume of
wastewater generated, and its seasonality is also a problem for its management.

Sewage sludge from wastewater can contain many nutrients, including nitrogen and phosphorus.
As with civil sewage sludge, composting in combination with other substrates of wine origin is the
most common use [92]. The Italian legislation also allows its direct use in agriculture if it complies with
the limits [112]. The sludge has also been used as a co-substrate in anaerobic co-digestion, together with
wine lees, under both mesophilic and thermophilic conditions, to produce biogas and bio-stabilized
effluent [113]. The list of products that can be obtained from the by-products of winemaking is very
rich:

• from the lees, it is possible to obtain alcohol for food and industrial use, grappa (in association
with marc), calcium tartrate, natural tartaric acid, colorants, ethanol, beta-glucans, food;

• from the marc it is possible to obtain grappa or alcohols (for food and/or industrial use),
natural tartaric acid, lactic acid, proteins, bioemulsifiers, biotensives, tannins, polyphenols,
antiallergens, hydrolytic enzymes, bioethanol, fertilizers, soil improvers, compost (in association
with pruning residues) absorbents for decontamination of heavy metals, substrates for human
food or micro-organisms (in association with pruning residues), biocontrol agents, electricity
(in association with pruning residues), resveratrol, anthocyanins;

• from grape pips, it is possible to obtain tannins, antioxidants, antimicrobials, flour, edible oil,
cosmetics, biodiesel, lubricants.

In this paper, we will focus on the by-products of winemaking, without considering the residues
from the field. Therefore, from the analysis carried out through field visits at the Asti winery Bocchino
(www.vinibocchino.it) and supported by some evidence in the literature [86–88] the production of 1 kg
of wine grapes generates about 100 g of marc and up to 60 g of grape seeds that can be exploited.

As reported above, the inadequate disposal of these by-products generates negative environmental
impacts, as well as a relevant cost for companies. From 100% fresh grapes, the percentages of products
and by-products are detailed as follows:

• 80% wine and must;
• 10% of grape marc;
• 6% of grape pips (seeds);
• 4% of stalks.

The main critical points of the process can be summarized as follows:

• the vine pruning currently has no specific use, but are managed by each farm to reduce the damage
(both environmental and economic);

• the marc, skins, stalks and seeds of the grapes are currently destined for distillation, where they
lose the organoleptic qualities that would allow them to be reused in the food sector;
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• the lees, a residue deposited after the fermentation of the wine, is currently disposed of.

During the InnovaEcoFood project, we dealt with the second point, focusing on the marc.

4.2. Potential and Scalability

These residues represent a significant source of organic matter, polyphenols, nitrogen, macro-
and trace elements. According to current legislation, the by-products of winemaking are subjected
to management methods that, with defined timeframes, provide for the obligation of total or partial
delivery to the distillery, or their controlled reuse for alternative uses, mainly in the feed sector. In fact,
at present, grape marc is usually sold to the large distilleries that store the product. Then they perform
classifications, separations and distillations. After distillation, the remaining (grape skin) has a market
for feed use of about 200 €/ton, while the grape seeds can reach 500.00 €/ton. The grape marc or
pomace is a seasonal by-product. It is produced from the end of August to the end of September,
after pressing. The pomace is conferred to distillation companies from September onwards; it is stored
and processed throughout the year. The pomace obtained from winery can be ‘fermented’ or ‘virgin’
(the latter also called ‘sweet’). In fermented grape pomace, yeasts have transformed sugars into alcohol.
Usually, fermented grape pomace is obtained during the production of red wine, as the grape pomace
remains in contact with the must for at least 5/6 days. The virgin (or sweet) grape pomace has not
yet undergone fermentation. It comes from white/rosè wine processing, in which the skins and grape
seeds are separated from the must before alcoholic fermentation. A completely different type of marc
is obtained after distillation, which varies considerably, especially in organoleptic properties.

Innovative and sustainable systems for the management of this kind of waste as valuable resources
are an opportunity for Europe in terms of reduction of environmental impacts and the creation of new
jobs. Moreover, the reduction of waste production and the management of it as resources is part of the
path towards sustainability defined in the Europe 2020 Resource-efficient Europe Flagship.

Italian production is approximately 75 million quintals of wine grape or 54 million hectoliters
of wine. Based on an estimation performed in the Piedmont region, 5% of Italian wine comes from
wineries that produce annually no more than 25 hL. In this case, they are not required to deliver
the marc to distillery nor alternative use. The national quantity of residues can be estimated about
7.5 million quintals of marc and 2.5 million quintals of grape seeds. The Piedmont Region potential
of marc and lees available every year, instead, can be estimated at 0.4 million quintals of marc and
0.2 million quintals of grape seeds. The EU is a leading global producer of wine, producing 167 million
hectolitres every year (https://ec.europa.eu/info/food-farming-fisheries/plants-and-plant-products/
plant-products/wine_en). Waste, coproducts and by-products of these productions are rarely valued,
and their improper disposal generates negative environmental impacts, as well as an important cost for
EU. Besides, the application of this strategy in this specific agri-food system offers a high potential of
replicability. Moreover, other value chains (e.g., olive oil industry) could be suitable for applying this
approach, but it can also be applied in a wide variety of territories. Waste and by-products represent
about 20% in weight of the produced wine.

5. InnovaEcoFood Project

The project took place in Piedmont, an important wine and rice producer region. Rural areas have
great potential to include new and interesting business models that create new opportunities and quality
jobs, including social and economic aspects, and tackle Europe’s limited resources. InnovaEcoFood
project will upgrade two current value chains to a more circular value chain that expands to other
sectors revalorizing agriculture and process by-products. This multi-actor approach can reach other
sectors like food, textile, polymers, or bioactive compounds, diversifying and revitalizing the economy,
considering the reality of local needs. In general, the agri-food sector and agri-communities are
integrated systems requiring a holistic approach to face major current challenges and avoid economic
and social decadence. At the same time, Italian producers are still not benefitting from the untapped
potential of agri-food by-products valorization.
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5.1. Objectives

InnovaEcoFood aims to create value from rice and vine waste, typical of the Piedmontese culture,
by obtaining food products. This project’s overall goal is to boost rural development by demonstrating
and rolling out innovative ‘small-scale’ ‘bioeconomy-based’ ‘systemic design-enabled’ sustainable
business models.

InnovaEcoFood aims to demonstrate that linear winery and rice value chains can be analyzed and
transformed into progressively more systemic value chains. Subsequently, these can be integrated into
circular networks of value-generating rural business cases considering other bio-based processes and
expanding toward other sectors, such as construction, textile, polymers.

Within the InnovaEcoFood project, the research team contributes to experimenting with the
residues of Piedmontese rice and wine-winery production value chain using the SD approach.
The project aims to show that companies’ competitiveness can be improved by applying SD and
integrating the latest technology to valorize unused agricultural residues. For that reason, technological
partners of this project own technologies capable of processing by-products or extracting bioactive
compounds that could be reintroduced in the process being applied to food.

5.2. Technological Partners

A sample of this new player in the value chain is one of the partners of InnovaEcoFood project:
Agrindustria di Tecco (Cuneo, Italy; www.agrind.it), an SME operating since 1985 in the field of the
valorization of secondary plant products deriving from regional value chains. It produces vegetable
granules and micronized products for successive chemical extraction; it processes vegetable matrices
and biomaterials for different production sectors (Figure 4).

   
Figure 4. Illustration of Agrindustria processes (cryogenic mill and steam auger). Source: Agrindustria.

In this project, Agrindustria dealt with mechanical treatment (mainly drying, grinding and
micronization) of grape marc and rice hull to obtain flours that can act as an alternative to wheat
flour, with high protein content (Figure 5). On the other hand, a new actor like Exenia Group
(www.exeniagroup.it)from the province of Turin (Italy), deals with tech applications in biotechnology.
Exenia was founded in November 1995 with the specific entrepreneurial project to become one of
the first examples, in Italy, of a company able to combine high-tech technologies and new products
for highly dynamic markets. The constant investment in R&D responds to a model widely spread
in the USA (e.g., Dedicated Biotechnology Companies), Japan and Northern Europe. Exenia Group
is involved in research and experimental development: extraction of active ingredients from plants,
extracts and production of essential oils, research and development on ‘clean’ technologies for the
extraction of raw materials for food, cosmetics, nutraceutical and pharmaceutical products, research
and development on photosynthetic microorganisms, cultivation, study, research, development and
industrial use, also on behalf of third parties, of new products in the field of biotechnology and natural
products. Exenia uses supercritical fluids (CO2) for food, pharmaceutical and cosmetic applications.
Extraction conducted with fluids under supercritical conditions is a valid alternative to traditional
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separation systems, such as fractional distillation, steam current extraction, solvent extraction. This
type of extraction offers the possibility to continuously vary the fluid’s solvent power to conduct the
extraction with little pressure and/or temperature variations.

 
Figure 5. Mechanical treatment of wine and rice by-products from Agrindustria to obtain flours.
Source: DISAT.

During the project, Exenia obtained the physical-chemical refining of high value-added molecules
from rice hull (or bran), cooperating with the Department of Applied Science and Technology (DISAT)
of the Politecnico of Torino and the production of a butter (rice bran lipid) rich in gamma-oryzanol for
food or nutraceutical use.

5.3. Systemic Design Method and Schemes

As can be found in the Appendix A, a desk research highlighted several possible applications
of by-products. The applications were collected, summarized and schematized in Figure 6 for the
rice supply chain and Figure 7 for the wine sector, combined with field data collected from Aironi
and Bocchino companies in 2018. These are two systemic visualizations that have been subsequently
submitted to different actors for validation.

Figure 6. A systemic value chain proposed for rice.
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Figure 7. A systemic value chain proposed for wine.

The diagrams shown in Figures 6 and 7 are intended to provide a general overview of all the
Piedmont applications for the by-products (output) of these specific sectors. By-products are generated
at various levels in the cultivation and processing of rice (Figure 6), as well as during viticulture and
winemaking (Figure 7).

To provide readers with a shared legend, we attribute some color codes. The two supply chains
share one phase of harvesting and processing, indicated in the figures as full black boxes. The main
products obtained are highlighted in pink, i.e., refined and whole-grain rice in one case, wine in the
other. Green is for the outputs treated as new inputs (e.g., husks, bran, straw, etc. for rice; marc, lees,
grape seeds, pruning waste, etc. for wine) and the products circulating as flows through the processing
(paddy rice, bran, and bran flour, but also bunches, marc and so on). In blue, instead, are reported the
processing. The orange boxes distinguish the new products (finished products, or molecules with high
added value). The red boxes are the sectors and other production activities with which the project
could relate. Instead, the black frame indicates possible symbiotic activities, intending to achieve an
industrial symbiosis.

Finally, the full boxes distinguish the processes that have been activated during the InnovaEcoFood
project. In contrast, the framed or outlined box indicates the processes and products that could be
obtained, which have not been thoroughly investigated yet during this project but are reported in
the scientific literature as viable solutions. We indicate the boundaries of the InnovaEcoFood project
system with a red dotted line. For the rice value chain, we can see that all the activities fall within the
system’s boundaries activated by the project. In the case of the wine value chain, instead, distillation
(the current linear process for marcs) has not been included within the system boundaries, as its outputs
that are difficult to exploit on a systemic level. For this reason, it is considered outside the project.
The production of the food products resulting from the project is detailed in the following paragraph.

5.4. Production of Food from Waste

During the InnovaEcoFood project, we decided to operate in human nutrition, in particular
for the study and development of food products with high added value such as creams and bakery
products. Indeed, the project investigates the production of new ingredients to produce new food
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products. The two companies mentioned above have provided know-how and technologies to enable
the food company Quasani - Fattoria della Mandorla (www.fattoriadellamandorla.it/progetto-quasani)
to develop foods with high nutritional, organic and health value supported by scientific literature
and primary prevention guidelines. Within the project, they have been involved in integrating these
outputs as ingredients, creating ad hoc recipes containing hull flour, marc flour and rice butter rich in
gamma-oryzanol. The products are all processed without lactose, animal milk protein, hydrogenated
fats, GMOs, cholesterol and gluten. The company has integrated the by-products supplied by
Agrindustria and Exenia into foods such as food creams (core business), but also crackers and taralli,
thus inserting the rice bran resulting from hulling, flour derived from post-winery grape skins, and rice
butter from supercritical CO2 extraction from rice hull. The company evaluates the expansion of its
creams and other products, integrating processed waste from rice and wine production chains and
high value-added molecules. Rice is a product widespread in the territory and has high organoleptic
qualities but is scarcely used in the cream sector due to the greater difficulty of processing compared to
other vegetable products such as soy. However, the use of rice and its by-products offers interesting
potential for food innovation, as well as the possibility to trace the raw material. Bran is a by-product
containing vitamins, minerals, essential fatty acids, dietary fiber, and other sterols that make it suitable
for human nutrition. As already mentioned, numerous studies already tested its healthy properties,
such as rebalancing thyroid hormones, improving muscle endurance, regulating cholesterol levels,
preventing heart disease, and the formation of kidney stones. It has anti-carcinogenic properties,
regulates the intestine, stabilizes blood sugar.

5.5. The Relationships Implemented by the Project

Regarding the processes activated by the InnovaEcoFood project and the relationships established,
the project has experimented with flour from grape marc and rice hull, and rice butter produced
through supercritical CO2 extraction. The project partner Agrindustria Tecco Srl supplied the grape
pomace and rice hulls by activating new relationships with unusual suppliers to find the material
to be tested. The dry and moist grape pomace and hulls have been found in the Piedmont area.
InnovaEcoFood aims to create new products for the food sector and no longer feed, as it is not very
profitable. The cooperation activated during the project suggests that it is possible to create clusters
of companies dedicated to valorizing specific by-products, providing for symbiotic activities and
cascade approaches. Agrindustria partner provided the connection between the producers and the
high-tech partner (Exenia), effectively collecting, storing and preparing the secondary raw materials for
subsequent applications. Indeed, mechanical processing was carried out by Agrindustria, including
cryogenic grinding, bacterial load reduction, and final drying. In the scheme, we refer to these
activities as ‘mechanical processing’. The rice hull was then transferred to Exenia’s site (60 km),
where the supercritical CO2 extraction process took place. In the scheme, we refer to these processes
by indicating them as ‘processing and valorization’. The hull and grape pomace flour obtained
from the project were sent to Quasani—Fattoria della Mandorla (1000 km away) to produce crackers,
‘taralli’, and creams. The rice butter obtained from the experimentation was also sent to Quasani.
Evaluating these interactions with a circular economy view supports the hypothesis that we cannot
refer to this process as recycling. We like the idea of being part of the CE strategy that rethink supply
chains to be more circular. Systemizing activities and possible solutions allow anyone to visualize the
connections between them and identify the gaps for connecting activities at the national or even EU
levels, as discussed in the next section. One strength of the SD approach is the ease of changing scale,
from micro to macro and vice versa.
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6. Discussions

6.1. Study Limitations & Recommendations for Future Research

The project aimed to valorize some materials destined for zootechnical use, investigating whether
hull and pre-distillation marc, correctly processed, could be valorized in a food market production.
Post-distillation marc has lower organoleptic characteristics comparing to winemaking by-products,
thus its use in the food market is not advisable. Indeed, to create a production process for the food sector,
distillation should be avoided, and pomace should be processed as soon as possible, after pressing
and winemaking. The fundamental process to be done immediately after pressing should be the
stabilization (dehydration/drying) of the byproduct, to stabilize and process it over time.

During the project, an economic analysis was carried out by the Department of Management and
Production of Politecnico di Torino based on data provided by partners through a survey. It highlighted
the creation of value in the various processes on the material, which suggests that using the by-product
in the food sector is of immediate technical and economic feasibility and could be considered a viable
way that deserves further experimentation. In this regard, the project investigates also obtaining
high added value molecules from marc flour by performing extraction with supercritical CO2 to
obtain polyphenols, anthocyanins, and resveratrol. However, the flour turned out not to be as rich in
these molecules as it was forecasted. This mismatch could be attributed to the grape variety. More
likely, it can be attributed to the volatility and sensitivity of these compounds that degrade in contact
with light or heat. The extracts, therefore, prove to be even more deficient in these components
compared to literature. Anthocyanins, polyphenols and trans-resveratrol are, in any case, present
in the flour, which can be used as it is, and without prior extraction, for the preparation of food.
On the other hand, as far as hull flour is concerned, it has also been successfully tested to obtain
rice oil/rice butter, rich in gamma-oryzanol, a molecule with antioxidant properties. In particular,
20 g of butter is extracted from 1 kg of rice flour. The concentration of gamma-oryzanol is 0.6% of
the extracted oil component according to the analysis carried out by the Department of Applied
Science and Technology of Politecnico di Torino. The presence of gamma-oryzanol inside the rice
butter gives unique properties to the final product, compared to typical milk-derived butter. Several
experimental studies demonstrated that gamma-oryzanol, introduced in the diet, even if in minimal
quantities, has powerful antioxidant and anti-inflammatory effects and has a positive effect on lipid
metabolism and cholesterol levels regulation. Butter derived from rice hull was used in all three final
products. In the final composition of ‘taralli’, crackers and cream produced, gamma-oryzanol content
varies between 336 and 360 mg every 500 g of product. There are no real exact recommended doses at
the time of writing, but the daily amounts vary in the wide range between 50 mg per day and 800 mg
because experimental studies on these molecules are still in progress. The final products fit perfectly
within this range, making them excellent allies for health. However, the project would require further
analysis to understand how to optimize the supercritical CO2 extraction process to reduce costs and
make it economically feasible in the food sector. There are no real impediments for its use except
its cost: the final rice butter price is about 250 €/kg, already considering an industrial process at full
production capacity. At this stage, the use of rice butter in pharmaceuticals could be investigated in
more detail, given the relatively high gamma-oryzanol concentration.

6.2. Impacts

In Europe, the food and drink industry is one of the most significant sectors with a turnover
of around 1100 billion euros and 4.24 million people employed [114]. The reduction of food waste
is a problem that the sector faces for ethical, economical and limitation of natural resources [1].
Around 88 million tons of food waste are generated annually within the EU, with an estimated cost of
143 billion euros [4]. The United Nations has settled its Sustainable Development Goals (SDGs) in
which they firmly bet for food waste and loses reduction [2,3]. Therefore, the InnovaEcoFood project is
part of the Sustainable Development Goal n.12-responsible consumption and production.
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Grape is a product rich in sugars and antioxidants of high nutritious interest. The partners’
technological capability made it possible to diversify the sector, introducing new actors that
will find an added value to by-products. On the other hand, rice is rich in lipids and
gamma-oryzanol, with antioxidant, anti-inflammatory effects, acting positively on lipid metabolism
and cholesterol regulation.

In this project, the partners developed a new methodology to incorporate new players in the value
chain of rice and wine processing to jump from a linear system to a circular one using the SD as a basis.
Another EU’s priority is diversifying and revitalizing the economy to create quality jobs in a rural
environment. In Europe, 19.8% of the population lives in rural areas, but the reality shows a negative
trend since decades ago with the examples of the aging of the population, low birth rate, and most
companies in cities [115]. The InnovaEcoFood project presents a new approach to transforming the
rice and wine sector’s linear value chains into a systemic approach that can generate value in rural
environments, expanding to other sectors like food, biopolymers, and textiles. On the one hand,
focusing on the wine sector is interesting to maximize its impact and replicability among the European
territory. On the other hand, focusing on the rice sector helps give importance to territorial/local
cultivation. Beyond the rice and wine sectors, the InnovaEcoFood project will also reach other value
chains, enhancing its impact.

The project could have an impact at the European level, especially considering wine waste. Indeed,
grape crops are one of the main extended agro-economic activities globally. Currently, up to 210 million
tons of grapes (Vitis vinifera L.) are produced annually, and 15% are addressed to the wine industry.
Figure 8 shows the distribution of crops. Within the agro-food industry, grapes and wine productions
generate one of the most valued products worldwide. As we already mentioned in Section 4.2, waste
and by-products represent approximately 20% of the produced wine. The wine sector has specific
importance in Europe’s food and drinks sector as the region is one of the leaders in production.
The sector has a revenue of more than 40 billion euros [116] and for some European areas revenues from
wine represent a high share compared to other agricultural activities as indicated in Figure 9. Currently,
the European wine industry’s supply chain is a linear one in which by-products are considered waste,
or they either meet minimum economic value and value is created by maximizing the number of end
products produced/sold only. InnovaEcoFood has developed a pilot plant, including three different
small enterprises. It is considered as a first milestone to boost the development of a bio-based economy
in Europe.

 
Figure 8. Winegrowing regions. Source: EU Wine Market Data Portal [117].
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Figure 9. The importance of wine in total agricultural area (2005). Source: EU Wine Market Data
Portal [117].

On the other hand, rice cultivation is not so diffused in Europe. As can be noticed from the map
in Figure 10, Italy is the largest producer of rice in Europe. Italy alone accounts about 49% of all EU
production [118], and the two regions mentioned above (Piedmont and Lombardy) are two regions
that produce between 400 and 800 MT/year each. However, this value chain gives us an example of
how it is possible to enhance regional peculiarities and their by-products with the use of SD.

Therefore, this paper presents two very different value chains, which have in common their
relevance for the Piedmont region:

• in the case of the wine value chain, the vine is a widely-extended crop in the whole Europe
territory, as a grant for replicability of the generated model, (it has European relevance and offers
the possibility to think about its scalability and the replicability of the approach);

• in the case of the rice value chain, on the other hand, it is a local/regional value chain. Re-integrating
them into local food and diet provides an example of how the approach allows the valorization of
regional by-products.

Nowadays, agricultural by-products’ valorization is still a great challenge, especially in a
small-scale setting in rural areas. These by-products represent great potential for the generation of
high added-value products. In this context, it is necessary to create and develop new business models
adapted to rural areas that diversify the income sources of these small producers, creating jobs and
ultimately revitalizing rural areas thanks to the bio-economy.
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Figure 10. Rice production (2010–2014 average). Source: Eurostat [118].

6.3. Limitations of the SD Approach

The diffusion of SD is often limited by national/regional policies that do not support its development.
Another limit is the difficulty of connecting companies and promoting dialogue for a common goal.
The difficulty of stimulating systemic changes emerges when economic benefits are not immediately
measurable, but positive effects will be measurable in a few years. The experience shows how many CE
opportunities can be found. However, we are aware that each connection of the scheme and consequent
valorization should face regulatory, technical, cultural, and financial barriers, so policymakers can play
a crucial role in helping businesses overcome these barriers. Regulatory barriers include, for example,
the definitions of waste that hinder trade and transport of by-products, the tight division in sectors,
and so on. Technical barriers are related to the innovations that allow giving higher quality to the waste
(for example, the quality of recycled materials requires R&D actions), and the ability to scale them up
at the industrial level. In other cases, the value chains are not complete, especially from the supply
of agricultural by-products. How to guarantee constant quality and quantity of supply is another
key issue related to seasonality and other variables. At a cultural level, the is the need to increase
the awareness of the potential use of secondary materials, especially in the food sector. The Complex
Systems approach defines:

• Non-linear problems-the whole is greater than the sum of its parts
• Adaptive behavior-both the system and its constituent parts adjust over time to the changes in the

environment, within the system, and within the components
• Self-organizing capacity-components self-organize without central direction
• Emergent properties-it is hard to anticipate the system outcome of interventions carried out at the

component level [119].
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These properties set the difference with ‘closing the famous circles of production’, or finding
alternative waste destinations to landfills. The goal is to shift the focus from the product to the
territory [119]. However, there is a lack of successful case studies history in each sector able to ensure
that the application of SD will bring assured economic benefits since each project is tailored to a
specific value-chain. The complex dynamics involved have often prevented the comparison of different
business models.

6.4. Future Research

The project focused only on a tiny portion of the overall system since the regional funds from
which it drew were limited. However, the project can start from this first part and extend suddenly
to fill some current experimentation gaps. For the wine supply chain, the continuation of the project
should include experimentation in the direction of:

• using different types of grapes, possibly of biological origin, to evaluate the differences in
the extraction phase, but also the organoleptic differences when flour is used directly in
food formulation;

• introducing variations in the storage phase and the transport of the output (immediate, refrigerated,
and without exposure to light), at the same time of bottling for red wine or destemming for white
wine. In fact, in the white winemaking process, stalks, grape seeds, and skins are removed before
fermentation. Evaluating the differences between the output of the red and white wines would be
of great interest, as they have radically different characteristics;

• introducing small machinery for the treatment of the output on-site (at winemakers and social
cellars) to preserve the characteristics as much as possible and optimize storage while reducing
costs and impacts. It would be possible to transport the dehydrated product without transporting
the liquid component, which is unused.

• modifying the processes that use heat (such as dehydration) preferring processes at low
temperatures to avoid incurring the degradation of compounds, which deteriorate in contact
with heat.

Another step forward could be to expand and diversify the sector by mobilizing a more
comprehensive range of players in the consortium, including small businesses, farmers, and their
associations. Indeed, the scalability discussed in Sections 5.5 and 6.2 would deserve further investigation,
proposing pilot cases in other EU wine-producing regions. It would also be interesting to see how
different value chains can be connected in other regions.

7. Conclusions

The project took place in Piedmont, an important wine and rice producer region. Rural areas
have great potential to include new and interesting business models that create new opportunities
and quality jobs. The InnovaEcoFood project has addressed more circular value chains expanding
to other sectors (food, pharma, textile, polymers), valorizing agriculture and process by-products by
connecting the actors on a territory, diversifying and revitalizing the economy, considering the reality
of local needs. The project starts from the current value chains highlighting the by-products generated
in each step, either in the field or during transformation processes. For each output, it highlighted
different scenarios that lead to their valorization and the creation of connections between the different
activities, finally focusing on the valorization of marc and hull for food purposes. Thanks to the
project consortium, the use of these by-products has been successfully experimented—after mechanical
processing and extraction with supercritical CO2-ingredients inside bakery products and creams.
At present, their use in the food sector is limited due, among the other things, to legislative limitations
regarding the classification of by-products as waste and the impossibility of handling them as raw
materials. However, there is room to open different scenarios. As Europe is facing a problem of finite
resources available, the introduction of added-value by-products as new ingredients (products with
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high functionality) in the food sector is advisable in the next future. It should also be considered
primary importance to reduce food waste. The project highlights the approach’s scalability at the EU
level to other production realities and value chains.
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Appendix A

This appendix aims to collect research and case studies to validate and verify the schemes of the
two supply chains shown in Figures 6 and 7. The literature search has been carried out in the Scopus
database, and therefore may not consider different indexing.

Specifically, the research carried out skimming of the phenomenon by investigating the keywords
‘circular economy’ connected first to ‘rice’ and then to ‘wine’. Among titles, abstracts, and keywords,
the extractions counted 462 and 161 publications, respectively. These were then further filtered with
new keywords such as ‘waste’ (421 results), ‘husk’ (165 results), ‘hull’ (41 results) for the database
concerning the rice supply chain, and ’waste’ (142 results), ‘wastewater’ (45 results), ‘lees’ (83 results),
‘pomace’ (43 results), ‘marc’ (12 results), ‘stalks’ (10 results), for the wine supply chain.

Further manual research has evidenced a small number of publications compared to those
extracted from the system, which addresses chain waste reuse in new applications. The research
highlights how often attention is not paid to the single product, but rather to the whole output set.
Moreover, difficulties emerge in differentiating between hull and husk, often confused in terminology.
The two tables below summarize the main results of interest.

Table A1. Application of by-products from wine production.

By-Product Application

Lees and pomace Improving the quality of fish feeds in terms of organoleptic characteristics and health benefits [110]

Pomace/marc

Valorization of grape agro-waste to produce bioactive molecules and new polymeric materials [100].
Extraction of molecules, fractions and biologically active biomolecules with a possible use in the

nutraceutical and cosmeceutical industry from vinery marcs [97,98].
Production of compost from marc [96].

Improving animal fleshes with different pomace powder preparations [99].
Production of tannin-based adhesives for wood industry, tannin-based materials such as

biocomposites and rigid foams [101].
Production of textile dye from grape pomace [102–105]

Seeds
Extraction of bioactive compounds with high added value before using biomass for energy purposes
(e.g., in food, cosmetics, and pharmaceuticals sectors, biopolymers and energy sector to produce

biohydrogen and biomethane [106].

Wastewater Analysis of water consumption in wine production to identify wastewater treatment and
management improvements towards water reuse [120].

Winery waste
Biorefinery opportunities from winery waste (biomass production) [121].

Employing winery waste to re-balance soil fertility; valorization of these in the agricultural sector or
different industrial chains (e.g., cosmetics, nutraceuticals, etc.) [122,123].

Production of compost and biofertilizer from viticulture waste [124].
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Table A2. Application of by-products from rice production.

By-Product Application

Straw

Natural fertilizer is used to remove phosphorus loading in water [72].
Extraction of water-soluble phenolic compounds to incorporate into bioactive starch-based films,

producing bioactive food packaging [74].
Creation of innovative cloths from straw rice [75].

Transformation of rice straw in glucose for bio-carburant production [73].

Husk

Rice husk to purify colored wastewater [81].
Production of jet fuel through fluidized-bed fast pyrolysis, hydro-processing and

hydro-cracking/isomerization [125].
Utilization of rice husk for a potential waste-water treatment due to their adsorption potential across

a variety of common drinking water contaminants [82,85].
Production of energy and fertilizer by using rice waste [77].

Husk ash Production of sustainable plastic composites from ashes (including rice husk ash) [78].
Production of eco-friendly concretes from rice husk ash [79].

Husk and straw

Rice husks and rice straw used as substrates for solid-state fermentation with dikaryotic and
monokaryotic strains of Pleurotus sapidus [126].

Production of insulating materials for green building from rice straw mixed with waste wool.
Production of biofillers from husk for polymer composites, mono- and di-glyceride mixtures.

Extraction of high-added-value molecules for the food industry from bran [80].

Husk and bran (hull) Development of a novel bio-fertilizer using rice bran and husks [127,128].

Straw, husk and bran (hull)
Development of new products as biofuels, enzymes, biodegradable material food contact, single cell
protein, bio-adsorbent, nanoparticles, bio alcohol, bioactive compounds like fibers, phytochemicals,

minerals, so on [76].

Bran (hull)
Oil extraction from defatted rice bran for bioethanol, lactic acid, and biobutanol production [129].

Extraction of fatty acid profile and bioactive compounds such as phenolics, flavonoids,
gamma-oryzanols, and tocopherols, from bran rice [85].

Broken rice Development of gluten-free products that require pre-gelatinized starch, such as pasta, from broken
rice flour [84].
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Abstract: Ethanol production has rapidly expanded over the past few years. The opening of an ethanol
plant can increase local demand for corn, pressuring increases in local corn basis. But how does this
affect corn contract prices and revenues? At the farm level, the impact of an ethanol plant on local corn
contract revenues is still unknown. Data from the USDA Agricultural Resource Management Survey
suggests that corn contract revenues in counties with ethanol plants are higher than corn contract
revenues in counties without ethanol plants at similar prices. We estimate the impact of ethanol plants
on local corn contract revenues by running non-spatial and spatial difference-in-difference models.
A statistically significant effect of ethanol plant location on corn contract revenues within the same
county was not found, but rather a statistically significant effect of ethanol plants on corn contract
revenues for farmers located in adjacent counties. Local competitive advantage, not the presence
of an ethanol plant, may be the reason for observed higher revenues in counties with an ethanol
plant. Therefore, policymakers should focus their resources in promoting greater efficiency in corn
production to boost farmers’ revenues.

Keywords: biofuels; spatial difference-in-difference; corn markets

1. Introduction

Biofuel markets and policies are often related to matters of national security, the environment,
and food security. In the U.S., ethanol production has rapidly expanded over the last few years.
From 1999 to 2017, the number of biofuel refineries increased from 50 to 213 [1,2]. Along with the
increase in the number of biorefineries came an increase in the share of corn supplied to ethanol
production and of corn prices (Figure 1).

Increases in ethanol production may benefit local corn producers. The opening of an ethanol
plant, for instance, can increase local demand for corn, pressuring increases in local corn basis [3].
This impact, though, may not be lasting [4,5]. In fact, in some areas, the presence of an ethanol plant
has been linked to lower corn prices [6,7], providing mixed evidence for the effect of ethanol plants
on corn prices in previous studies. Furthermore, analysis of the data from the USDA Agricultural
Resource Management Survey (ARMS), shows that, on average, farmers in counties with ethanol plants
receive the same prices for corn as those located in counties without plants (Figure 2a). Therefore,
can the opening of an ethanol plant really benefit the local farmer? The same data from the USDA show
that farmers in counties with ethanol plants do, however, receive higher corn revenues (Figure 2b),
a phenomenon that is not considered in previous studies. Our study fills this gap in the literature by
estimating the impact on farmers’ corn revenues from having an ethanol plant in their county.
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Figure 1. Corn prices against the share of total corn used for ethanol, from 1980 to 2017. Source:
USDA 2017.
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Figure 2. (a) Median contract corn prices for farmers located in counties with (treated group) and
without (control group) an ethanol plant from 2006 to 2016. Source: ARMS, USDA; (b) Median
contract corn revenues for farmers located in counties with (treated group) and without (control group)
an ethanol plant from 2006 to 2016. Source: ARMS, USDA.

The location of an ethanol plant is determined by factors such as access to feedstock, trends in
corn production, government incentives, local amenities, and infrastructure [8–10]. Lambert et al. [9]
find that infrastructure, markets, and subsidies can provide counties with a comparative advantage in
charming ethanol plants to the county. The impact and duration of an ethanol plant location or ethanol
production capacity on local corn markets can be diverse. Previous studies provide varying results on
how ethanol plant location impact local corn supply [11–13], farmers’ cropping decisions [14], and local
corn market prices [4,5,15,16]. Upon closer examination of data from the Agricultural Resource
Management Survey (ARMS) counties with an ethanol plant generally receive higher revenues than
counties without, at the same corn prices (Figure 2a,b).

There is lack of consensus on how ethanol plant location and production capacity affect corn
production. Using an acreage response model, Fatal and Thurman [11] find that an increase of 1 million
gallons in ethanol production capacity increases planted corn acreage by 5.21 acres. Similarly, Motamed,
McPhail, and Williams [12] find, in locations with previously low corn acreage, significant acreage
response due to changes in the ethanol market. Du, Hennessy, and Edwards [14] show that increases
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in corn prices causes farmers to switch from non-cropped land to row crops (e.g., from forage crops to
row crops). Distance to an ethanol plant also affects crop rotation decisions (e.g., from corn–soybean
to corn–corn), allowing more corn to be produced [13]. The distance to the ethanol plant, though,
may not always be the cause for changes in corn acreage. Ifft et al. [10] argue that land use change
maybe mostly driven by general price changes rather than by the location of an ethanol plant.

Lack of consensus is also present with regard to the impact of ethanol plants on local corn basis.
McNew and Griffith [5] find an inverse relationship between the distance of an ethanol plant to markets
and corn prices: Facilities near terminal markets have a smaller impact on corn basis prices than
those further away. Expanding on McNew and Griffith’s [5] model, Fatal [17] finds a premium of
$0.04/bushel on local corn, depending on the market, the number of ethanol plants, the total production
capacity, and the distance from ethanol plants to corn suppliers. However, being in the vicinity of
an ethanol plant is no guarantee of higher local corn prices [7]. Katchova [2] finds no effect from the
ethanol plant location on local corn prices. O’Brien [6] finds a negative impact from ethanol plant
proximity on corn prices using 2008 corn prices in Kansas. Furthermore, considering four ethanol
producing states, Lewis [4] finds increases in corn basis in Michigan, Kansas, and Iowa, but decreases
in corn basis in Indiana, following the opening of a new plant. In fact, Lewis [4] finds that the local
corn basis decreases as the number of months the ethanol plant is in operation increases. In the case of
this study, the data support the theory that the ethanol plant location does not impact corn contract
prices but rather corn contract revenues.

Pre-existing market conditions and geographical location play an important role in determining
changes in corn prices [16]. Corn is an important raw input in ethanol production. Haddad, Tayler,
and Owusu [18] identify ethanol plants as a supply-oriented firm, given the high share that corn
occupies in the production costs. Rask [19] finds a corn input price elasticity of (−3.03), meaning
that small changes to corn prices provoke larger changes to the amount of ethanol produced. Hence,
the demand for corn as an input is likely to be elastic. Furthermore, there is evidence that ethanol
plants will halt production when corn prices go over a certain level and that corn farmers are price
takers [20,21]. As such, the location of ethanol plants may occur in counties where there is excess
corn supply such that an increased demand for corn has a limited effect on local corn prices. Ethanol
plants may also be located in areas where farmers have limited bargaining power and are price takers.
Katchova [22] finds that corn contracts in regions with larger spot markets have higher prices than in
those with limited or no access to spot markets. When farmers have no influence on the corn contract
price, they can increase their revenue by increasing the quantity supplied. This could explain why
corn contract prices do not differ between counties with and without ethanol plants, but revenues
do. Counties with ethanol plants may have a competitive advantage on corn production over those
without one. This allows farmers in counties with a competitive advantage to have higher corn
productivity at lower costs, thus receiving higher revenues at similar corn prices. As Porter [23]
describes, cost leadership is a form of competitive advantage, which occurs when you can produce the
same product at the lower cost than your competition [23].

The main objective of this study is to investigate the impact of ethanol plants on local corn contract
revenues in more recent years. Understanding how ethanol plants may impact corn producers’ welfare
may provide guidance on possible impacts from the opening of other ethanol plants (e.g., ethanol
plants that produce ethanol from sorghum) or agribusiness industries (e.g., the installation of dairy
processing facilities) on the local county. For example, if the location of a plant is associated with
surrounding corn producers receiving higher corn revenues, policy makers may decide to motivate
the siting of ethanol plants in certain regions aiming to increase farmer’s corn revenues. For instance,
in Brazil, states in the Cerrado region attracted private ethanol facilities to their counties by investing
in infrastructure and providing fiscal incentives [24]. For the farmer, the news of a new ethanol plant
may help with their cropping decisions as they seek to maximize profits [15]. The ethanol industry
may use the advantages from an ethanol plant siting to negotiate financial benefits from counties or
states where they are deciding to build plants.
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2. Materials and Methods

We assume farmers are price takers in this market (i.e., they cannot influence corn prices). In this
study, since we observe marketing corn contracts, we assume that the farmer goes through a revenue
maximization process to decide the quantity of corn to offer given the corn contract price they face.
In order to check whether the higher revenues are due to competitive advantage or due to the proximity
to the ethanol plant, total revenue is modelled as a function of farm business related factors (e.g.,
farm assets and operator characteristics), a dummy for whether there is an ethanol plant in the county
and economic factors. The objective is to identify whether the higher revenues are due to economic
growth, farm business-related factors, or the presence of an ethanol plant in the county.

We test this hypothesis by using difference-in-difference models where we can compare the
outcome measures (i.e., corn revenues) of corn producers in counties with and without an ethanol
plant. The farmer chooses the optimal quantity to offer in the contract taking into consideration the
capital and labor available. We model corn contract revenues as a function of the capital available in
the farm, an index of labor available in the county, characteristics of the farm operation (i.e., farm size
and level of specialization), farm operator characteristics (i.e., age and education), as well as county
economic characteristics.

The difference-in-differences (DID) estimation compares the difference in outcomes (e.g., revenues)
between the treated observations (corn contracts located in counties with an ethanol plant) and
control observations (corn contracts located in counties without an ethanol plant). Two differences are
taken into account: 1) Differences in outcomes from time one to time two; 2) the difference between
observations that received the treatment and those that did not. The difference-in-differences model is:

yit = α+ βtit + γdit + δtitdit + φxit + eit, (1)

where yit is the log of corn revenues for each contract i for the initial or second period, tit is a dichotomous
variable, which takes on the value of 1 if the observation is in the second period (i.e., 2016) and 0
otherwise (i.e., 2015), dit is a dichotomous variable equal to 1 if the contract belongs to a county
with an ethanol plant or more and 0 if it does not, titdit is the interaction term between the time and
treatment dichotomous variables, xit are characteristics that influence revenue (i.e., producer, county,
and operation characteristics), and eit is the error term. titdit is the difference-in-differences measure.
It measures the effect of the treatment on the treated group. It controls for similar time differences
between the treatment and control groups. It represents the percentage increase in corn revenues due
to spatial closeness to an ethanol plant after general spatial (e.g., location in more rural areas) and time
effects (e.g., changes in commodity prices) are accounted for.

By estimating the difference-in-differences model using the ordinary least squares estimator,
we assume each observation to be independent of all other observations in the data. If observations are
correlated inside of a cluster, then each observation will contain less exclusive information. In this
study, data from farmers within the same county may be correlated. Therefore, the standard errors are
corrected for the intraclass correlation within clusters using the robust cluster variance estimator:

Vcluster = (X′X)−1
∑nc

j=1
u′juj(X′X)−1, (2)

where X consists of all variables and the constant, uj =
∑

j cluster eiXi, and nc contains all the clusters.
In this study, the observations represent the farmers while the clusters the counties where their farm
operations are located.

As an extra step, we apply difference-in-differences techniques for spatial data, which allow
for spatially correlated treatments. The spatial DID model offers an advantage over the non-spatial
DID model for it accounts for spatially correlated treatments and spatial interaction in treatment
responses [25]. The method allows for the estimation of spillover effects (i.e., indirect treatment effects).
The interaction term (titdit) is re-written to incorporate a spatially weighted contiguity matrix (Wii):
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yit = α+ βtit + γdit + δtitdit + τWiidit·tit + φxit + eit, (3)

where τ = ρδ and · indicates element by element multiplication (Delgado and Florax 2015). In the
absence of spatially correlated treatments, ρ = 0, and the model reverts to the non-spatial DID Equation
(1) [25]. The average treatment effect (ATE), average direct treatment effect (ADTE), and average
indirect treatment effect (AITE) can be estimated from the parameters obtained in (3) [25]:

ATE = δ
(
1 + ρWD

)
, (4)

ADTE = δ, (5)

AITE = τWD, (6)

where WD is the average proportion of counties that border counties with ethanol plant. Spillover
effects from the ethanol plant are given by AITE. The AITE coefficient measures the effect on local corn
contract revenues in counties bordering those with an ethanol plant. The effect is on corn contract
revenues in counties without an ethanol plant. ADTE captures the direct effect on corn contract
revenues in a county with at least one ethanol plant.

Models are tested for misspecification and omitted variable bias. The omitted variable bias was
tested using the Ramsey regression equation specification-error test [26]. The null hypothesis of the
Ramsey RESET test is that there are no omitted variables. A rejection of the null hypothesis may
point to possible endogeneity issues in the model. To check for misspecification, the link test was run.
This test verifies whether the coefficient of the transformation of the dependent variable is statistically
significant. As such, the null hypothesis is that the coefficient of the dependent variable squared is
equal to zero [27,28]. The non-spatial difference in difference estimations and the statistical tests were
conducted in Stata 14 through the NORC platform. The spatial estimations were conducted in R
following the study and codes by Delgado and Florax [25].

Data and Descriptive Statistics

This study uses data from various sources. Information on the ethanol biorefineries was obtained
from the Renewable Fuels Association, as well as the Nebraska Energy Office. We focus on ethanol
plants that use corn as their primary input. The latitude and longitude of each county is obtained
from the Census U.S. Gazetteer files. For county level weight matrix, an adaptation of the contiguity
matrices for county levels from Merryman [29] was made. The choice of counties with ethanol plants
is limited to the ones present in the ARMS data. ARMS are secondary data collected by the USDA’s
National Agricultural Statistics Service (NASS). In order to gain access to farmer level information,
considered confidential information, the reader needs to contact NASS and fill out the appropriate
forms. It surveys farmers and ranchers on various aspects of their farming practices at various stages
of the year during different phases [30]. NASS samples farmers from two main sampling frames: List
and area frames. ARMS is also stratified and probability weighted. Weights are assigned to each
observation in order to account for the probability of the observation being selected. NASS uses
a jackknife re-sampling process, consisting of 30 extra weights obtained from NASS to predict the
variations for every data item [30]. As such, estimations conducted in this study use the probability
weights provided by the ARMS dataset. All monetary values are indexed in 2016 dollars using the
consumer price index.

The matching criteria used to join the two datasets were county for the location of the ethanol
plants and farms. The analysis is conducted with data for the top ethanol producing states: Illinois,
Indiana, Iowa, Kansas, Michigan, Minnesota, Missouri, Nebraska, North Dakota, Ohio, South Dakota,
and Wisconsin. Together, these states produce close to 90% of the total U.S. corn production [31].
The DID model requires two periods to isolate general corn revenues changes over time. The initial
period was 2015 and the ending period 2016, namely the most current data available. The DID model
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requires control and treatment to have constant trends over time. We believe that in one year, there will
be less variation in the county and thus we can isolate the effect by the ethanol plant in comparison
to when we use a longer timeframe. We believe that one year is enough to measure the impact of
an ethanol plant on farmer’s revenues for two reasons: (1) The decision on the amount of corn to plant
is annual; (2) the impact of ethanol plant on corn contract prices has been found to change monthly [4].

The spatial weights matrix of N × N dimensions was constructed by adapting the contiguity
matrices for county levels from Merryman [29]. The spatial weights matrix by Merryman [29] identifies
all neighboring counties in the U.S. using contiguity matrices. As such, if county i and county j are
neighbors, then the element wij of the matrix W has a value of 1 and a zero otherwise. In addition,
a county is not considered to be its own neighbor (i.e., wii = 0). Given that not all counties are
represented in ARMS and in our study area, we adapt the spatial weight matrix by eliminating the
rows and columns identifying counties outside of our study area. By eliminating the rows and columns
of counties outside of the sample, we avoid forcing non-neighbor counties to become neighboring
counties. For example, if we start with the following matrix with counties A, B, C, D, and neighbors
(A,B), (B,C), (C,D):

Wij =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 1
1 0

0 0
1 0

0 1
0 0

0 1
1 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (7)

and wish to transform the matrix to reflect the counties in our sample, say A and D, we would eliminate
rows 2 and 3, as well as columns 2 and 3 from Wij, ending up with the matrix (Nij) where there are
no neighbors:

Nij =

[
0 0
0 0

]
. (8)

ARMS is not a panel data survey; as such, not all data on contracts are available in both years for
all counties. We control for the unbalanced nature of the dataset by clustering standard errors at the
contract level in a county. Information on the dependent variable, corn contract revenues, came from
the ARMS. We consider as corn contract revenues the total dollar amount received from corn marketing
contracts. Marketing contracts are agreements that determine price and quantities of a product to be
delivered. Agricultural contracts make up a significant portion of U.S. agricultural production [32].
Corn costs represent 50%–70% of operational costs [33]; as such, ethanol plants may prefer to sign
contracts with nearby corn producers as a protection against volatile corn markets and to ensure
a steady processing flow [34]. Hence, we focus on corn contracts. In addition, farm characteristics
such as a diversification entropy index, land tenure, farm size in terms of total assets, farm typology,
operator age, and education also came from ARMS and were hypothesized to affect corn revenues [35].
The diversification entropy index ranges from 0 to 1 and provides a measure of farm diversification [36].
For example, a farm producing only corn would have a diversification entropy index of 0 and a fully
diversified farm would have a diversification entropy index of 1. Specialization in corn production may
lead to gains in economies of scale leading to higher revenues. County level characteristics included
indicators for a farming dependent county, and a rural county index from the U.S. Census. These are
included to control for economic factors affecting corn contract revenues (e.g., more rural counties may
have lower corn contract revenues due to lower wages or lower corn production costs).

Table 1 displays information on the summary statistics of the data used in the model. The average
corn contract revenues in 2015/2016 were $77,851. Among the counties in the sample, 28% have
an ethanol plant and 18% are dependent on farming. Over half of the data (i.e., 56%) is from 2016,
the rest of the observations are from 2015. The interaction term between the time and treatment
dummy variables shows that 15% of the corn contracts in 2016 were in counties with an ethanol plant.
The average farm size, measured as total assets, was about $3.5 million, with 37% of farms having assets
over $3 million. The principal operator was, on average, 54 years old, operated on average a farm size
between an intermediate and commercial farm (i.e., with a farm typology of 2.5), and had, on average,
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some college level education. Farm Typology is split into 1—Family farms, 2—Intermediate Farms,
and 3—Commercial Farms, see Hoppe and MacDonald [37]. There were 629 counties included in
the analysis.

Close to one-third of the observations are in the treated group (i.e., farmers with corn contracts
located in counties with ethanol plants) and two-thirds are in the control group (i.e., farmers with corn
contract revenues in counties without ethanol plants). In order to check for similarities between the
treated and control groups, balancing tests are conducted (see Table 2). Results from the t-tests show
that treatment and control groups had similar characteristics and that the control group was a valid
counterfactual group. Except for operator education in 2015, for all variables, the hypothesis that the
mean of the treatment group is different than that of the control group is rejected at a 5% statistical
significance level. The statistically significant difference in education averages is not an issue since the
averages, when rounded off belong to the same categorical level (i.e., 3).

Table 1. Descriptive statistics.

Variable Definition Mean
Standard
Deviation

Ethanol plant Dummy 1 if the county of farmer has an ethanol plant 0.28 0.45
Time Dummy 1 if observation is in the second year 0.56 0.50

Ethanol plant dummy *
time dummy

Interaction term measuring the
difference-in-differences effect 0.15 0.35

Corn contract revenue Total amount in received in dollars of 2016 $77,851 $126,626
Log corn contract

revenue Natural logarithm of the corn contract revenue 10.41 1.36

Entropy diversification
index

Diversification index defined by ERS-USDA that
ranges between 0 and 1. Higher values

represents higher levels of diversification
0.24 0.11

Land tenure Proportion of owned to total land 0.52 0.56

Land tenure (dummy) 1 if the ratio of the area owned to operated is 0.50
or more 0.45 0.50

Farm size Total assets in 2016 dollars $3,475,695 $5,455,123
Farm Size (dummy) 1 if the total assets are greater than 3 million 0.37 0.48

Operator age Age of the operator in years 54.08 13.26
Operator education Operator education in categories from 1 to 4 2.96 0.86

Farm Typology Farm classification developed by the USDA
ranging from 1-3 2.48 0.78

Farming dependent
county

Based on U.S. Census Economic dependency
index, where 1 if county is farming dependent 0.18 0.38

Low employment county Index defined by the U.S. Census. It equals 1
when it is a low employment county 0.00 0.03

Urban-rural
county index

Index defined by the U.S. Census ranging from
1–9. Higher numbers represent more

rural locations
5.28 2.36

Number of observations Number of corn contracts 3003
Number of clusters Number of distinct counties 629

Notes: DID: Difference-in-difference. Farm size and tenure dummies were used in the estimation instead of the
continuous variables because it produced a more robust model. Farm Typology is split into 1—Family farms,
2—Intermediate Farms, and 3—Commercial Farms. Operator education is split into 1—less than high school
diploma, 2—High School, 3—Some college (includes associates degree) and, 4—4-year college graduate and beyond.
The average corn contract price was $3.81.
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Table 2. Balancing tests: p-values and averages.

Variable
2016 (Average)

P-Value
2015 (Average)

P-Value
Control Treatment Control Treatment

Entropy 0.23 0.25 0.15 0.23 0.24 0.32
Land tenure 0.51 0.45 0.20 0.53 0.57 0.47

Farm size $3356 $3714 0.27 $3277 $3768 0.14
Operator age 52 54 0.40 54 56 0.13

Operator education 2.93 2.96 0.73 3.06 2.88 0.03
Farm Typology 2.53 2.66 0.14 2.41 2.49 0.38

Farming dependent county 0.20 0.17 0.34 0.20 0.13 0.08
Urban-rural county index 5.28 5.25 0.88 5.27 5.54 0.21

Observations Control Treatment

Number of corn contracts 2118 885
Percentage of contracts in each group (%) 71 29

Note: Control group are counties without an ethanol plant while treated group are counties with an ethanol plant.

3. Results and Discussion

Non-spatial and spatial difference-in-differences models are estimated to analyze whether farmers
located in the same county or adjacent to counties with ethanol plants incur additional corn revenues
than those located in counties without an ethanol plant. Estimation results of the non-spatial and
a spatial difference-in-differences (DID) models are presented in Table 3. Both models have an R2 of
0.35, meaning that they explain 35% of the variation (i.e., the distance between the actual value and
the mean). The presence of misspecification and omitted variable bias were tested for and rejected
at a 5% statistical significance level. The standard errors are larger than standard errors produced
by an ordinary least squares regression due to the clustering of the standard errors. The non-spatial
and a spatial difference-in-differences (DID) models provided coefficients of similar magnitudes
and of the same sign. In the spatial DID model, the coefficient associated with the spatial weight
matrix and treatment dummy and the time dummy (Wdt) was statistically significant, meaning
that the model did not revert to the non-spatial DID model [25]. Additionally, not controlling for
the spatial treatment correlation would have rendered the treatment estimate of the non-spatial
difference-in-difference model biased and inconsistent [25]. Since the dependent variable, corn revenue,
was logged, the coefficients displayed in Table 3 are interpreted as the percentage change in corn
revenue (e.g., if the farm is intermediate its corn revenue would be 33% higher than that of a small
farm).

The difference-in-differences (DID) effect in both the non-spatial and spatial model were not
statistically significant, indicating that we were unable to find a statistically significant impact from
ethanol plants on corn contract revenues in their host counties (Table 3). The DID effect of the
non-spatial difference-in-differences model is equivalent to the average treatment effect of the spatial
difference-in-differences model. The average direct (ADTE) and average indirect (AITE) treatment
effects of the spatial difference in differences model are displayed in the bottom section of Table 3.
In the spatial model, ADTE was not statistically significant, but AITE was, meaning that ethanol plant
siting has positive spillover effects onto adjacent counties (Table 3).

The results show that the higher revenues observed in counties with an ethanol plant are due
to factors other than the presence of an ethanol plant. These may be counties with an excess supply
of corn and hold a competitive advantage over corn production. These results eco the findings
of Sarmiento et al. [8] and Lambert et al. [9] that find that the site selection of an ethanol plant is
predominantly based on feedstock availability. Another possible explanation for our results is that
farmers in these counties may also have lower bargaining power and be willing to accept a lower
corn contract price, making up for their losses by increasing the quantity of corn supplied. Factors
related to the farm business and the county have a statistically significant impact on local corn contract
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revenues. Farms with over three million dollars in assets received 65% more in corn revenues than
those with smaller assets. Intermediate farms (those with sales up to $249,999) had 33% higher corn
revenues than small family farms, while commercial farms (those with sales of $250,000 or more)
earned 123% more in corn revenues than small family farms (for information on the farm typology,
see Hoppe and MacDonald [37]). This difference in revenues may be a result of economies of scale in
corn production. Given that ethanol plants are more likely to locate in regions with higher corn yields
and with more areas of corn production [8], results seem to indicate that these regions are the ones
attracting ethanol plants.

Table 3. Non-spatial and spatial difference-in-differences (DID) estimation results with treatment being
counties with an ethanol plant from 2015 to 2016.

Log Corn Contract Revenue

DID OLS DID Spatial
Coefficient Standard Error Coefficient Standard Error

Time dummy −0.019 0.110 −0.071 0.117
Ethanol plant dummy −0.032 0.127 −0.034 0.127

Interaction of weight matrix
with treatment and time

dummy (Wdt)
0.010 ** 0.004

Ethanol plant dummy * time
dummy 0.162 0.185 0.155 0.183

Entropy −0.585 0.536 −0.605 0.528
Tenure dummy −0.455 *** 0.111 −0.460 *** 0.111

Farm size dummy 0.652 *** 0.086 0.650 *** 0.086
Intermediate farm 0.334 ** 0.157 0.332 ** 0.155
Commercial farm 1.226 *** 0.147 1.228 *** 0.147

Operator Age 0.002 0.005 0.002 0.005
Operator education −0.048 0.054 −0.050 0.053
Farming dependent 0.060 0.127 0.056 0.127

Urban-rural county index 0.045 * 0.023 0.044 * 0.024
Low employment county 1.100 *** 0.155 1.096 *** 0.153

Constant 9.408 *** 0.456 9.444 *** 0.450

Average direct treatment effect (ADTE) 0.155
Average treatment effect (ATE) 0.187
Average indirect treatment effect (AITE) 0.032**

Number of observations 3003 3003
R2 0.35 0.35

Counties 629 629

Notes: * 10%, ** 5%, and *** 1% levels of statistical significance. Standard errors are clustered at the county level.
DID effect is equivalent to the average direct treatment effect (ADTE) in the spatial model. Wdt is the coefficient
associated with the interaction of the weight matrix with the treatment and time dummy.

Farmers that owned over 50% of the land they operated received 46% less in corn revenues than
those that operated mostly on rented land. This difference may be due to rental rates pressuring
farmers that lease farmland to be more profitable [38]. Entropy, operator’s age, and education did
not have a statistically significant effect on local corn contract revenues. County characteristics also
help explain the difference in revenues received by farmers. Corn revenues were higher in more rural
locations. For instance, a change in the urban–rural index from 5 to 6 was associated with a 5% increase
in corn revenues. This is likely a result of lower rental rates in less urban areas [39] and less off-farm
jobs opportunities [40]. Lower rental rates may allow farmers to operate at a larger scale, and the lack
of off-farm job opportunities may offer farmers more time to dedicate to farming. The positive effects
from county characteristics (e.g., low employment county and urban-rural county index) aligned with
farmers and farm characteristics may point to these counties with ethanol plants having a competitive
advantage on corn production with respect to other counties.
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The AITE shows that farmers in counties adjacent to counties with ethanol plants experienced
an increase of 3% in their corn contract revenues (Table 3). A possible explanation for the positive effect
on neighboring counties could be the expansion of corn production into these counties. This situation
was, in fact, experienced in Brazil. During the 21st century sugarcane production expanded from the
state of Sao Paulo, the leading state in ethanol and sugar production, to counties that bordered the
state [41,42]. Farmers switched from grain and livestock production to sugarcane expanding sugarcane
production to adjacent counties [41,42]. The size of the effect on corn contract revenues in adjacent
counties resembles the changes in corn acreage found by Li et al. [43] due to increases in ethanol
production capacity. The authors find that an increase in ethanol capacity can lead to a 3% increase
in corn acreage. They also argue that corn price changes have little effect on corn acreage. As such,
the benefits from being adjacent to counties with ethanol plants come from increases in the quantity of
inputs sold and not from changes in prices, as Figure 2a,b indicate.

Costs associated with feedstock supply may influence the location of an ethanol plant, as such,
observed ethanol plants may not be randomly assigned [24]. We repeated the analysis using
instrumental variables for the endogenous variables: Ethanol plant dummy and ethanol plant
dummy * time dummy. Similar to Miao [13] we use the ethanol production capacity aggregated at the
state level. Although the state ethanol production capacity is correlated with the county-level ethanol
production capacity, the state level is not dependent on the capacity of a single county [13]. We also
use as instruments the interaction between the time dummy and the state ethanol production capacity
and the U.S. Census index for low employment county in 2000. Information on the state ethanol
production capacity comes from the Energy Information Administration [44]. Given the increase in the
number of biofuel refineries since 2000 and the time it takes for a plant to be built and put into service,
the general economy of the county in 2000 would influence an ethanol plant siting. Lower employment
opportunities could mean lower labor costs for the ethanol plant. The index is not, however, expected
to influence farmers’ revenues in the years of 2015 and 2016 for the decision to grow corn can be made
in a shorter time period (i.e., an annual decision). The results using the instrumental variables are
similar to those in Table 3. The DID effect continues to be statistically insignificant and the statistically
significant coefficients have the same signs and are similar in magnitude (Tables 3 and 4).

Table 4. Results from the two stage least square estimation for the years 2015 to 2016.

Log Corn Contract Revenue

Coefficient Standard Error

Time dummy −0.204 0.504
Ethanol plant dummy 1.248 1.465

Ethanol plant dummy * time dummy 1.030 1.606
Entropy −0.579 0.597

Tenure dummy −0.393 *** 0.134
Farm size dummy 0.488 *** 0.150
Intermediate farm 0.349 * 0.201
Commercial farm 1.279 *** 0.184

Operator age −0.001 0.005
Operator education −0.038 0.067
Farming dependent 0.102 0.226

Urban-rural county index 0.029 0.036
Constant 9.235 *** 0.611

Kleibergen-Paap rk Wald F statistic 9.127
Hansen J statistic 1.966

0.161
RMSE 1.36

Number of observations 3003
Counties 629

RMSE are the root mean squared errors. P-values are in the brackets. Standard errors are clustered at the county
level. Instrumental variables are ethanol production capacity at the state level, the interaction between the time
dummy and the state level ethanol production capacity, and the index for low employment county from the 2000
U.S. Census. Hansen J statistic test of the validity of over-identifying restrictions does not reject the null hypothesis
that instruments are exogenous. The Kleibergen–Paap test is close to 10 and may indicate a good instrument [45].
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The lack of an effect of ethanol plant location on local corn contract revenues supports ideas
presented in other studies as to: (1) Other drivers rather than ethanol plant location affect changes in
planted corn acreage [10]; (2) effects of the ethanol plant location may be temporary, dissipating in
months [4] and as such would not be captured in this model; (3) counties with higher specialization in
corn production attract a new ethanol plant [8]; or (4) there are no corn price premiums in counties
with an ethanol plant [2]. It is important to highlight that our results are limited to revenues from corn
contracts. We focused on this form of procurement since it has been shown to be an advantageous and
main form of procurement of feedstock used by ethanol plants [46]. As such, our results may not be
expanded to interpret the effects on other corn markets (i.e., spot markets). We leave this analysis to
future studies.

4. Conclusions

The impact of ethanol plants on corn prices and corn acreage has been the topic of various studies.
This study investigates a phenomenon observed between counties with ethanol plants and those
without ethanol plants. That is, the average corn revenues in counties with an ethanol plant are higher
than in counties without, at similar corn prices. Non-spatial and spatial difference-in-differences
models are estimated using ARMS data. The models account for changes over two-years in corn
contract revenues and estimate the impact of ethanol plants on local corn contract revenues. The effect
from the presence of ethanol plants on the corn contract revenues in their counties was inconclusive.
The higher revenues observed are probably due to factors related to the operator (i.e., capital and
tenure), size of the operation, and characteristics of the county. Results suggest that ethanol plants
may be located in areas with competitive advantage in corn production (i.e., areas specialized in corn
production and with higher corn yields). While we do not see a statistically significant impact from
ethanol plants on corn revenue in the county where the ethanol plant is located, we do see a positive
impact in adjacent counties. It is likely that although the county where the ethanol plant is located
may have a competitive advantage in corn production, its neighbors may not. As such, neighboring
counties face gains in revenues with the location of the ethanol plant.
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Abstract: Ammonia loss resulting from land application of liquid animal manure varies depending
on the composition of the manure and the method used to apply manure to cropland. High levels of
ammonia volatilization result in an economic loss to the farmer based on the value of the nitrogen
and have also been shown to be a source of air pollution. Using irrigation as a method of applying
liquid manure to cropland has generally been accepted as a method that increases the volatilization of
ammonia. However, only three studies available in the literature measured the amount of ammonia
lost during the irrigation process. Only one of the three studies concluded that ammonia loss during
irrigation was significant. A pooled statistical and uncertainty analysis of the 55 available observations
was performed to determine if ammonia loss occurred during irrigation of animal manure. Data
on the total solids content of the manure were also included as an indicator of evaporation losses.
Volatilization losses during irrigation were not found to be statistically significant, and evaporation
losses were small, 2.4%, and agreed with previous studies on irrigation performance. Furthermore,
the range of ammonia loss reported in previous studies was determined to be within the errors
associated with the measurement of total ammoniacal nitrogen concentrations and the calculation of
per cent differences.

Keywords: ammonia loss; land application; manure management; irrigation

1. Introduction

Ammonia loss to the atmosphere following manure application contributes to air pollution and
is a loss of valuable fertilizer nitrogen. Broadcast application of liquid or slurry manure without
incorporation can result in ammonia losses ranging from 11% to 70% of applied total ammoniacal
nitrogen (TAN = NH4

+-N + NH3-N) [1,2]. A review of the literature by Meisinger, and Jokela [3]
indicated that the main factors that determine the magnitude of ammonia loss were the total solids
content of the manure (TS, %), the amount of time that elapsed following an application before
incorporation into soil or rainfall, and whether the manure was applied to bare soil or a crop. In
general, application of manure with a low TS (1% or less) to bare soil resulted in the lowest ammonia
loss since a greater portion of the TAN in the manure infiltrated into the soil with water instead of
remaining on the surface.

Several land application practices have been shown to reduce or nearly eliminate the ammonia
losses associated with a broadcast application of slurry of manure (6% to 10% TS). The most common
approaches were to use methods that provided incorporation into the soil using light tillage on the day
of manure application, direct sub-surface injection of manure, use of implements that provided some
means of immediate incorporation, or spreading of manure in bands [4–6]. The reduction in ammonia
losses as compared to a surface application of manure varied from 30% for incorporation of manure on
the same day to 98% for sub-surface manure injection. Many of the banding techniques (e.g., towed
hose or shoe) provided ammonia loss reductions of 30% to 70% on grasslands [2,4,6].

Sustainability 2019, 11, 6168; doi:10.3390/su11216168 www.mdpi.com/journal/sustainability101
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Sprinkler irrigation of liquid animal manure onto crop, forage, or pasture land to recycle plant
nutrients is a common practice in many regions of the United States. The practice is most common on
dairy and swine farms that use large amounts of water to remove manure from the animal housing
area on a daily (flush) or weekly basis (pit-recharge). Liquid manure from the buildings is treated
and stored prior to reuse for manure removal from the animal housing area. Treatment systems can
be configured in a variety of ways with the two most common being treatment in a single anaerobic
lagoon and one or more stages of solid-liquid separation followed by a treatment lagoon. In some
cases, two or more treatment lagoons are used in series to provide a higher level of biological treatment.
Irrigation is the favoured method of liquid manure application due to lower labour cost, energy cost,
reduced soil compaction, and higher speed of application as compared to application using a tractor
and tank-type spreader [7] (p.99). The primary disadvantages of using irrigation equipment to land
apply liquid manure are the high initial investment, the potential for increased odour generation,
and the possibility of spraying manure outside the field onto a road or a neighbour’s property. Proper
design and operation of the irrigation equipment can minimize issues of over-spray to areas outside
the field that is intended to be fertilized.

Unlike other methods of manure application, ammonia loss can potentially occur between the
time the liquid exits the nozzle and lands on the soil or crop, that is during the irrigation process,
and after the manure is applied to the ground. In one study, lagoon water with a TS of 0.57% or less
resulted in ammonia losses of 0.4% to 3.6% of the TAN applied following application by irrigation [8].
These results suggest that most volatilization of ammonia occurred after manure was applied to the
ground, and that irrigation of treated liquid manure (lagoon supernatant) facilitated the reduction in
ammonia loss as compared to a broadcast of untreated liquid manure with a higher solids content. In
some extension publications (e.g., [8], p. 99), and in a few research articles [9–11] it has been asserted
that using traveling gun or centre pivot irrigation to apply manure to cropland increased the amount of
ammonia volatilized to the air as compared to broadcast without incorporation. Westermann et al. [10]
reported ammonia losses of 5.7% of the total ammoniacal nitrogen on the average with maximum
losses of 24% when using a traveling gun to apply liquid swine manure. A previous study by Safley
et al. [11] reported average ammonia losses of 2.9% to 4.9% of TAN applied when concentrations
of the irrigation source was compared to concentrations in the manure obtained from containers on
the ground used to catch the irrigated manure. When the data were analysed to make an estimate
that included what was termed evaporation and drift they reported ammonia losses as high as 37%
of the TAN contained in lagoon effluent [11]. Earlier work by Welsh [12] that also compared TAN
concentrations in irrigated and ground collected samples concluded that volatilization losses during the
irrigation of dairy slurry, liquid swine manure, and effluent from an oxidation ditch were insignificant.
A more recent study by Montes [13] agreed with Welsh [12] and concluded that ammonia loss did not
occur during sprinkler irrigation of swine lagoon water. However, the three studies that indicated
that additional ammonia loss occurred during irrigation [9–11], along with endorsement of the idea in
some cooperative extension literature [7] has led to a general acceptance of the idea that, regardless
of the level of manure treatment implemented on a farm, using irrigation as a method to land apply
liquid manure increased ammonia volatilization to the atmosphere and was to be avoided.

The level of physical (solid–liquid separation) and biological treatment (anaerobic lagoon or
biological N removal) used prior to land application of dairy and swine manure has been shown to
have a significant impact on the concentration of total solids, TAN, and the total Kjeldahl nitrogen
(TKN = TAN + Organic-N) as shown by the data from several case studies provided in Table 1.
Significant reductions in the TAN concentration reduced the mass of ammonia that could be lost during
irrigation. The reduction in TS was also accompanied by a reduction in volatile solids which was often
associated with a reduction in odour. Data from a dairy facility that used two stages of solid–liquid
separation followed by a treatment lagoon resulted in 93% lower TS content and 54% lower TAN
concentration than the manure flushed from the animal housing area [14]. Experiments were also
performed to show that application of a polyacrylamide polymer (PAM) to screened dairy manure
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prior to settling could provide TS and TAN concentrations for the separated liquids that were similar to
those achieved by lagoon treatment [14]. Treatment of swine manure in a single stage lagoon yielded
a 75% reduction in TS concentration and a 69% reduction in TAN [15] as compared to untreated manure
from the building. An advanced manure treatment on a swine farm that included chemically enhanced
solid-liquid separation followed by biological treatment for nitrogen (nitrification and denitrification)
and chemical treatment for phosphorous provided a 66% reduction in TS and a 96% reduction in
TAN as compared to untreated manure [16]. In addition, comparison of surface water and agitated
lagoon sludge and liquids from dairy and swine lagoons in South Carolina [17–20], California [21],
Kansas [22], and Texas [23] indicated that lagoon treatment provided significant reductions in TS and
TAN concentrations as compared to untreated manure. The highest TS and TAN concentrations shown
in Table 1 were for lagoons located in regions of the USA with a dry climate [21–23] where evaporation
tends to increase the concentrations due to loss of volume in the treatment system.

Table 1. Example concentrations of total solids (TS), total Kjeldahl nitrogen (TKN), total ammoniacal
nitrogen (TAN), and TAN/TKN for liquid dairy and swine manure as removed from buildings and
after various levels of treatment.

Description
TS
(%)

TKN
(mg/L)

TAN
(mg/L)

TAN/TKN
(%)

Multi-stage treatment on a dairy farm [14]
As removed from animal housing 3.8 1433 661 46

After solid-liquid separation by screening 1.5 729 359 49
After gravity settling 1.1 703 399 57

After lagoon treatment—surface liquid 0.27 373 303 81
After screening and gravity settling with polymer
(250 to 400 mg polyacrylamide polymer (PAM/L)) 0.26–0.43 374–481 272–247 73–51

Single-stage lagoon treatment on a swine finishing
farm [15]

As removed from animal housing 2.0 2397 1666 70
After lagoon treatment—surface liquid 0.50 760 520 68

Advanced multi-step treatment on a swine
finishing farm [16]

As removed from animal housing 2.9 2007 1251 62
After polymer enhanced solid–liquid separation 1.4 1414 1190 84

After biological N treatment (nitrification and
denitrification) 0.95 121 103 85

After phosphorus treatment 0.97 83 43 52

Effluent from treatment lagoons
Dairy—surface water [17,21] 0.60–0.85 599–670 360–383 54–64

Dairy—agitated sludge and liquids [19–21,23] 4.0–7.5 918–2565 138–434 15–17
Swine—surface water [18,22] 0.37–1.3 576–1852 408–1506 71–87

Swine—agitated sludge and liquids [18,20] 2.2–3.7 960–2012 393–467 20–49

The TAN concentration is not the only factor that determines the amount of ammonia that could
be lost during irrigation of liquid manure since only the fraction of total ammoniacal nitrogen that
is in the ammonia form can be volatilized. The percentage of the TAN in the ammonia form has
been shown to be a function of pH and temperature [24,25] as shown in Figure 1. Most liquid animal
manure has a pH in the range of 7.0 to 8.0. Therefore, at a temperature of 25 ◦C the percentage of
TAN in the ammonia form is in the range of 0.6% to 5.4%, Figure 1a. For liquid manure with a pH of
8.0, the percentage of TAN that could be lost as ammonia gas ranges from 5.4% at 25 ◦C to 13.4% at
40 ◦C, Figure 1b. The practical upper limit for ammonia loss as a percentage of TAN applied is 10%
since most manure is not spread to fertilize cropland during hot weather. An ammonia loss of 10%
during irrigation of liquid animal manure would require all ammonia in the liquid manure to be lost
from the time it exits the sprinkler nozzle and before it strikes the ground. Therefore, ammonia losses
during irrigation greater than 10% of the applied TAN in liquid manure were judged to be unlikely
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and nonhomogeneity in the liquid manure, or uncertainties in measurement or calculation may have
confounded some of the observations.

     (a)     (b) 

Figure 1. Impact of pH (a, temperature held at 25 ◦C) and temperature (b, pH held at 8.0) on the
fraction of total ammoniacal nitrogen (TAN = NH4

+-N + NH3-N) in ammonia form for liquid animal
manure (adapted from Denmead et al. [24] and Zhang [25]).

Only three studies [11–13] were found that had the quantification of ammonia loss during irrigation
as a primary objective, and only one study concluded that ammonia loss was significant [12]. Only one
of these studies [13] included statistical and error analyses. Therefore, the objective of this study was
to perform a pooled statistical analysis of the available data related to ammonia volatilization and
evaporation losses during sprinkler irrigation of liquid animal manure.

2. Materials and Methods

A summary of the available data on ammonia volatilization loss during irrigation of liquid
animal manure is presented in Table 2. Ammonia volatilization losses were calculated from the data
reported by the authors based on the difference between the irrigated ([TANI]) and ground collected,
([TANG]) concentrations of total ammoniacal nitrogen. Ammonia losses, as a percentage of TAN
applied ([TANI]), ranged from −33% to 26%, and the mean ammonia loss ranged from −2.5% to 13%
across all studies shown.

The values of pH reported in these studies ranged from 7.1 to 8.6 with an average of about 7.7.
Data were not provided on air temperature or wind speed in these studies. Some of the pH values
reflect an increase in pH during irrigation [11] while others simply reported a range. Comparison of
the mean pH of 7.7 with the relationships provided in Figure 1 indicated that the fraction of the TAN
in the ammonia form was in the range of 6% to 10%. Therefore, if all ammonia was lost as the liquid
travelled through the air the ammonia loss would be 10% or less of the TAN applied.

Negative ammonia loss values implied that TAN concentrations increased during irrigation.
This was only possible if evaporation of water was substantial. Overall, the data indicated that a
significant amount of uncertainty in the quantification of ammonia losses existed. The factors that have
been proposed to affect the magnitude of ammonia loss from the time manure exited the sprinkler
nozzle until it was collected in containers on the ground include air temperature, relative humidity,
irrigation operating pressure, drop diameter, spray velocity, TAN content of the irrigated material,
and pH [9,24,26,27]. These factors have been suggested as the cause of the variability in measuring
ammonia volatilization losses. However, most of the authors did not report data on these factors or
perform an error analysis on their data collection procedures.
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Table 2. Summary of available data on volatilization losses during sprinkler irrigation of liquid
animal manure.

Description and Source
Irrigated TAN

(ppm)
Irrigated TS

(%)
pH

Ammonia Loss (%
of TAN Applied)

n

Big Gun: Dairy, Beef
(treated), Swine [12] 11 to 850 0.28 to 8.39 7.4 to 7.9 −2.5 (−12.4 to 9.8) 5

Centre Pivot: Swine [11] 299 to 327 0.14 to 0.17 7.4 to 7.5 4.9 (−2.1 to 18.4) 12
Big Gun: Swine [11] 214 to 510 0.11 to 0.37 7.1 to 7.7 2.9 (0.5 to 9.4) 6
Big Gun: Swine [10] NR 1 NR NR 5.7 (−5.0 to 24) 3
Solid Set: Swine [9] 53 NR NR 13 NR
Solid Set: Swine [13] 110 to 1183 0.04 to 0.57 7.6 to 8.6 0.3 (−33 to 26) 32

1 NR = not reported.

In the investigation by Welsh [12], samples were taken from the storage or treatment structure
before irrigation and from samples collected from several containers of unknown diameter on the
ground following the irrigation event. The difference in average TAN concentration from the source
and the containers was used to estimate NH3-N loss that occurred between the time the manure exited
the nozzle and when it struck the ground. This study, conducted in Minnesota, included four different
liquid manure types with very different characteristics as was reflected by the large range in total
solids and TAN concentrations, Table 2. The average ammonia loss was −2.5% and was reported as
not significantly different from zero [12].

Safley et al. [11] studied ammonia losses during irrigation of swine lagoon supernatant using
centre pivot and traveling gun irrigation equipment in North Carolina. Ammonia losses were estimated
by calculating the difference in TAN concentration between samples taken from the top 0.6 m of depth
in the lagoon, and samples taken from liquid caught on the ground during irrigation using rain gauges
with a diameter of 95 mm. The TAN concentration difference between irrigated and ground collected
samples in the data presented by Safley et al. [11] ranged from −2.1% to 18.4% with a mean of 2.9% for
the large bore sprinkler (big gun) and 4.9% for the centre-pivot.

Montes [13] collected ammonia volatilization data for sprinkler irrigation from two swine lagoons
in South Carolina. Montes collected irrigated lagoon water samples from a sampling port in the
irrigation pipe on the discharge side of the irrigation pump. The ground collected samples were the
composite of samples collected in 8 locations within the irrigated plots using short plastic containers
with a diameter of about 152 mm.

The studies by Westermann et al. [10], and Sharpe and Harper [9] did not include all the data
required to be included in the present study and were excluded. All data included in the analysis are
tabulated in Appendix A.

The data from the studies by Welsh [12], Safley et al. [11], and Montes [13] were pooled into
common linear regression analyses. The quantities that were included were concentrations of TS, TAN,
and TKN. The change in TS between the irrigated and ground collected samples was included to
provide a measure of evaporation loss. Both TAN and TKN were included since a significant reduction
in TAN or loss of water by evaporation during irrigation would be expected to result in a change
in TKN.

3. Results and Discussion

Pooled linear regression analyses were performed for the irrigated and ground collected
concentrations of TAN, TKN, and TS. The least-squares best fit for each constituent was represented by
the following equation form:

[CG] = b [CI] (1)

where: [CI] = the concentration of TAN, TKN, or TS in the irrigated manure; [CG] = the concentration
of TAN, TKN, or TS in the manure collected on the ground; and b = the slope of the line.
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The y-intercept in Equation (1) was set to zero because it was impossible for the concentration of
TAN, TKN, or TS in the manure collected from containers on the ground, [CG], to have a value greater
than zero if the corresponding concentrations in the irrigated manure, [CI], were zero. Therefore,
the analysis was performed to force Equation (1) through the origin and force all error into the value of
the slope, b.

An analysis of variance (ANOVA) was performed for each regression [28]. The slope of the
equation, b, was compared to 1.0 using a t-test at the 95% confidence level since a slope of 1.0 represented
no change in concentration during irrigation. Correlations for irrigated versus ground collected TAN,
TS, and TKN concentrations are provided in Figure 2. The results for the three analyses of variance are
given in Table 3.

 
(a) (b) 

 
(c) 

Figure 2. Comparison of irrigated and ground collected concentrations of TAN (a), TS (b), and TKN (c)
for irrigated manure.

Table 3. Results of the analysis of variance of the regression using Equation (1) for comparison of
irrigated and ground collected concentrations of TS, TAN, and TKN (n = 55, residual degrees of freedom
= 54).

Irrigated Concentration R2 b SE b 1 C.I. (b) 2 SE y 3

[TSI], 0.04% to 8.39% 0.9991 1.024* 0.004 ± 0.008 0.046 %
[TANI], 11 to 1183 ppm 0.9844 0.9999 0.010 ± 0.021 39.3 ppm

[TKNI], 128 to 3900 ppm 0.9915 0.9846 0.009 ± 0.018 56.0 ppm
1. Standard error of b. 2. 95% confidence interval about b. 3. Standard error of the y-estimate. * Significantly different
from 1.0 at the 95% level.

3.1. Influence of Irrigation on TAN—Ammonia Loss

The effect of the irrigation process on the TAN concentration of liquid animal manure is shown
in Figure 2a, and the slope of the regression line was not significantly different from 1.0 at the 95%
level (Table 3). As a result, the pooled analysis of 55 observations indicated that ammonia volatilization
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loss during irrigation was not statistically significant for manure with TS ranging from 0.04 to 8.39%
TS, and TAN concentrations ranging from 11 to 1183 ppm.

The differences between TAN concentrations in irrigated and ground collected samples ([TANI] –
[TANG]) were sometimes negative as indicated in Table 2 and Figure 2a. Since the statistical analysis
indicated that the concentrations were not significantly different these negative values were due to the
uncertainty, or lack of accuracy, in the measurements of TAN concentration.

The procedure to determine TAN concentration for irrigated and ground collected samples
included the following potential sources of error: nonhomogeneity of the liquid manure, sampling in
the field, sub-sampling in the laboratory to prepare aliquots for chemical analysis, and execution of the
chemical analysis procedures. Each step had an associated error that contributed to the overall error in
determining TAN concentration.

An estimate of the magnitude of overall error in determining TAN was made based on the
variability in TAN concentration of samples taken from similar materials and conditions. The estimate
of uncertainty in TAN measurements was based on the pooled variance of 965.3 (ppm)2 based on 62
observations of TAN provided by Montes [13]. The estimate of uncertainty in TAN concentration was
the pooled standard deviation of ± 31.1 ppm.

Calculation of the volatilization loss in per cent required taking the difference between the irrigated
and ground collected concentrations. The uncertainty in the difference between two measured values
was estimated as [29,30]:

u(a−b) =

√
(ua)

2 + (ub)
2 (2)

where: u(a−b) = uncertainty in knowing the difference between a and b; ua = uncertainty in measuring
a; and ub = uncertainty in measuring b.

Using Equation (2) and the defined uncertainty for TAN (± 31.1 ppm), the uncertainty in per cent
difference in concentrations between irrigated and ground collected samples (U ΔTAN) was estimated as:

U ΔTAN = (± 44 ppm ÷ [TAN I]) × 100. (3)

The uncertainty interval for TAN loss defined by Equation (3) is plotted in Figure 3 with all
the data included in the present study. These results indicated that volatilization losses were well
distributed about the line of zero difference. Ten of the 55 data points were not contained within
the uncertainty interval for TAN. These results support the statistical conclusion and indicate that
volatilization losses were not significant within the errors induced by calculation of a per cent loss and
the errors associated with measurement.

Figure 3. Comparison of the change in total ammoniacal nitrogen concentration during irrigation with
the uncertainty associated with the calculation of per cent differences (± U ΔTAN, Equation (3)).
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3.2. Influence of Irrigation on TS—Evaporation Loss

The correlation results between the ground collected and irrigated concentrations of total solids
were given previously in Figure 2b and Table 3. A t-test on the slope for the TS relationship indicated
that a slope of 1.024 was significantly different from 1.0. Therefore, evaporation during irrigation
increased the TS of the ground collected sample by 2.4%. Both empirical and modelling studies have
observed evaporation losses during irrigation in the range of 1.0% to 3.5% [31,32]. The observation
from this study agreed with the literature.

3.3. Influence of Irrigation on TKN

Total Kjeldahl nitrogen is the sum of TAN and organic nitrogen. Therefore, the TKN concentration
in the ground collected sample would be expected to be slightly higher, giving a slope greater than 1.0,
even if ammonia volatilization did not occur due to small, but significant, evaporation losses. However,
the correlation analysis summarized in Figure 2c and Table 3 indicated that the TKN concentrations
were not significantly influenced by irrigation at the 95% level. It appears that the uncertainties
associated with measuring TKN concentrations, similar to those discussed for TAN, overshadowed the
impact of the small amount of evaporation that was observed.

3.4. Comparison of the Ammonia Loss Results with Efforts to Include Evaporation and Drift

Safley et al. [11] attempted to incorporate the influence of evaporation and drift into the estimation
of ammonia losses during irrigation using a centre pivot equipped with impact sprinklers. They
reported that the ammonia losses during irrigation of lagoon supernatant ranged from 13.9% to 37.3%
of TAN applied if evaporation and drift were included. However, their concentration data indicated
that volatilization losses averaged 4.9% for 12 observations (Table 2). The irrigate-catch technique to
estimate volume loss during irrigation was used by Safley et al. [11]. The error in the irrigate-catch
technique was described as a recovery error (RE) defined as [31]:

RE = [ 1 − (AG/AI)] × 100 (4)

where: AG =measured application depth (cm); AI = application depth (cm) based on flow measurements
in the main irrigation pipe and the application area; and (AG /AI) = fraction of the actual irrigation
depth (AI) recovered in containers on the ground.

Safley et al. [11] incorporated Equation (4) in their calculation of ammonia loss (TAN LOSS) during
irrigation as:

TAN LOSS = (1 − (AG/AI) ([TANG]/[TANI])) × 100. (5)

If one notes that the irrigation depths in Equation (5) are for the same application area, the equation
was an attempt to observe ammonia loss based on the mass of TAN collected on the ground versus the
mass of TAN irrigated. Results obtained by this technique need to be interpreted with caution since
all errors in (AG/AI) were counted as an irrigation recovery error (Equation (4)). The recovery error
defined in Equation (4) included the following effects: (1) collection error, EC; (2) error due to the lack
of uniformity of the irrigation system, EU; and (3) error caused by evaporation loss, EE.

The collection error, EC, was caused by liquid that drifted away from the collection containers,
liquid that struck the collection containers but was not trapped, liquid lost by splashing out of the
collection containers, and evaporation from the collection containers. A collection error related to the
type of container used was explicitly measured by Kohl [33]. Kohl showed that the collection error for
76 mm diameter, funnel-type rain gauges (typical height of 304 mm) ranged from 85% at an application
rate of 0.09 cm/h to 12% at a rate of 0.94 cm/h when compared to a precise collecting device (EC ≈ 0).

The error induced by lack of uniformity, EU, was directly related to the design of irrigation
equipment, and the number and distribution of collection containers used to capture the spray. Centre
pivot irrigation equipment typically provides an application uniformity that varies from 70% to
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90% [34]. For design purposes, 80% is typically used as the application uniformity which yielded an EU
of 20% [34].

Evaporation error from sprinkler spray, EE, depended on system pressure and droplet size, and has
been observed to be small when compared with the effects of irrigation uniformity [31]. Empirical and
modelling studies have shown that evaporation losses from irrigation systems varied from 1.0% to
3.5% [31,32]. The value used for EE in the present analysis was 2.0%.

The recovery error was estimated from the three common sources of irrigation calibration error to
provide an independent estimate of the recovery error that was previously defined in Equation (4).
This independent estimate of recovery error, RE, was calculated as [29,30]:

RE =

√
(EC)

2 + (EU)
2 + (EE)

2. (6)

Safley et al. [11] used 95 mm rain gages to measure the application depth, AG, from a centre pivot
irrigation system with an average application rate of 1.1 cm/h. Assuming a collection error of 12%,
a uniformity error of 20%, and an evaporation error of 2% in Equation (6) yielded a recovery error (RE)
of 23% for a centre pivot irrigation system. Evaporation from the sprinkler spray accounted for only
0.7% of the total recovery error while uniformity error contributed 73%.

Setting RE equal to 23% in Equation (4) and solving for (AG/AI) indicated that one would expect
to recover 0.77 AI for a typical centre pivot irrigation system. The average fraction recovered observed
by Safley et al. [11] was 0.77 indicating that their centre pivot performed as expected. Safley et al. [11]
erroneously attributed the 23% recovery error, to evaporation and drift losses during irrigation.

As shown in Table 2, the average TAN loss for Safley’s center pivot study was 4.9%, which sets
([TANG]/[TANI]) equal to 0.951, and the mean value of (AG/AI) was 0.77. As a result, the average
TAN loss reported by Safley et al. [11] using Equation (5) was 26.8%. However, most of the average
ammonia loss predicted using Equation (5) was due to volume collection error in the irrigate-catch
technique and not evaporation and drift as assumed by Safley et al. [11].

4. Conclusions

Ammonia volatilization data from three independent studies [11–13] were pooled to determine if
ammonia loss was significant during irrigation of liquid animal manure. The concentrations of TAN
in the irrigated manure ranged from 11 to 1183 ppm. The corresponding range of total solids in the
irrigated manure ranged from 0.04% to 8.39%. The following conclusions were developed based on
the results.

1. Irrigation of liquid animal manure increased the TS concentration by 2.4%. Evaporation was
small, but statistically significant and agreed with expectations for centre pivot irrigation using
rain gauges to measure irrigation depth.

2. Irrigation of liquid animal manure did not significantly influence the concentration of TAN
or TKN in the ground collected samples and the slopes of the regression equations were not
significantly different from 1.0. Therefore, ammonia volatilization loss during irrigation was not
statistically significant.

3. The per cent difference between irrigated and ground collected TAN concentrations was within the
errors associated with measurement of TAN concentrations, and calculation of per cent differences.

4. Authors of a previous study attempted to calculate the impact of evaporation and drift on
ammonia losses during center pivot irrigation of lagoon water. However, there efforts were
confounded by irrigation volume measurement error (recovery error).

While the results of this study concluded that ammonia volatilization was not significant during
irrigation, it does not imply that ammonia volatilization after the manure strikes the ground is to be
ignored. The suitability of irrigation as a liquid manure application technique should be evaluated
based on the level of treatment provided, the solids content of the manure, and the potential for odour
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impact on neighbours. The irrigation system should be designed and operated to prevent drift, or
overspray onto roads, or adjacent property owned by neighbours. In addition, any method of manure
application must be carried out to prevent manure from being applied so as to impair surface water.
Irrigation may still be a suitable and cost-effective method to apply large quantities of liquid manure
to utilize the plant nutrients for crop production in cases where physical and biological treatment is
provided. Application methods that reduce ammonia loss following application, such as immediate
incorporation, direct injection, band application, or similar methods that reduce ammonia loss are
generally recommended if slurry manure or agitated lagoon sludge is to be used as a fertilizer substitute.
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Appendix A

The raw data used in the analysis are summarized in Tables A1 and A2.

Table A1. Concentrations of TS, TAN, and TKN in the irrigated manure and the ground-collected
samples obtained from a studies conducted in Minnesota (Welsh [12]), and North Carolina (Safley et al
[11]).

Source
[TS I]
(%)

[TS G]
(%)

[TAN I]
(ppm)

[TAN G]
(ppm)

[TKN I]
(ppm)

[TKN G]
(ppm)

Big Gun, Dairy, Beef,
Swine [12]

8.39 8.65 850 767 3900 3733
0.29 0.31 11 24 377 336
3.73 3.80 345 354 1500 1358
3.55 3.70 187 196 960 1090
5.74 5.79 810 910 1953 2083

Big Gun, Swine
Lagoon [11]

0.26 0.22 340 330 431 434
0.26 0.36 340 308 431 414
0.37 0.20 510 499 617 516
0.37 0.25 510 504 617 538
0.11 0.11 214 211 251 246
0.11 0.10 214 213 251 243

Center Pivot, Swine
Lagoon [11]

0.17 0.15 299 269 391 338
0.17 0.17 299 274 391 359
0.17 0.16 299 283 391 383
0.17 0.17 299 279 391 388
0.16 0.14 327 313 379 344
0.16 0.17 327 307 379 351
0.16 0.17 327 328 379 371
0.16 0.17 327 334 379 406
0.14 0.12 299 244 372 274
0.14 0.14 299 291 372 329
0.14 0.14 299 296 372 324
0.14 0.14 299 303 372 335
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Table A2. Concentrations of TS, TAN, and TKN in the irrigated manure and the ground-collected
samples obtained from two swine lagoons in South Carolina (Montes [13]).

Source
[TS I]
(%)

[TS G]
(%)

[TAN I]
(ppm)

[TAN G]
(ppm)

[TKN I]
(ppm)

[TKN G]
(ppm)

Lagoon A, Solid-Set
Impact Sprinkler

0.49 0.39 859 854 1026 985
0.44 0.46 880 779 941 900
0.44 0.42 780 731 929 915
0.44 0.5 764 842 883 905
0.47 0.45 849 828 951 907
0.49 0.47 824 808 928 1014
0.57 0.52 1054 1014 1252 1214
0.5 0.48 1183 1183 1352 1485
0.49 0.48 1124 1206 1378 1352
0.54 0.53 876 943 1045 1093
0.53 0.54 885 870 986 1037
0.55 0.6 822 845 1009 977
0.37 0.4 463 477 583 636
0.37 0.42 447 557 614 640
0.39 0.41 540 547 637 597

Lagoon B, Solid-Set,
Impact Sprinkler

0.14 0.11 169 125 209 181
0.22 0.2 164 143 232 193
0.23 0.26 162 176 208 219
0.21 0.23 197 215 269 274
0.05 0.06 115 135 162 146
0.05 0.05 137 126 174 153
0.04 0.05 124 155 162 181
0.04 0.08 175 147 216 224
0.09 0.08 149 141 165 168
0.06 0.08 118 134 128 155
0.06 0.06 179 111 200 146
0.05 0.08 110 154 161 176
0.08 0.08 171 155 214 171
0.07 0.06 137 150 152 201
0.06 0.06 110 105 150 146
0.06 0.06 117 112 137 162
0.05 0.06 109 145 158 155
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Abstract: This paper presents a methodological framework for the systematic literature review of
agricultural sustainability studies. The framework synthesizes all the available literature review
criteria and introduces a two-level analysis facilitating systematization, data mining, and methodology
analysis. The framework was implemented for the systematic literature review of 38 crop agricultural
sustainability assessment studies at farm-level for the last decade. The investigation of the
methodologies used is of particular importance since there are no standards or norms for the
sustainability assessment of farming practices. The chronological analysis revealed that the scientific
community’s interest in agricultural sustainability is increasing in the last three years. The most
used methods include indicator-based tools, frameworks, and indexes, followed by multicriteria
methods. In the reviewed studies, stakeholder participation is proved crucial in the determination of
the level of sustainability. It should also be mentioned that combinational use of methodologies is
often observed, thus a clear distinction of methodologies is not always possible.

Keywords: agricultural sustainability; sustainability assessment; review

1. Introduction

The world’s population is rapidly increasing and, according to the most recent projections, it is
expected to reach 9.8 million in 2050 and 11.2 million in 2100 [1]. To that end, the planet should
be ready to cope with the expected rapid population growth. Producing and delivering adequate,
high quality food will be one of the most important challenges for humanity in the next century [2].
The evolution of technology has led to intensification of agricultural production leading to increased
productivity and (in most of the cases) quality of agriproducts as well. However, this intensification has
significantly increased the environmental footprint of agriculture, leading to a number of environmental
impacts associated with the extensive use of fertilizers, pesticides, water, changes in land use, etc. [3].
The environmental issues related to agriculture have drawn the attention of the scientific community,
which is now turning towards exploring the definition of agricultural sustainability without having
yet reached consensus [4,5].

Undoubtingly, defining agricultural sustainability, as with every other sustainability concept, is a
challenging task. Nevertheless, it is a common agreement that agricultural sustainability should at least
address the three basic pillars of sustainable development by appraising simultaneously environmental,
economic, and social issues related to agricultural practices [6]. However, the sustainability assessment
of agricultural practices, in general, can be a very challenging task since it involves many case-specific
variables to be taken under consideration.
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Figure 1 presents various processes, inputs, and outputs involved in agricultural production,
demonstrating the difficulty and complexity in generalizing the sustainability assessment process.
There are general cultivation guidelines and corresponding operations stages for almost all crops
(e.g. seeding, irrigation, and harvesting). However, the agronomic practice, the machinery types,
the technology level, as well as the quantities and type of materials used may vary, depending on the
type of crop, the implementation practice, the country (even the region of the cultivation), and the
prevailing climatic conditions. All of the aforementioned parameters affect the cultivation process and
the respective inflows and outflows.

It is obvious that the standardization of the Agricultural Sustainability Assessment is a challenging
task. Considering the growing interest in assessing the sustainability issues related to agriculture,
several tools and methodologies have been developed [7,8]. Among those tools some have gained
greater acceptance and are widely used by the majority of practitioners worldwide, such as life cycle
assessment (LCA), which is standardized by ISO in ISO 14040:2006 and ISO 14044:2006 [9]. In addition,
many indicator-based methods have been developed for the sustainability assessment of agricultural
practices that use different approaches with regards to the overall objective, the intended users, and the
definition of agricultural sustainability they employ [4].

 

Figure 1. Variables involved in agricultural sustainability assessment.

Considering what was mentioned above and that there is not yet an established standardized
methodology, it is very important for anyone attempting to assess agricultural sustainability to have
an overview of the available and most usually used methodologies and tools to that scope. As a result,
there is a need for a methodological framework that will help practitioners to evaluate the existing
available tools and methods in order to select the appropriate one, for each specific task.

To that end, the present paper has a two-fold objective:

• To determine the evaluation criteria to systematically review agricultural sustainability assessment
studies. To that end, several review papers were selected based on specific selection criteria
and examined to determine the goal as well as the individual evaluation criteria adopted in
each review. The ultimate goal is to critically synthesize a methodological framework for the
systematic recording and evaluation of available agricultural sustainability assessment studies.
Such systematic documentation can facilitate the comparison among the available studies as well
as the development of a standard methodological framework for the sustainability assessment
of agriculture.

• To implement the proposed methodology by investigating the available and mostly used
methodologies to assess the sustainability of crop cultivations at the farm level. The methodological
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framework is applied to 38 Agricultural Sustainability studies published in peer-reviewed journals
in the last decade (2009–2018).

2. Materials and Methods

2.1. Methodological Framework for the Systematic Review of Agricultural Sustainability Studies

2.1.1. Research Design

The evaluation process implemented to assess and select the criteria needed for the methodological
framework of the systematic review on agricultural sustainability studies is presented in Figure 2.
Initially, scientific literature published in Science Direct and Scopus was searched using the specific
keywords and Boolean operators (AND/OR). The keywords were selected with respect to the integrated
concept of “sustainability assessment”, as well as the individual processes it consists of, namely,
“environmental assessment”, “economic assessment”, and “societal assessment” (or “social assessment”)
combined with the keywords agriculture/farming using the Boolean Operator AND to exclude results
that are not relevant to the field under examination. It should be added that the concept of “agricultural
sustainability” was also included in the search.

The first sample of scientific papers that resulted from the initial search included 55 papers from
peer-reviewed scientific journals. These papers were put through a screening process considering
specific exclusion criteria presented in Figure 2. Specifically, studies that were not related to agriculture
and especially focused on alternative agricultural processes were excluded. As a result, papers
exclusively focused on aquaculture or organic farming studies, biofuels and biorefinery as well
as review of studies comparing agronomic protocols were excluded from the present assessment.
Additionally, review studies regarding soil quality, land management, food processing systems and
discussions that did not specifically define the methods of the review conducted, were excluded.
At this point, it should also be stated that in the context of agricultural sustainability studies, livestock
farming was included in the search.

 

Figure 2. Evaluation process to introduce a methodological framework for the systematic review of
agricultural sustainability studies.

The final paper collection comprises 16 review papers or studies that assess agricultural
sustainability. It should be noted that the literature is relatively scarce regarding studies that consider all
the three dimensions of sustainability with respect to other scientific fields, for example, the secondary
production of goods. To that end, the sample includes studies considering the environmental aspect
of agricultural sustainability which is the most often studied. The sample was then assessed in two
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ways, a systematic and critical [10]. The systematic way concerns the listing of the papers based on
specifically defined criteria [11]. The initial listing criteria in the case of the presented framework,
include the title and author of the paper, the year of publication as well as the spatial coverage of the
study (Global or Regional) and the type of review (Critical or Systematic).

Critical reviews are thorough literature works that attempt to evaluate and assess the basic aspects
or inputs and document the differences in methodology and implementation of scientific studies on a
specific field [11]. In this case, the critical evaluation of the sample concerns the individual analysis
of the selected studies with the purpose of extracting the individual evaluation criteria used in each
study. The individual criteria with similar context were aggregated in a general table of criteria. Then,
each paper was systematically reviewed as to whether each criterion was included in the review.

The resulting table is a comprehensive overview of the issues most frequently examined in a
review study. The criteria that were used the most are the criteria that should be integrated in the
methodological framework for the systematic review of agricultural sustainability studies. The rule
followed in the present paper was to exclude criteria that were used in less than four papers. Following
next is the sample presentation as well as the criteria frequency table along with a critical assessment
of the sample used for the evaluation.

2.1.2. Systematic Approach

The 16 review papers that were extracted by the implementation of the first steps of the
methodology, presented in the previous section are presented in Table 1 along with their classification
with respect to their type and spatial coverage.

Table 1. Review studies examined.

a/a Reference Type of Review Spatial Coverage

1 De Luca, A. I., et al., (2017) [10] Critical and Systematic Global

2 Binder, C.R., et al., (2010) [4] Critical Global

3 Peter, C., et al. (2017) [12] Systematic Global

4 Bockstaller, C., et al. (2009) [3] Critical Global

5 Roy, R., et al. (2012) [13] Systematic Country level - Bangladesh

6 Cerutti, A.K., et al. (2011) [7] Systematic Global

7 Acosta-Alba, I et al. (2011) [14] Critical Global

8 Baldini, C., et al. (2017) [15] Critical and Systematic Global

9 Morais, T.G., et al. (2016), [16] Systematic Country level - Portugal

10 McAuliffe, G.A., et al. (2016) [17] Systematic Global

11 Latruffe, L., et al. (2016) [18] Critical Global

12 Bockstaller, C., et al. (2008) [19] Critical Global

13 Payraudeau, S., et al. (2005) [20] Systematic Global

14 de Vries, M., et al. (2015) [21] Systematic Global

15 Yan, M.-J., et al. (2011) [9] Systematic Europe

16 Lebacq, T., et al. (2013) [22] Critical Global

As presented in Figure 3, during 2016–2017, the number of review papers has increased, indicating
a boosted interest in the sustainability of agricultural practices. Payraudeau et al. (2005) first analyzed
and systematically reviewed six (6) agricultural sustainability methods employed in eleven (11) case
studies, indicating the variety of objectives, target groups, and methodologies used [20]. Bockstaller
et al. (2008), followed by presenting a typology of indicators and the evolution of the methods used
for their advancement [19], in 2009, critically evaluateing four (4) comparative studies to analyze
the methods of the comparison, highlighting their main results [23]. Also focusing on indicators,
Binder et al. (2010) presented an evaluation review framework that was used to review agricultural
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sustainability methods [4]. The framework assessed the normative, systematic and procedural aspects
of the methods under evaluation.

 
(a) 

 

(b) 
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Figure 3. Sample presentation (review papers): (a) Number of papers per year and (b) type of paper.

Regarding the types of review papers and their classification to systematic or critical according to
the definitions presented in the previous section [11], it is observed that, in principal, both categories
are equally preferred by the researchers. However, in some cases, the distinction is not clear or a
systematic and critical review is performed at the same time. Such example is the work of De Luca et
al. (2017), where authors performed a critical and systematic review to determine, among other issues,
which Multi Criteria Decision Analysis (MCDA) and participatory methods have been used along
with LCA tools and the type of integration used in each case [10]. Also, Baldini et al. (2017) critically
reviewed forty-four (44) LCA studies on milk production and systematically compared their methods
and results to highlight issues requiring further discussion and investigation [15].

Considering the selected samples, it can be stated that in most cases systematic reviews are used
in order to compare methodologies and results regarding a specific field of agricultural application.
Towards this objective, Peter et al. (2017) performed a systematic evaluation of eighteen (18) carbon
footprint calculators used in energy crop cultivations [12]. Cerutti et al. (2011) systematically reviewed
twenty-two (22) fruit production sustainability assessment studies [7], whereas De Vries et al. (2015)
systematically reviewed LCA studies on beef production [21]. Additionally, McAuliffe et al. (2015)
conducted a chronological review of LCA studies in pig production, attempting to demonstrate
how LCA has captured technological advancements in the field as well as the methodological issues
observed [17].

On the contrary, the majority of the reviews that were characterized as critical are dealing
with the evaluation of indicator-based methods or the classification of agricultural sustainability
indicators, such as the work of Acosta-Alba et al. (2011), who reviewed eight (8) agricultural
sustainability frameworks that use reference values for their indicators and analyzed the methods for
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the establishment of the reference values and investigating ways for their improvement [14]. Latruffe
et al. (2016) provided a review of the available agricultural sustainability indicators, highlighting the
relative high increase of environmental indicators as compared with the smaller interest in economic
and social indicators [18]. Finally, Lebacq et al. (2013) reviewed the types of sustainability indicators
and proposed indicative ground rules for the selection of agricultural sustainability indicators [22].

With respect to the spatial coverage of the reviews (Figure 4), the majority deals with studies from
all around the world. Nevertheless, there are reviews assessing studies in specific countries or regions.
For example, Roy et al. (2012), based on a systematic review and synthesis, presents a set of indicators
that could be used to assess agricultural sustainability in Bangladesh, highlighting the need for
integrated approaches and participatory processes during agricultural sustainability assessment [13].
Additionally, Morais et al. (2016) systematically reviewed twenty-two (22) agri-food-dedicated LCA
studies in Portugal, revealing issues regarding the challenges faced and the lack of systematic regional
approach in the country that could safeguard the accuracy and comparability of the results [16]. Lastly,
Yan et al. (2011) reviewed thirteen (13) LCA studies on European milk production, indicating that
direct comparison is challenging due to inconsistency regarding the used methodologies [9].

 
0 2 4 6 8 10 12 14

Global

Regional

Figure 4. Spatial coverage of the papers reviewed.

2.1.3. Critical Approach

The selected sample, which was thoroughly described in the previous section, was screened, to
extract the individual evaluation criteria used during each review. As some criteria had the same
objective or were of the same context they were categorized accordingly. Also, some studies further
analyzed the criteria including various subcriteria, but this is out of the scope of this paper since it is
an issue related to the scrutiny of the review each author aims to achieve and the corresponding scope.

Figure 5 presents the criteria identified during the screening process and the frequency of their
occurrence. A total of forty-four (44) different criteria were used in the sixteen (16) studies reviewed.
The review criteria frequency table is presented in detail in Appendix A (Table A1). The first six criteria
(beginning from the top of Figure 5) were common in most of the reviews examined and include
the name and description of the assessment method or tool, the field of application, the country
of application, and the year of issuing. The literature typology concerns the type of the document
reviewed. For example, De Luca et al. (2017) classified the selected publications into three categories
(Journal Article, Book Chapter, and Conference Proceedings paper) [10]. Baldini et al. (2017), on the
other hand, refers to publication types classifying the sample according to whether the literature is an
original article, a review, a research direction, or a scenario analysis [15].
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Figure 5. Criteria frequency use.

Regarding the level of assessment and the system boundaries, many different approaches were
identified. Payraudeau et al. (2005), Roy et al. (2012), and de Luca et al. (2017) assessed the level of
assessment of the studies reviewed regarding its spatial coverage (global, national, regional, local,
and farm level) [10,13,20]. Lebacq et al. (2013) distinguished studies by whether they concern a farm
or a region, and Bockstaller et al. (2009) examined the level of assessment giving two different scale
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options (field scale or farm scale) [22,23]. Cerutti et al. (2011) and Baldini et al. (2017) identified
the system boundaries of the studies assessed [7,15], following a cradle-to-gate or cradle-to-market
approach, whereas de Vries et al. (2015) reviewed studies at least from cradle-to-farm gate [21].
Lastly, Peter et al. (2017) examined both the level of assessment (global, regional, etc.) and the system
boundaries (farm–gate or farm–gate–grave) of the studies they review [12].

The issue of the intended user of a method or tool is being considered in several of the studies
reviewed. Binder et al. (2010) identified the target group of the examined methodologies [4], whereas
de Luca et al. (2017) referred to the specific criterion as actors involved in the assessment process
(i.e., local experts, scientists, workers, etc.) [10]. Bockstaller et al. (2008) classified the reviewed works
according to the target user of the method reviewed, i.e. decision-maker, researcher, technician or
farmer [19]. Considering the type and the accessibility of data criteria, Baldini et al. (2017) distinguish
the data in experimental and model data [15]. The accessibility of data (or availability as expressed by
Roy et al. 2012 [13]) is examined by Bockstaller et al. (2008) for three user groups, farmers, advisors,
and administration [19].

With reference to the name and type of the indicators reviewed, many approaches were identified
during the screening process. Lebacq et al. (2013) and Latruffe et al. (2016) categorized indicators based
on their representation of the three pillars of sustainability (environmental, economic and social) [18,22].
Lebacq et al. (2013), however, extended the research scope by identifying means-based, system state,
emission, and effect-based indicators [22]. Based on the calculation method Latruffe et al. (2016),
Lebacq et al. (2013) and Bockstaller et al. (2008) distinguish indicators based on the method used for
their calculation, i.e., single variables, emission factors, combination of variables, operational models,
mechanistic models, etc. [18,19,22]. De Luca et al. (2017) categorize LCA indicators based on the
impact categories they address [10].

Based on the rule set in the methodology section, the red line in Figure 5 presents the criteria
exclusion threshold. Only criteria identified more than four times in the sample reviewed are included
in the methodological approach for the systematic review of agricultural sustainability studies. A total
of eighteen (18) criteria surpassed the exclusion threshold. These criteria are classified in groups with
respect to their context and are presented in the subsequent section.

2.1.4. Methodological Framework Presentation

Following the criteria determination process described in the previous sections, Figure 6 presents
the critical synthesis to systematically review agricultural sustainability related studies. The proposed
methodological framework is based on a series of criteria and divided into five (5) underlying categories.
The first two categories refer to the initial screening stage. During this preliminary stage, the studies
are assessed to determine if the study will be included in the sample on the basis of the case-specific
exclusion criteria determined with regards to the scope of the review.

The initial screening stage includes two categories (i.e., “method identification” and “general
information”) of criteria with respect to the basic description of each study. The general information
of a study concerns the year of publication and the type of literature which can be journal article,
conference proceedings paper, book chapter, technical report, etc., and the country that the study was
conducted. The method identification category includes criteria that deal with the assessment method
developed or employed. Therefore, the criterion description of the assessment tool describes the
method or tool presented based on whether it is a presentation of a new methodology, the application
of an existing method or tool or a combination namely a new methodology that is implemented with
an application example. The last criterion is the level of the assessment performed, i.e., global, national,
regional, or farm level, according to the approach introduced by Gomez-Limon et al. (2010) [24].
After the initial assessment and finalization, for the sample to be reviewed, phase is completed; the
in-depth review stage follows. For this stage, three (3) categories of criteria have been defined.
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Figure 6. Methodological framework for the systematic review of agricultural sustainability studies.

The first category of criteria assesses the scope of the studies reviewed. The first criterion is the
identification of the goal (or objective) of each assessment, so as it is feasible to perform comparative
reviews among studies with the same objective. For that purpose, following the definition of Gaviglio
et al. (2017), the papers are classified according to whether a method is “goal prescribing or “system
describing” [25]. Other criteria proposed concern the determination of the target user, as well as the
functional unit and the time dimension of the assessment.

The second category refers to the identification of impacts starting with the definition of the
sustainability dimension examined in each study, continuing with the documentation of the impacts
considered during the assessment expressed in indicators (name and type). The last category concerns
the data and the calculation methods used for the assessment. The criterion type of data examines
whether the data used are model or experimental. Furthermore, to examine the accessibility of data,
the present study refers to the definition of Angevin et al. (2017) [26]. Therefore, depending on the
data used, the assessment can be characterized as ex ante (indicating expectation and uncertainty)
when focusing on assessing a new scenario or as ex post (indicating processing actual field data)
when examining a current situation [26]. Additionally, for each study reviewed, the validation and
aggregation methods should be examined too.

The proposed methodological framework aims at facilitating the comparison among studies in
order to capture the research advancements and current practices in the field under examination.
This is an issue of particular importance since the assessment of agricultural sustainability is not a
standardized process and entails a plethora of different methods, tools, and frameworks that assess a
large number of different indicators that represent an analogously large number of different impacts.
Prior to designing any assessment model, an exhaustive review is mandatory to safeguard consistency
and relevance with other works. Also, the systematic documentation of the advancements in the field
is the only way to begin constructing a unified, commonly accepted methodology for agricultural
sustainability assessment.

3. Crop Production Sustainability at Farm Level

3.1. Search Scheme

The methodology presented above was used to investigate the available and mostly used
methodologies to assess the sustainability of crop cultivations at the farm level. The review begins with
the collection of the initial sample of papers by searching within the most acknowledged databases
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and more specifically, Scopus and Science Direct. The search scheme is based on specific keywords
and their combination as presented in Table 2, and the use of Boolean operators (OR and AND) to
increase the efficiency of the search. The initial search resulted in 959 papers containing the keywords
searched. The initial sample was then screened based on the inclusion/exclusion criteria of Table 2.
This secondary assessment resulted in 387 papers which where, then reviewed against the initial
screening criteria (Figure 6).

Table 2. Research keywords and inclusion/exclusion criteria.

Population Intervention/Comparator Inclusion Exclusion

Agriculture Sustainability Assessment Primary Research Review

Farming Triple Bottom Line Assessment In English Not in English

Agricultural Agricultural Sustainability Published from 2009 Published before 2009

Farm Environmental Assessment Peer-reviewed Book Chapters

Livestock Economic Assessment Agriculture /Livestock Conference Proceedings

Husbandry Societal/Social Assessment Primary Production Grey literature

Tillage Life Cycle Assessment (or LCA)

Agronomy Multicriteria Decision Analysis (MCDA)

Stockraising Indicators (or KPI)

Environmental Impact Assessment (or EIA)

Cost–Benefit Analysis (CBA)

As the purpose of this review is to examine studies assessing crop agricultural sustainability
at the farm level, the 387-paper sample was filtered to select the peer-reviewed journal articles that
fulfilled the following criteria. (a) Examine all three pillars of sustainability (environmental, economic,
and social). (b) Examine production at the farm level. (c) Examine only crop cultivation. The final
resulting collection of journal articles consists of 38 papers as presented in the Table 3 and Appendix A.

3.2. Results

3.2.1. Initial Screening

As presented in the previous section 387 papers were reviewed in the initial screening stage.
The filtering of the reviewed sample according to the scope of the review under study, resulted in
38 peer-reviewed journal articles. This section presents the initial systematic review of the 38-paper
sample with the use of descriptive statistics to gain further insight about the general information that
derive from the reviewed sample. With respect to the general information, the majority of papers (21%)
were issued in 2017, whereas only two papers (5%) fitting the review criteria ware published in 2012,
2011, and 2010 [27]. However, it is worth noting that 45% of the examined papers was issued during
the last three years (2016–2018), indicating a boost in the scientific community’s interest regarding
integrated sustainability assessment (Figure 7).

Regarding the geographical origination, as presented in Figure 7, half of the assessments were
performed in Europe (50%), whereas 16% were performed in Asia. Additionally, only three out of
38 assessments were performed in North America. With respect to the literature typology of the
studies reviewed, as it was mentioned before only peer-reviewed journal articles were included in the
reviewed sample.
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Figure 7. (a) Year of publication (% percentage). (b) Geographical origination of publication
(% percentage).

Regarding the method identification category, Table 3 presents all the methods and tools that were
identified during the review process (the nomenclature is presented in Appendix A). All of the relevant
methods will be presented in detail later. In the majority of the papers examined (66%), the methods or
tools presented are also practically tested presenting the relevant examples (case studies). In 18% of the
papers, an already existing methodology was applied and presented while 16% of papers presented a
methodology without testing it in practice. Continuing with the level of assessment, in 79% of the
works examined, the assessment was performed exclusively for the farm level, whereas for 21% of the
works, the level of assessment was also broadened beyond the farm level by examining local, regional,
or national sustainability. The most frequently examined crop is maize and wheat (examined in five
cases each), followed by olive, spinach and rice (examined in two cases studies each). The other crops
examined in the papers reviewed included legumes, lettuce, scallions, red radish, banana, soybean,
grapes, cranberry, potato, and coffee. Additionally, different agronomic practices are examined as for
example organic farms [28], greenhouse cultivations [29], and school gardens [30].
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3.2.2. In-Depth Review

This section presents the systematic review results against the in-depth review criteria initializing
the presentation with the scope criteria category (Tables A2 and A3 of Appendix A). Regarding the
goal of the assessment, 61% of the examined studies are system describing, whereas the other 40%
attempts to identify and evaluate policies and techniques that could be used to improve agricultural
sustainability performance. Regarding the target users of the methodologies proposed, the majority
of the examined works is aimed at decision-makers, farmers, and researchers. More specifically,
40% of the studies identify decision-makers as their target users, whereas 26% aim at farmers and
21% aim at researchers. Continuing, only three (3) works define a functional unit as a basis for the
assessment. In particular, De Luca et al. (2018), when examining the sustainability of olive growing
systems, proposed “One hectare (1ha) of cultivated surface” as a functional unit [31]. On the other
hand, Theurl et al. (2017) and El Chami et al. (2015) preferred functional units related to the weight of
the final product (“kg of un-/packed fresh product at the point of sale-POS” and “1 tn fresh weight
standardized to 86% dry matter, respectively”) [36,43].

Concerning the criterion of the time dimension, in several studies the assessment was performed
for a single year period [25,28,29,33,36,41,51,60]. However, there are also studies that perform the
assessment for a range of years. Snapp et al. (2018) performed a 3-year trial, and Vasileiadis et al. (2017)
extracted their data during a 4-year experiment [32,38]. Sharma et al. (2011) collected data from
three separate decades from 1950 to present [55], and Gomes et al. (2009) collected data from 1986 to
2002 [57]. From another point of view, De Luca et al. (2018) expanded their assessment to the life cycle
of an olive tree orchard (50 years) [31], and el Chami et al. (2015) projected the assessment to 2050 [43].

Regarding the Impact Identification category, as described above, the research scope contains only
studies that attempt to examine all the three dimensions of sustainability, namely, the environmental,
economic, as well as social pillar, contributing towards an integrated sustainability assessment
evaluation. During the extensive review, all of the individual impacts—expressed as indicators—that
were examined within the reviewed studies were extracted and documented. However, further
thorough classification and commenting on the individual indicators used goes beyond the limits of
this analysis and has already been investigated in several review studies in the past [4,13,18,19,22].

With respect to the data calculation method category of criteria, for 82% of the papers examined
a validation process is not mentioned. Only 18% of the papers describe a validation process for the
proposed methodologies. On the other hand, 74% of the studies mention the use of an aggregation
technique or methodology aiming at the simplification and the generalization of the results. Regarding
the type of data used for the assessments performed (Figure 8), the majority uses experimental data
(68%), whereas a small percentage of works (18.4%) employ only model data for the sustainability
assessment. Accordingly, 58% are ex post assessments attempting to evaluate current practices;
whereas, in 31.6% of the papers, the evaluation of prediction scenarios is attempted.
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(a) (b)

18.4

68.4

7.9
5.3

Model

Experimental

Model and
Experimental
Not Specific
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Ex-post

Ex-ante and
Ex-post

Not Specific

Figure 8. (a) Type of data (% percentage). (b) Accessibility of data (% percentage).

3.3. Agricultural Sustainability Methods and Tools

In the previous sections a descriptive qualitative analysis of the review criteria was presented.
The aim was to examine the research trend of crop agricultural sustainability and specifically the trend
of the criteria concerning the scope and the calculation methods used. In this section, the methodologies
and tools, extracted as a result of the review conducted, are presented. Figure 9 demonstrates the
methods and tools identified and the corresponding frequency of occurrence. These methods and tools
were classified in five major categories based on the main scope of the assessment (as expressed by the
authors), underlining the fact that the categories selected may overlap as part of the overall concept.
A distinctive example is MCDA which is used to facilitate the assessment of multivariate problems
that are expressed with indicators. Nevertheless, the scope of studies employing MCDA methods
focus on the aggregation of the results while methods proposing indicator sets and indexes focus on
determining the criteria of the assessment. Another example is the carbon footprint (CF) which is an
indicator that is often met in Indicators sets and frameworks. Nevertheless, it is a very commonly used
standalone methodology for environmental impact assessment.

To that end, LCA methods relate to the life cycle of the examined element. Environmental methods
relate to the quantification of the environmental impact of the examined element, and economic
methods refer to the use of financial methods in the impact assessment. Multicriteria methods
are methods that employ multicriteria assessment for the evaluation of agricultural sustainability,
and Indicator methods include indicator sets and frameworks for the assessment of agricultural
sustainability. With respect to the individual methodologies that were identified, the term “indicators”
refers to all those methodologies that were not given a specific name by their developers.

129



Sustainability 2019, 11, 5120

 

Figure 9. Crop agricultural sustainability at farm level (method categories and methods).

3.3.1. Life Cycle Assessment, Environmental, and Economic Methods and Tools

For 21% of the studies reviewed, methods belonging to LCA, environmental, or economic
method categories are employed. El Chami et al. (2015) performed an integrated sustainability
assessment comparing different irrigation scenarios of winter wheat production at the farm level by
proposing a methodology that combined LCA, SCC, and CBA [43]. Following the concept of LCA,
Theurl et al. (2017) assessed the environmental and socio-economic impacts of unheated soil-grown
vegetables [36]. Theurl et al. performed a comparative assessment utilizing experimental field data
and data collected from literature, calculating the GHG emissions with socio-economic indicators
deriving from the Sustainability Assessment of Food and Agriculture Systems (SAFA) guidelines of
the Food and Agriculture Organization (FAO) [36]. Theurl et al. combined methodologies from three
of the five categories identified, namely the LCA, the environmental and the indicator methods.

From the most recent studies, De Luca et al. (2018) assess the sustainability of olive growing
systems by focusing on scenarios differentiated in weeding [31]. For the assessment, authors combined
a series of tools to evaluate the three pillars of sustainability, namely, LCA for the environmental
pillar, LCC for the economic, and SLCA for the societal pillar. They integrated their results by
employing the AHP method for multicriteria analysis [31]. From the economic methods category,
Van Passel et al. (2009) proposed a methodological framework based on the sustainable value approach
(SVA) to assess the sustainability on farm production level [58]. Van Passel et al. employed the SVA
method attempting to correlate farm performance in respect to consumption of resources. The work
represents a benchmarking approach since it does not focus on the evaluation of sustainability in
absolute terms, but it assesses the performance compared to standards [58]. Van Passel et al. (2011)
stated that to perform multilevel and multi-user assessments, a combination of methodologies can offer
more advantages than integrated methodologies [53]. To that end, the SVA method was combined with
the MOTIFS indicator tool. According to Van Passel et al. (2011), MOTIFS is a visual monitoring tool

130



Sustainability 2019, 11, 5120

used for the aggregation of indicators of various themes, which creates benchmarks for the rescaling of
the indicator values [53].

3.3.2. Multicriteria Assessment Methods and Tools

Within the multicriteria assessment methods that are used for assessing agricultural sustainability,
the works examined can be classified into groups that employ and develop the same methodological
framework. Such groups are the studies that use the MASC decision model developed by
Sadok et al. (2009), which was built as part of the decision support system DEXi [59]. The MASC
model is a hierarchical multiattribute decision support model designed for the ex ante assessment
of cropping systems to address the need of in-field alternative scenario evaluation. Such models
allow for the simplification of the decision problem by downscaling it to smaller and less complex
problems expressed by designated variables [59]. The DEX methodology performs aggregation of
qualitative attributes and utility functions using “IF-THEN” aggregation rules [59]. Colomb et al. (2013)
building upon Sadok’s et al. (2009) model, proposed the MASC-OF model to assess the strong and
weak points of organic cropping systems in a regional context [50]. Pelzer et al. (2012) also following
Sadok et al. (2009) presented the DEXiPM model which was particularly developed for integrated
pest management systems (IPM). The DEXiPM model is built upon the MASC model and it is an ex
ante methodology contributing towards the discussion around innovative systems. The model was
implemented in winter crop and maize-based cropping systems and consists of seventy-five (75) basic
and eighty-six (86) aggregated indicators [27].

Vasileiadis et al. (2013) used the DEXiPM model to compare the sustainability of innovative
IPM-based systems [51]. Also, Vasileiadis et al. (2017) used Pelzer’s et al. (2012) DEXiPM model,
which was supplemented by Angevin et al. (2017), for the ex post assessment of the economic,
environmental and social sustainability of conventional winter wheat and maize cropping systems [26].
The IPM-based systems were designed and tested in nine (9) locations in Europe [38]. They compared
the sustainability of the examined systems, discussing the benefits or drawbacks of the IPM systems.
Vasileiadis et al. (2017) also adopted methodologies from the environmental and economic categories.
Economic data, with the use of a template, were collected from participants to perform cost–benefit
analysis (CBA). Furthermore, an environmental risk assessment was performed by implementing the
SYNOPS-WEB Tool [38]. Lastly, Chopin et al. (2017) adapted the MASC model in order to ex ante
assess the sustainability in the area of local banana farming systems [37].

Multicriteria methods facilitate decision making while considering multiple variables, and such
methods use weighting techniques in order to produce composite indices [24]. Among the studies
examined, the most frequently used methods are the principal component analysis (PCA) and the
data envelopment analysis (DEA). Specifically, Gomez-Limon et al. (2010) and Sottile et al. (2016)
used the PCA method, whereas Gomes et al. (2009) and Reig-Martinez et al. (2011) used the DEA
method to create a composite indicator [24,30,54,57]. Dong et al. (2015 and 2016) combined both
methodologies attempting to construct a complex indicator composed of a large number of individual
and interdepended variable [40,46].

Concluding with the multicriteria method category, Siciliano et al. (2009) used the social
multicriteria evaluation (SMCE) framework, which was implemented through the NAIADE
(novel approach to imprecise assessment and decision environments) software, to assess the
sustainability of farming practices in a small rural area in Italy [60]. Egea et al. (2016) employed the
analytic hierarchy process (AHP) in order to investigate the combination of protected destination
of origin oil production system that leads to optimal sustainability [39]. Bockstaller et al. (2017)
introduced the CONTRA tool, an innovative aggregation method that leads to the creation of decision
trees using fuzzy sets [34]. Peano et al. (2014) proposed a multicriteria methodology to evaluate the
effectiveness of the slow food presidia, which are organized structures aiming at the preservation of
quality production at risk to extinction by following specific guidelines and protocols for each product
category [48].
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3.3.3. Indicator Sets, Indexed and Frameworks

This category of methods and tools contains indicator sets, indexes, and frameworks
that were used in the reviewed works to assess agricultural sustainability at the farm level.
Walter et al. (2009a; 2009b) proposes a new indicator-based method to assess the unsustainability
of a system rather than its sustainability [62]. Their method borrows elements of the LCA methodology
and was implemented in two stages. The first stage includes the creation of an issue inventory
and its contextualization, while the second stage includes the standardization and sustainability
valuation process [61,62]. Rodriguez et al. (2010) proposed the APOIA-NovoRural framework,
which comprises a collection of basic and composite indicators covering five dimensions of sustainability:
landscape ecology, environmental quality, sociocultural values, economic values, and management
and administration [56]. Sharma et al. (2011) introduced a methodology based on questionnaires and
surveys and composed an agricultural sustainability index (ASI) targeted to Bihar province (India) [55],
and also calculated the sustainability parameters for a 60-year period.

Sami et al. (2013) selected six indicators that were considered appropriate to assess sustainability
in a regional context. Additionally, in order to evaluate some of these indicators they used a selection
of fuzzy submodels [52]. Van Asselt et al. (2014) propose a protocol for the collection and evaluation of
indicators for the sustainability assessment of agri-food production systems [49]. Their proposed list
covers a wide range of indicators related to the three pillars of sustainability, aiming at supporting
policy makers in decision making by choosing the most relevant indicators. Yegbemey et al. (2014),
proposed an innovative participatory approach that resulted in seventeen (17) indicators. All relevant
data were collected through a household survey. The sustainability was evaluated with relative scores
while the total sustainability level was based on the average scores of the individual indicators [47].
Peano et al. (2015), proposed the SAEMETH monitoring tool based on a set of qualitative indicators.
The selection of the indicators was based on the criteria introduced by Meul et al. (2008) [63] and,
for their evaluation, they set a minimum and maximum threshold based on reference values that was
derived from best practices or through surveys [45]. Santiago-Brown et al. (2015) presented the process
for selecting indicators to assess viticulture production sustainability. For the selection of the indicators,
the adapted nominal group technique was used. The selected indicators were reduced according to
their relevance [44] resulting in seventy-six (76) indicators hierarchized based on their importance.

Allahyari et al. (2016) selected five-hundred-and-eighty-eight (588) indicators through an
extensive literature review. Following erasing duplicates and prioritizing the sample, it resulted in
62 indicators, which were used in an extensive survey among experts. The indicators were assessed
based on their importance while the resulting data were assessed with the Minskowski fuzzy screening
method [42]. Sajjad et al. (2016) examined the relevant agricultural sustainability at farm and regional
scale using the sustainable livelihood security index (SLSI) [41]. Yang et al. (2016) assessed the
sustainability of greenhouse vegetables using indicators. More specifically, to examine the greenhouse
vegetable farming practices and the economic and social management conditions, they used rapid and
participatory rural appraisal (RRA/PRA) tools combined with data derived from in-field measurements
and parallel surveys [29]. In 2016, de Olde et al. proposed the sustainability assessment tool named
response-inducing sustainability evaluation (RISE), which was implemented for the evaluation of
organic farms in Denmark. The tool contains indicators for a total of 10 themes and 51 subthemes.
The indicators were normalized and aggregated and each theme was evaluated based on the average
score of the relevant subthemes [28].

Goswami et al. (2017) integrated the sustainable livelihood (SL) and the drivers–pressures–state–
impact–response (DPSIR) framework, proposing a small farm sustainability index (SFSI) that could
address the complexity of small-holder family farms under a participatory approach [35]. The proposed
framework assesses sustainability in multiple levels assigning the relevant weights and resulting
in the creation of an aggregated index for the entire system. They indicate that the introduction
ICT technologies in agriculture (web-based platforms, wireless sensors, etc.) can facilitate data
sharing among stakeholders and provide the basis for assessing the sustainability of farming systems.
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Recanati et al. (2017) proposed an indicator-based framework for the assessment of sustainability of
small-scale farming systems in water-limited regions. They implemented the framework by modeling
an “average” farm based on a survey among 30 farmers [33]. Gaviglio et al. (2017), attempting to
integrate various analytical techniques, introduced the 4AGRO tool, which is an online self-assessment
tool based on indicators. It consists of 42 subindicators that are divided in 15 complex indicators,
five for each pillar of sustainability [25]. The tool was demonstrated in an agricultural park in Italy.
Finally, Snapp et al. (2018) proposed a methodology based on indicators that derived through a
participatory approach involving a steering committee with multidisciplinary participants from eight
(8) institutions [32]. The indicators were normalized based on max possible values.

4. Conclusions

To meet the ever-increasing interest towards agricultural sustainability, many methodologies and
tools emerge, introducing integrated and holistic assessment approaches. However, there is still no
consensus on the standardization of agricultural sustainability assessment as part of a unified concept
of sustainable development. Newly introduced frameworks propose mostly case-specific tools that
focus on resource use and their impact on the sustainability of farming practices. Combinational
use of methodologies is observed in many cases; thus, a clear distinction of methodologies is not
always possible. Contributing towards the indexing of the available methodologies, the present
paper presented a methodological framework for the systematic literature review of agricultural
sustainability studies. The framework synthesizes all the available literature review criteria and
introduces a two-level analysis facilitating systematization, data mining, and methodology extraction.

The framework was implemented for the systematic literature review of crop agricultural
sustainability assessment studies at farm-level for the last decade. The investigation of the
methodologies used is of particular importance since there are no standards or norms for the
sustainability assessment of farming practices. The chronological analysis revealed that the scientific
community’s interest in agricultural sustainability has been increasing during the last three (3)
years, indicating a tendency to gradually progress from the theory of economic growth to the more
comprehensive and inclusive concept of sustainable development. Nevertheless, the critical evaluation
of effectiveness and the implications of the methods presented are outside the scope of the present
work and are subjects of thorough future research.

The most used methods include indicator-based tools, frameworks and indexes followed by
multicriteria methods. In the reviewed studies, stakeholder participation is proved crucial in the
determination of the level of sustainability. However, a systematic assessment of the agricultural
machinery’s and operation management’s contribution to the overall sustainability was not detected in
the examined studies. The effect of resource use and input management is the most usually examined
issue in the reviewed studies.

Author Contributions: Conceptualization, D.B. and M.G.L.; methodology, M.G.L.; validation, D.B. and C.G.S.;
investigation, M.G.L.; data curation, C.G.S.; writing—original draft preparation, M.G.L.; writing—review and
editing, D.B. and C.G.S.; visualization, M.G.L.; supervision, D.B.

Funding: The work was supported by the project “Research Synergy to address major challenges in the nexus:
energy–environment–agricultural production (Food, Water, Materials)”—NEXUS, funded by the Greek Secretariat
for Research and Technology (GSRT)—Pr. No. MIS 5002496.

Conflicts of Interest: The authors declare no conflicts of interest.

Nomenclature

LCA Life Cycle Assessment
LCC Life Cycle Costing
SLCA Social Life Cycle Assessment
SYNOPS WEB Environmental Risk Assessment Web tool
CF Carbon Footprint
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SCC Social Cost of Carbon
CBA Cost–benefit Analysis
SVA Sustainable Value Approach
MCDA Multi Criteria Decision Analysis
AHP Analytic Hierarchy Process
ANP Analytical Network Process
MASC Multiattribute Assessment of Cropping Systems
DEXi A Program for Multiattribute Decision Making
DEXiPM DEXi Pest Management
SMCE Social Multicriteria Evaluation
NAIADE Novel approach to imprecise assessment and decision environments
PCA Principle Components Analysis
CONTRA the French acronym for ‘design of transparent decision trees’
DEA Data Envelopment Analysis
RISE Response-Inducing Sustainability Evaluation
SLSI Sustainable Livelihood Security Index
SFSI Small Farm Sustainability Index
SAEMETH Sustainable Agri-Food Evaluation Methodology
ANGT Adapted Nominal Group Technique
MOTIFS Monitoring Tool for Integrated Farm Sustainability
ASI Agricultural Sustainability Index
APOIA-NovoRUral A system for weighted environmental impact assessment of rural activities
SAFE A hierarchical framework for assessing the sustainability of agricultural systems
DPSIR Drivers, Pressures, State, Impact, Response
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Table A1. Cont.
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18 Validation + + + +

19 Readability + +

20 Feasibility + +

21 Reproducibility + +

22 Relevance for end users + +

23 Target Users + + + + + +

24 Aggregation + + + +

25 Rating Scores + +

26 Thresholds/Characterization factors + + +

27 Type of Data used + + + + + +

28 Accessibility of data + + + + + +

29 Indicator Name/Type + + + + + + + + + +

30 Integration with existing farming software +

31 Need for external support +

32 User-Friendliness +

33 Transparency +

34 Calculation method + + +

35 Impacts Considered/Impact Identification + + + + + + + + + + +

36 Agronomic Protocol + +

37 Functional Unit Category +

38 Operation with the greatest impact +

39 Dimension of Sustainability Studied + + + + + + +

40 Functional Unit + + + + + + + + + +

41 Uncertainty and Sensitivity Analysis + + +

42 Case study Description + +

43 Participation method + +

44 Time Dimension + + + +

Table A2. Scope (38-paper collection).

a/a Author
Assessment

Goal
Target Users Functional Unit Time Dimension

1 De Luca et al. (2018) [31] SD RE TE FA 1ha cultivated
surface 50 years

2 Snapp et al. (2018) [32] GP - 3 years mother trial

3 Gaviglio et al. (2017) [25] SD DM FA RE - 1 year

4 Recanati et al. (2017) [33] GP - 1 year

5 Bockstaller et al. (2017) [34] GP DM FA RE - -

6 Goswami et al. (2017) [35] SD -

7 Theurl et al. (2017) [36] GP kg un-/pacjed fresh
producty at the POS 10/2014-04/2015

8 Chopin et al. (2017) [37] GP DM RE FA - -

9 Angevin et al. (2017) [26] GP DM RE - -

10 Vasileiadis et al. (2017) [38] GP DM FA - 4-year experiment
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Table A2. Cont.

a/a Author
Assessment

Goal
Target Users Functional Unit Time Dimension

11 Egea et al. (2016) [39] GP - -

12 Dong et al. (2016) [40] SD - -

13 de Olde et al. (2016) [28] SD DM FA RE - 2013-2014

14 Yang et al. (2016) [29] SD - Fall 2011-spring 2012
(Sampling)

15 Sajjad et al. (2016) [41] SD - - 2012-2013

16 Allahyari et al. (2016) [42] SD - - -

17 Sottile et al. (2016) [30] SD - - -

18 El Chami et al. (2015) [43] GP -
1tn fresh weight

standardizes to 86%
dry matter

Projection to 2050

19 Santiago-Brown et al. (2015) [44] SD DM FA RE - -

20 Peano et al. (2015) [45] SD FA TE - 4-6 years in the ex
post stage

21 Dong et al. (2015) [46] SD - - -

22 Yegbemey et al. (2014) [47] SD - -

23 Peano et al. (2014) [48] GP - - -

24 Van Asselt et al. (2014) [49] GP -

25 Colomb et al. (2013) [50] GP DM - -

26 Vasileiadis et al. (2013) [51] GP - - 2012

27 Sami et al. (2013) [52] SD - - -

28 Pelzer et al. (2012) [27] GP DM FA - -

29 Van Passel et al. (2012) [53] SD - -

30 Reig-Martinez et al. (2011) [54] SD - - -

31 Sharma et al. (2011) [55] SD - 3 separate decades
from 1950

32 Rodriguez et al. (2010) [56] SD DM RE FA TE -

33 Gomez-Limon et al. (2010) [24] SD DM -

34 Gomes et al. (2009) [57] SD - - 1986-2002

35 Van Passel et al. (2009) [58] SD DM - -

36 Sadok et al. ([59] SD DM - -

37 Siciliano (2009) [60] GP - 2003

38 Walter et al. (2009) [61,62] SD -

SD: System describing; GP: Goal prescribing; DM: Decision-maker; RE: Researcher; TE: Technician; FA: Farmer.

Table A3. Data calculation method (38-paper collection).

a/a Author Validation Aggregation Type of Data Accessibility of Data

1 De Luca et al. (2018) [31] - E (Survey) Ex ante

2 Snapp et al. (2018) [32] - - E Ex post

3 Gaviglio et al. (2017) [25] - Sum E (Survey) Ex ante

4 Recanati et al. (2017) [33] - M (Model Farm
based on survey) Ex ante

5 Bockstaller et al. (2017) [34] - Sum (rank of
percentage of weight) E, M

6 Goswami et al. (2017) [35] D, O, U
Linear, Geometric,

Multicriteria
function-based

- Ex ante

7 Theurl et al. (2017) [36] - E (Data from field
and survey) Ex post
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Table A3. Cont.

a/a Author Validation Aggregation Type of Data Accessibility of Data

8 Chopin et al. (2017) [37] -

Decision Rules and
relative weightings

(using direct
scoring method)

M, E (When model
not available) Ex ante

9 Angevin et al. (2017) [26] EU (Experts
Evaluation)

“IF-THEN”
Aggregation rules E ex post

10 Vasileiadis et al. (2017) [38] - “IF-THEN”
Aggregation rules E ex post

11 Egea et al. (2016) [39] YES (weighted sum) E (Expert opinion) Ex post

12 Dong et al. (2016) [40] D PCA and DEA
(Weighting Factors) E (Survey) Ex post

13 de Olde et al. (2016) [28] - Arithmetic mean E Ex post

14 Yang et al. (2016) [29] - - E (Survey) Ex post

15 Sajjad et al. (2016) [41] - Not specific E (Survey) Ex post

16 Allahyari et al. (2016) [42] - Mean method E (Survey to assess
indicators) Ex post

17 Sottile et al. (2016) [30] - PCA, Cluster Analysis E (survey) Ex post

18 El Chami et al. (2015) [43] - - M Ex ante

19 Santiago-Brown et al. (2015) [44] - - - -

20 Peano et al. (2015) [45] O Basic Indicators as
equally important

E (Semi-structured
interviews) Ex ante and ex post

21 Dong et al. (2015) [46] - DEA model E (Survey) Ex post

22 Yegbemey et al. (2014) [47] Simple and Linear
aggregation technique E(Survey) Ex post

23 Peano et al. (2014) [48] D Equal weights or based
on importance E Ex post

24 Van Asselt et al. (2014) [49] -

Normalization
between 0-100 then
weights based on

importance

E Ex post

25 Colomb et al. (2013) [50] NO “IF-THEN”
Aggregation rules E Ex ante

26 Vasileiadis et al. (2013) [51] - “IF-THEN”
Aggregation rules E and M Ex ante

27 Sami et al. (2013) [52] - “IF-THEN”
Aggregation rules E Ex post

28 Pelzer et al. (2012) [27] U “IF-THEN”
Aggregation rules M Ex ante

29 Van Passel et al. (2012) [53] YES
The indicators are

integrated into
MOTIFS graph

M (Farm
Accountancy data) Ex post

30 Reig-Martinez et al. (2011) [54] - DEA model E (Survey) Ex post

31 Sharma et al. (2011) [55] Equal weights E (Survey) Ex post

32 Rodriguez et al. (2010) [56] -
Normalization and

weights then average
for indices

E Ex post

33 Gomez-Limon et al. (2010) [24] -
Weighted sum,

Product of weighted
indicators

E (Survey) Ex post

34 Gomes et al. (2009) [57] - - E Ex post

35 Van Passel et al. (2009) [58] - - M (Empirical data) Ex ante

36 Sadok et al. ([59] - “IF-THEN”
Aggregation rules M Ex ante

37 Siciliano (2009) [60] - Not specific E Ex post and ex ante

38 Walter et al. (2009) [61,62] Sum and Weighted
sum M Ex ante

M: Model, E: Experimental.
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Abstract: Rapid and cost-effective soil properties estimations are considered imperative for the
monitoring and recording of agricultural soil condition for the implementation of site-specific
management practices. Conventional laboratory measurements are costly and time-consuming,
and, therefore, cannot be considered appropriate for large datasets. This article reviews laboratory
and proximal sensing spectroscopy in the visible and near infrared (VNIR)–short wave infrared
(SWIR) wavelength region for soil organic carbon and soil organic matter estimation as an alternative
to analytical chemistry measurements. The aim of this work is to report the progress made in
the last decade on data preprocessing, calibration approaches, and system configurations used for
VNIR-SWIR spectroscopy of soil organic carbon and soil organic matter estimation. We present and
compare the results of over fifty selective studies and discuss the factors that affect the accuracy of
spectroscopic measurements for both laboratory and in situ applications.

Keywords: reflectance spectroscopy; soil spectral libraries; VNIR-SWIR; soil organic matter;
carbon sequestration

1. Introduction

Food production requires fertile soils that can be deteriorated by intensive agricultural practices [1].
In order to have sustainable agricultural systems, economic viability for both farmers and society should
be considered, but environmental costs also need to be taken into account, avoiding the implementation
of practices that could lead to irreversible soil degradation [2]. Sustainable land use management can
be achieved by maintaining and enhancing ecosystem services that include environmental, physical,
and socioeconomic aspects [3,4]. The consequences of soil degradation have been recognized by the
scientific community, but it was not until 1987 that the United Nations Environment Programme
(UNEP) made an agreement with the International Soil Reference and Information Centre (ISRIC)
for the execution of the Global Assessment of Soil Degradation (GLASOD) project that produced a
world map of human-induced soil degradation [5]. Although a potentially nonrenewable natural
resource, the EU Thematic Strategy for Soil Protection was issued in 2006, identifying eight main
threats to soils i.e., organic matter decline, erosion, compaction, decline of biodiversity, salinization,
contamination, sealing, and landslides [6]. In addition to that, the Sustainable Development Goals,
adopted by the United Nations on September 2015, identified the importance of preserving soil
resources from degradation in order to achieve such goals [7,8]. A key indicator of soil fertility, and
thus soil quality, is soil organic matter (SOM) content [9]. Soil organic carbon (SOC) as a component
of SOM affects soil fertility, but also has an impact on climate change, as soil represents one of the
largest terrestrial carbon pools [10]. SOC losses could be induced from global warming that stimulates
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the rate of SOM decomposition, land use changes, and plant cover reduction [11,12]. To that effect,
estimating SOC stocks is considered crucial for greenhouse gas (GHG) emission reports, which is not a
very feasible task on large scales. Precision agriculture technologies could positively contribute to GHG
emissions mitigation [13]. The various methods for SOC content determination can be categorized as
analytical methods (i.e., dry and wet combustion), remote sensing based methods (i.e., space-borne and
airborne), spectroscopy methods (i.e., visible near-infrared and short wave infrared, VNIR-SWIR, and
mid-infrared, MIR spectroscopy), and laser-induced breakdown spectroscopy and inelastic neutron
scattering methods [14]. Yet, there are still challenges that need to be addressed concerning data
harmonization between different sources due to diversions in spatial and temporal data resolution,
as well as a lack of the necessary information about soil sampling design and, in numerous cases, an
absence of important auxiliary variable measurements for SOC stock estimation (i.e., bulk density) [15].

All analytical SOC measuring protocols have been thoroughly described in the literature [16],
while remote sensing techniques for SOC estimation have been recently reviewed in detail [17].
However, there is a need to review the research work in laboratory and proximal sensing techniques in
the VNIR-SWIR region, due to their significance on the development of nondestructive SOC estimation.

Therefore, this work aims to introduce the basic principles and approaches used for the analysis of
spectroscopic measurements for SOC and/or SOM estimation, and not the humus fraction. Specifically,
we present advances in soil reflectance spectroscopy from laboratory to proximal sensing applications,
including a broad range of different approaches to inform the reader about progress made in the past
decade. To that end, we cite selected papers that, to our knowledge, cover most of the methodologies
used for modelling the acquired spectroscopic data, regarding multivariate statistical methods and
preprocessing techniques, as well as the efforts made to address the effects of external factors on the
accuracy of SOC/SOM predictions.

2. Laboratory VNIR-SWIR Spectroscopy

Over recent decades, the use of soil reflectance spectroscopy in laboratory conditions has gained
much attention. Due to the principles of energy–matter interactions, a material can reflect, absorb,
scatter, and emit electromagnetic radiation in a characteristic manner that depends on its molecular
composition and shape, resulting in a unique spectral signature [18]. A sensor could measure the
reflectance of an object at a wide area of wavelengths, providing information about its constituents.

Soil spectroscopy in the VNIR-SWIR region (400–2500 nm) has been evaluated as a possible
alternative method for monitoring soil parameters, to address the need for continuous information
about soil’s condition, while reducing the cost of soil analysis [19–21]. The nondestructive nature of
this technique enables simultaneous and repeatable measurements to be made, giving it a significant
advantage over conventional laboratory measurements [22]. Exploiting the direct spectral responses
of SOM—mainly due to overtones, as well as the bending and stretching of NH, OH, and CH
groups [23]—has become one of the most studied and accurately measured soil properties regarding soil
reflectance spectroscopy applications [23,24]. In addition to this, the presence of SOM affects the color
of the soil, and hence, could be directly related to the visible region of the spectrum [25]. Research was
initially focused on evaluating this technique in controlled laboratory conditions, which would make it
less time consuming and expensive compared to conventional soil analysis [26]. In addition to that,
the use of chemical reagents is not required, which is safe for the environment and provides safer
working conditions [27]. Nevertheless, soil samples that are measured in laboratory conditions need
the conventional preparation of drying and sieving prior to spectroscopic measurements [28].

One of the first studies that identified the potential to measure SOM content was made by
Krishnan et al. [29], who observed that the slope of the spectral curve at around 800 nm increased with
increasing SOM content. Dalal and Henry, on the other hand, observed that variations in soil moisture
content and soil texture were factors that affected the entire spectral signature of soil samples with the
same OC content [30].
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2.1. Preprocessing Techniques

Soil matrix consists of numerous parameters that are characterized by low concentrations and
have overlapping absorptions that interfere with the spectroscopic measurements. For that reason,
soil spectra in the VNIR-SWIR region are considered nonspecific, broad, and with low signal. To that
end, spectral analysis requires the use of multivariate approaches to extract hidden information [31].
Commonly, prior to calibration, raw soil spectral data are subjected to preprocessing techniques to
remove or minimize noise, enhance their signal, and select characteristic spectral features to improve
the subsequent calibration models [32]. Preprocessing techniques are mathematical procedures
that transform reflectance measurements and are able to remove variability from light scattering
effects and enhance spectral features. These techniques can be categorized in scatter correction
methods and spectral derivatives [33]; however, selecting the proper preprocessing technique is not a
common procedure. Dotto et al. applied seven of the most common preprocessing techniques (i.e.,
Savitzky-Golay first derivative, normalization by range, standard normal variates (SNV), multiplicative
scatter-correction, continuum removed reflectance (CRR), and the transformation to absorbance and
application of a Savitzky-Golay first derivative with a first-order polynomial and a window size of
5 nm) and compared their performance within a wide range of multivariate calibration algorithms [34].
CRR was indicated as the most proper preprocessing technique for SOC prediction, irrespective of the
multivariate method applied.

Another aspect of consideration is outlier detection and removal [35]. Though most studies
remove extreme values from the modelling procedure, there is a notion that they should not be excluded
from the dataset for a robust model to be able to detect such values [36]. An example is the work of
De Santana et al. that aimed at providing adequate information about the methodology used for the
evaluation of outliers [37], and proposed a new method for their detection using the random forest
(RF) technique. It was found that RF generated a lower number of outliers from partial least square
regression (PLSR).

2.2. Multivariate Calibrations

Spectral data analysis is performed with the use of multivariate statistical methods, the success of
which is highly dependent on the selected calibration method [38]. PLSR is the most commonly-used
linear method to describe the relationship between spectral data and soil properties due to its
interpretability and low computation time [39,40]. Thus, it has been observed that the aforementioned
relationship is not always linear, and that therefore PLSR could be considered insufficient for modelling
soil properties [41]. Several studies have attempted to address this problem using machine learning
techniques, in the hope that this would produce more accurate results than linear regression [27,28,42,43].
As Davis et al. [16] stated, the diverse and various methodologies for SOC estimation limit the
researchers’ ability of the to compare the results of their studies in order to generate conclusive results.
Therefore, laboratory-based studies focus on finding the most accurate and effective approach for such
a calibration. Hence, differences in these studies are mainly in the protocol used and the selection
of the preprocessing technique and multivariate statistical method. The accuracy of a model can be
assessed using a variety of different methods and metrics. The most common are (i) the coefficient of
determination (R2), which measures the percentage of variance of the dependent variable, as explained
by the independent variable, (ii) the root mean square error (RMSE), (iii) the residual prediction
deviation (RPD), which is the ratio of the standard deviation of the measured reference values to RMSE,
and more recently, (iv) the ratio of performance to interquartile range (RPIQ).

For robust VNIR-SWIR soil spectral measurements, it is important to construct a database that is
representative of soil variability for each studied area [44]. For the generation of the required data
variability, Sithole et al. [45] acquired samples from various depths and different tillage systems that
produced a robust PLSR predictive model for SOC with R2 = 0.993, RMSEP = 0.157, and RPD = 2.55,
i.e., with very high accuracy in terms of its ability to predict SOC. The modified PLSR was utilized by
Heinze et al. [46], as it was considered more accurate than PLSR. Soil samples were acquired from
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three long-term experimental sites that resulted in high diversity in SOC content (3.4–18 mg g −1) and
soil texture range. The results for SOC predictions were found to be very accurate, with R2 above 0.96
for the two of the three sites, while poorer predictions were found for the site with a high sand content
and smaller SOC range. Similarly, results were found by Stenberg et al. claiming that a high sand
content reduces the accuracy of SOC estimation [39]. In contrast to previous studies, Bikindou et al.
reported the ability of soil reflectance spectroscopy to accurately determine SOC in sandy soils with
low SOM concentrations [47].

The accuracy and variability of results, depending on the multivariate statistical technique used
for modelling SOC predictions, is evident in large number of studies that have evaluated and compared
different algorithms. The available spectroscopic data have increased, and along with the use of
machine learning techniques, created new opportunities for data analysis in the agricultural sector [48].
Spectroscopic models based on the M5 algorithm [49] were evaluated by Rossel et al. [50] using
the Australian soil library. The library comprises over 10,000 samples with SOC measurements,
providing an adequate sample size, which is an important parameter for the application of machine
learning techniques. SOC models performed well, with an RPD of 2.17, and provided information about
the important wavelengths used to partition the data and to predict the SOC content. Comparing PLSR,
support vector machines regression (SVMR) and multivariate adaptive regression splines (MARS),
in salt affected soils, Nawar et al. [32] reported different prediction accuracies that were dependent both
on the multivariate technique and the preprocessing method. Overall, MARS, in combination with
continuum removal for spectral preprocessing, showed better results (R2 = 0.81), while PLSR performed
better than SVMR. The study also showed a high level of correlation of SOM and raw spectra between
the 550–680 nm regions, probably related to soil color. Due to the complex relationship between spectral
data and soil parameters that is not always considered linear, de Santana et al. [37] compared RF to
PLSR; the results were marginally better for RF, as they were able to identify outliers using a proximity
matrix. In the same line, SVMR was found to perform better from linear multivariate methods (principal
component analysis-PCA, PLSR) and back-propagation neural networks [51]. The selection of the
most appropriate data pretreatment and calibration can be a laborious procedure due to the various
combinations that can be applied. Gholizadeh et al. [52] compared some of the most common calibration
techniques i.e., PLSR, RF, BRT, SVMR, and MBL with a new data-mining engine PARACUDA-II® [53].
PARACUDA-II® is based on the all possibilities approach (APA) and a conditional Latin hypercube
sampling (cLHs) algorithm. It also has the capability of parallel programming, to assess all the possible
combinations of eight different spectral preprocessing techniques against the original reflectance and
the chemical data prior to model development. The performance was better compared to all other
five multivariate techniques, with a R2 = 0.80. The development of large soil spectral libraries has
also given rise to the opportunity to explore the potential of deep learning in the analysis of such
data. Padarian et al. [54] presented one of the first studies to evaluate convolutional neural networks
(CNN), while introducing the concept of spectrograms to visualize soil spectra; it was found that CNN
outperformed both the PLSR and Cubist models.

2.2.1. Feature Selection

Variable selection algorithms are applied to reduce the complexity of spectral data, and preselecting
the useful features of the spectrum for calibration could increase the predictive ability of a model. Among
the various techniques that could be used when selecting an optimum set of features, genetic algorithms
have been shown to perform well for SOC prediction models [41,55,56]. Considering the complexity
of genetic algorithms and the risk of overfitting when there are more than 200 variables, Peng et al. [42]
evaluated a successive projection algorithm (SPA) combined with SVMR and PLSR to select the
important wavelengths. This resulted in selecting 28 wavelength regions mainly found in the near
infrared region, which is highly correlated with SOC content. The best predictive model was the
combination of SPA-SVMR (R2 = 0.73) compared to SPA-PLSR (R2 = 0.62). To make a step further,
Chen et al. [57] proposed a combination of RF and a back propagation network to refine the selective
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informative wavelengths. It has been also suggested that selecting the inputs of a least squares SVMR
model based on the regression coefficients obtained by PLS analysis could provide better prediction
models [58]. Recently, Raj et al. [59] utilized a series of variable indicators (Pearson’s correlation
coefficient (r), biweight midcorrelation (bicor), mutual information based adjacency (AMI), variable
importance in the projection (VIP)) combined with an ordered predictor selection (OPS) method to
choose the optimum number of spectral variables. The best results were obtained with the use of
the AMI indicator combined with SVMR (R2 = 0.68) compared to the use of the full spectrum PLSR
model. Bayer et al. [60] compared a physically-based model, where spectral feature analysis is coupled
with multiple linear regression techniques (MLR), with a PLSR model. The results showed that
model calibrations using significant spectral wavelengths could provide similar results with PLSR for
SOC predictions.

2.2.2. Calibration Dataset

Apart from the proper preprocessing and calibration techniques, the stratification of local spectral
libraries by homogeneity criteria of the spectral data regarding soil classes and land uses could lead to
more accurate SOC predictions, as Moura-Bueno et al. [61] noted in their study. In the same context,
Gupta et al. [36] applied a locally-weighted PLSR algorithm and selected an appropriate distance
metric for calculating the similarity between a test sample and the calibration samples, and compared
it to global calibrations with Lasso and ridge regression. Clingensmith et al. [62] evaluated four
different calibration subsetting techniques coupled with PLSR, sparse partial least squares regression
(SPLSR), and the heteroscedastic effects model (HEM). It was found that although the SPLSR and HEM
algorithms can reduce the number of predictors, they yielded minor improvements in SOC predictions,
probably due to the detritus nature of SOM.

Calibration sample size is also a factor that has been proven to affect model calibration; considering
the use of soil reflectance spectroscopy as a cost-efficient method, it is important to determine the
optimum number of samples for soil modelling. In general, a larger calibration sample size contributes
to more robust models. Debaene et al. [63], after evaluating different sampling schemes on a field scale
level, concluded that the use of K-means clustering provided better results over random sampling
selection, analyte concentration, and PCA scores. However, it was observed that increasing the
number of samples after a certain number did not provide proportional results in the decrease of
RMSE, and thus, was not significant. In the same scope, Lucà et al. [64] found different levels of
model performance variation with a selected calibration size that ranged from 14 to 144 samples and
different modelling approaches, i.e., PCR, PLSR, and SVMR. Overall the SVMR model provided the
best performance with 72 samples and an average RMSE of prediction of 1.10. It was also reported that
creating a robust model depends on the representativeness of the data that can be selected based on
the spectral characteristics and/or the physicochemical properties. Hence, the quality of the calibration
dataset is affected by more factors than its size, but also by the spatial variability of the studied area.

2.3. Soil Moisture Effects

Since laboratory measurements are mainly conducted on air-dried and sieved soil samples,
transferring such models to field conditions entails issues to be addressed, notably soil moisture that is
known to affect the soils spectral signature [20,23,65,66]. Therefore, several studies have attempted to
create prediction models for different levels of soil moisture [67–69]. The main absorption peaks of
water content can be found near 1400, 1900, and 2200 nm due to the overtones and vibrations of the O–H
group [70]. To quantify the effect of soil water content on the prediction models, Marakkala Manage et
al. [71] used six different matrix potentials that could also provide information about the relationship
between soil moisture, SOC, and soil texture. A typical decrease in reflectance was observed with
the increase of water content [72], though the most significant change in the spectral signature was
found in the transition from dry to wet soils, where water retention forces change from adsorptive to
capillary forces. The results indicated that for in situ measurements of SOC content, it is best for soils
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to be close to dry. Nocita et al. [73] proposed the normalized soil moisture index (NMSI) [74] to classify
artificially-moistened soil samples to estimate SOC content from samples with unknown soil moisture
contents. It was observed that there was an overlap in the mean spectra in the regions from 400 to
1000 nm at soil moisture levels above 0.15 gW gS−1, while in the region of 1100–2500 nm, there were
minor but detectable differences among samples. It was also found that calibration models developed
from moist samples had better accuracy for SOC predictions than models created from dry samples.
Hence, in the development and exploitation of national and global spectral libraries of dry soil samples,
there is a need to remove the effect of soil moisture when moist samples are to be measured.

Several methods have been proposed to remove the effect of soil moisture from soil spectra [75].
The most common are direct standardization (DS) [76] and external parameter orthogonalization
(EPO) [77]. Minasny et al. [78] reported that with increasing soil moisture, the accuracy of the PLSR
model for SOC was decreasing, but with the use of the EPO algorithm, the accuracy of the wettest
soil sample was comparable to that of a dry soil sample. Specifically, PLSR results ranged from R2 =

0.52–0.78, while EPO-PLSR ranged from R2 = 0.75–0.80. They concluded that it is preferable for the
calibration sample size to be greater than 100 samples, and suggested further investigation to validate
this method in open-field conditions. Similar results were reported in the study of de Santana [79].
Comparing DS and EPO, Roudier et al. [80] concluded that both approaches could mitigate the effect of
soil moisture when using soil spectral libraries to develop calibration models, and that both performed
similarly. It was also observed that the number of calibration samples affected the performance of
DS and EPO, with the latter performing better with a limited number of samples. In addition to that,
different soil types affected the prediction models (i.e., soils with uniform textures generated better
results compared to soils formed from complex parent materials). Soil roughness is another factor
that affects spectroscopic measurements, as it causes light scattering, and thus decreases reflectance.
Rodionov et al. [81] aimed to classify the effects of soil moisture and roughness and use these finding for
in situ applications. To do so, they created different datasets with disturbed and undisturbed soil samples.
The disturbed samples were artificially wetted at six different soil moisture contents and sieved at
seven different classes (the size of their aggregations did not exceed 30 mm). The undisturbed samples
were air dried for two weeks; during that time, VNIR-SWIR spectra were recorded. They concluded
that for sieved samples, it was possible to predict SOC at different soil moisture levels. Regarding soil
roughness, an overestimation of SOC content was observed with an increase of aggregate size.

2.4. Soil Spectral Libraries for Local Calibrations

One of the first studies that tried to unlock the potential of soil spectral libraries (SSLs) and
develop accurate calibration models was conducted by Shepherd and Walsh [82]. Consequently, several
attempts have been made towards the creation of regional, continental, and global SSLs [20,83–87].
Considering the local character of predictions in most studies, Stevens et al. [83] evaluated the potential
of using the LUCAS soil database [88] to possibly cover soil heterogeneity. It was observed that the
accuracy of the predictions depended on soil classes (i.e., cropland, grassland, woodland mineral,
and organic soils) and the use of auxiliary predictors (i.e., sand and clay). Better prediction models
were developed for croplands, grasslands, and mineral soils, while sand content most affected the error
of predictions when the SOC content was low. In a similar manner, Liu et al. [89] evaluated whether
the classification of the Chinese SSL, according to the spectrally- and conventionally-derived soil type,
could improve SOC estimations. Overall SOC prediction was improved by soil type stratification.
The model’s accuracy was slightly lower when soil types were spectrally derived, probably due to the
misclassification of some soil types. From another perspective, the use of large-scale SSLs for accurate
soil properties predictions on local scales could be challenging due to their diversity and heterogeneity.
Lobsey et al. [90] developed a new method, named ReSampling-Local (RS-LOCAL), that selects a
subset from global SSL spiked with a small representative sample from a local site. They concluded
that the proposed method could not only improve results, but also reduce the number of calibration
samples, thus reducing the cost. In the same line, Gogé et al. [91] aimed to identify the best strategy
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to utilize a national SSL. They compared the models generated from a national soil database and the
same database spiked with subsets from a local library using a fast Fourier transform local weighted
method, and reported moderate improvements in accuracy.

2.5. Current Trends

Though VNIR-SWIR soil measurements are considered cost effective compared to analytical
chemical analyses, purchasing a spectrometer is still expensive. Currently, there have been efforts to
create smaller and cheaper spectrometers. The reduced cost is due to the smaller spectral range these
sensors can cover. Therefore, it is imperative to specify the important wavelengths that are correlated
with the estimation of a specific soil’s properties. Evaluations of the accuracy of such devices is still at
a very early stage, with Barthès et al. [92] comparing a JDSU MicroNIR 2200 spectrophotometer (Milpitas,
CA, USA) equipped with an InGaAs array detector and a spectral range of 1151–2186 nm with a Foss
NIRSystems 5000 (Laurel, MD, USA). The results were promising, though more research needs to be done.

2.6. Summary of VNIR-SWIR Spectroscopy Research Results on a Laboratory Scale

The work analyzed above on VNIR-SWIR spectroscopy under laboratory conditions for SOC/SOM
estimations has been summarized in Table 1, in order to provide easy access to the methodology used
and the results achieved in each case.

Table 1. Literature review comparing different multivariate methods for SOC/SOM estimations under
laboratory conditions.

Reference
Spectral

Range (nm)
Multivariate

Method
R2 RMSE RPD

1
Vohland et al.

(2011) [41] 400–2500
PLSR 0.10–0.72 0.37–0.65% 1.01–1.75

GA-PLSR 0.13–0.68 0.41–0.64% -
SVMR 0.73–0.81 0.38–0.86% -

2
Minasny et al.

(2011) [78] 350–2500
PLSR 0.56–0.83 0.50–1.72 (log[g 100 g−1]) -

EPO-PLSR 0.82–0.89 0.26–0.46 (log[g 100 g−1]) -

3 Rossel et al.
(2012) [50] 350–2500 M5 algorithm - 0.26 (log10C) 2.16

4 Bikindou et al.
(2012) [47] 1100–2500 PLSR 0.91 0.045% -

5
Bayer et al.
(2012) [60] 350–2500

PLSR 0.69 0.45% 1.53
MLR 0.74 0.36% 1.93

6 Nocita et al.
(2013) [73] 350–2500 PLSR 0.25–0.63 12.17–30.21 (g kg−1) 1.63–1.89

7
Stevens et al.
(2013) [83] 400–2500

SVM 0.67–0.86 4.0–15 (g kg−1) 1.74–2.62
Cubist 0.76–0.89 6.4–50.6 (g kg−1) 1.99–2.88

8
Xuemei (2013)

[58] 325–1075
PLSR 0.77–0.80 3.32–3.91 (g kg−1) -
SVM 0.83–0.86 3.21–3.70 (g kg−1) -

9 Heinze et al.
2013 [46] 400–2500 MPLS 0.41–0.99 - 1.25–8.02

10 Debaene et al.
2014 [63] 350–2220 PLSR 0.42–0.72 0.12–0.27% 1.0–2.0

11 Rodionov et al.
(2014) [81] 350–2500 PLSR 0.84–0.88 0.64–0.75 (g kg−1) 2.49–2.92

12 Rienzi et al.
(2014) [67] 340–2220 PLSR 0.63–0.88 4.02–7.13 (g kg−1) -
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Reference
Spectral

Range (nm)
Multivariate

Method
R2 RMSE RPD

13 Gogé et al.
(2014) [91] 400–2500 PLSR, FFT-LW 0.10–0.58 3.39–7.63 (g kg−1) 0.57–1.37

14
Peng et al.
(2014) [42] 350–2500

SVMR 0.72 2.83 (g kg−1) 1.86
SPA-PLSR 0.62 3.23 (g kg−1) 1.63
SPA-SVMR 0.73 2.78 (g kg−1) 1.89

15 Wijewardane et
al. (2016) [68] 350–2500 PLSR 0.40–0.71 0.73–1.01% -

16
Morellos et al.

(2016) [43] 305–2200

PCR 0.72 0.08% 1.89
PLSR 0.71 0.08% 1.86

LS-SVM 0.84 0.06% 2.25
Cubist 0.79 0.07% 2.15

17
Nawar et al.
(2016) [32] 350–2500

PLSR 0.50–0.79 0.28–0.42% 1.41–2.16
SVR 0.51–0.75 0.26–0.37% 1.43–2.0

MARS 0.66–0.81 0.22–0.33% 1.74–2.27

18 Roudier et al.
(2017) [80] 350–2500 PLSR - 0.93–1.60% -

19 Lobsey et al.
(2017) [90] 350–2500 PLSR,cubist 0.78–0.84 0.48–1.16% -

20
Luca et al.
(2017) [64] 350–2500

PCR 0.69 0.88% -
PLSR 0.79 0.71% -
SVMR 0.82 0.68% -

21 Jiang et al.
(2017) [93] 350–2500 PLSR 0.79–0.90 0.54–0.88% -

22 Hong et al.
(2018) [69] 350–2500 PLS-SVM 0.70–0.76 - 1.87–2.06

23
Xu et al.

(2018) [51] 350–2500

PCR 0.81 6.01 (g g−1) 2.31
PLSR 0.85 5.48 (g g−1) 2.54
BPNN 0.86 5.16 (g g−1) 2.69
SVMR 0.88 4.85 (g g−1) 2.84

24
de Santana et al.

(2018) [37] 350–2500
RF 0.8 5.46 g/dm3 -

PLSR 0.75 6.19 g/dm3 -

25
Raj et al.

(2018) [59] 350–2500
SVM 0.68 0.62% 1.79
PLSR 0.65 0.64% 1.72

26
Gholizadeh et al.

(2018) [52] 350–2500

PLSR 0.63 0.29% -
RF 0.65 0.23% -

BRT 0.68 0.25% -
SVMR 0.71 0.20% -
MBL 0.78 0.20% -

PARACUDA 0.80 0.12% -

27 Gupta et al.
(2018) [36] 350–2500 PLSR 0.60–0.70 0.18–0.20% -

28 Liu et al. (2018)
[89] 350–2500 PLSR 0.51–0.82 1.63–3.18 (g kg−1) 1.44–2.37

29 Sithole et al.
(2018) [45] 450–2500 PLSR 0.99 0.16% 2.55

30
Ludwig et al.

(2018) [55] 400–2500
GA-PLSR - 0.04% 2.58

SVMR - 0.04% 2.67
improved
GA-PLSR - 0.04% 2.89

31
Marakkala

Manage et al.
(2018) [71]

350–2500 PLSR 0.48–0.82 0.001–0.003 (kg kg−1) -

32 Vibhute et al.
(2018) [40] 350–2500 PLSR 0.72–0.89 3.51–5.64 (g kg−1) -

33
de Santana et al.

(2019) [79] 1150–2500
PLSR 0.86 1.85 (g/dm3) 2.59

EPO-PLSR 0.81–0.85 2.15–2.16 (g/dm3) 2.02
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34
Padarian, et al.

(2019) [54] 350–2500

PlS 0.35 130.5 (g kg−1) -
Cubist 0.79 43.75 (g kg−1) -
CNN 0.88 32.14 (g kg−1) -

CNN multi 0.69 16.81 (g kg−1) -

35
Moura-Bueno et

al. (2019) [61] 350–2500

PLSR 0.74 0.52% -
MLR 0.72 0.57% -
SVM 0.72 0.55% -
RF 0.72 0.56% -

36
Clingensmith et

al. (2019) [62] 350–2500
PLSR 0.42–0.53 0.32–0.48% 1.30–1.47

SPLSR 0.45–0.65 0.31–0.42% 1.34–1.69
HEM 0.44–0.63 0.31–0.43% 1.34–1.64

37 Barthes et al.
(2019) [92] 1151–2186 PLSR 0.64–0.82 - 1.4–2.3

3. Proximal Soil Sensing

Regarding the need for continuous monitoring in the agricultural domain and for site specific
applications, in situ soil sensors have been developed for rapid, cost-effective, and quasi real-time data
acquisition that can provide high-resolution maps [94]. Proximal soil sensing is defined as the use of
field-based sensors that are in close proximity with the ground, i.e., within a maximum distance of two
meters [94]. To that end, proximal sensing directly in the field became a challenge, and gained interest
due to its potential advantages [95]. These technologies concern either on-the-go sensors, mounted on
agricultural vehicles, or hand-held instruments that can be used for site-specific management (e.g.,
variable rate applications) [96]. Due to the high sampling density these sensors provide, they are
considered more effective in capturing field variability, hence addressing the problem of selecting the
correct soil sampling strategy that will ensure representative soil samples. The accuracy of a sensor can
be measured by means of measurement repeatability at the same time and place, and the correlation
between reference measurements of soil properties [97]. Although promising, in situ soil reflectance
spectroscopy applications require proper environmental conditions and various pretreatment methods
to mitigate the effect of moisture content, soil roughness, and vegetation cover [98].

The use of proximal soil sensing techniques could increase the number of measured soil samples
that are needed for an adequate characterization of soil heterogeneity on a field scale. To that end,
researchers have focused on developing or updating already-developed sensors [96,99]. Achieving
successful measurements would be of great benefit for agriculture, as they can assist on delineating
management zones and control the inputs applied in the environment using precision agriculture
techniques [100]. In this section, we present several prototypes that have been developed in research
studies, as well as evaluations of commercially-used VNIR-SWIR sensors, and discuss the limitations
and hindrances of their use.

3.1. Commercial Available In situ Soil Sensors

Bricklemyer and Brown [101] tested a commercially-available, on-the-go soil sensor (Veris
Technologies Inc., Salina, KS, USA) in eight fields. Two approaches for model calibration were
evaluated: (i) using measurements of the seven out of eight fields to independently predict SOC
from the remaining field and continuing this procedure until each of the eight fields was predicted,
(ii) adding nine randomly-selected samples from the remaining field to the calibration dataset. The
accuracy was poor for both approaches with an RPD = 0.1, probably due to low SOC variability. Due
to spectral correlation between soil properties, combining different sensors could potentially improve
the accuracy of in situ measurements. To that end, Kweon et al. [102] utilized a dual-wavelength
(660 and 940 nm), on-the-go soil optical sensor coupled with electrical conductivity measurements.
The relationship between these two wavelengths and SOM at levels below 5% was considered linear,
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and therefore, MLR was used for model calibration while slope, curvature, and elevation were also
used as independent variables. The various combinations of the predictor values provided different
results, with R2 ranging from 0.55 to 0.94. These variations were attributed to the soil moisture content
and temperature. In the same line, Knadel et al. [103] compared the predictive ability between a single
sensor and a fusion of sensors (VNIR-SWIR, EC and temperature), and found that SOC estimation
could be improved by the use of sensor fusion. Wetterind et al. [104] tested the P4000 drill rig-mounted
spectrometer (Veris® Technologies, Salina, KS, USA) and also reported that predictions for SOM were
marginally improved with a sensor combination. Similar results were reported by Pei et al. [105].
Utilizing the same sensor, Veum et al. [106] aimed to address the effect of soil moisture by applying
the EPO transformation in conjunction with the Bayesian Lasso, along with additional covariate
information. The accuracy for models trained on dry spectra and tested on field moist spectra was
improved. Kuang et al. [107] compared the accuracy between PLSR and artificial neural networks
(ANN) for online spectral measurements, and concluded that ANN provided better results in cross
validation (R2 = 0.83) compared to PLSR (R2 = 0.71). Though using an independent dataset for
calibration, the model’s performance dropped significantly for both ANN and PLSR calibrations, with
R2 = 0.49 and R2 = 0.46, respectively. Sorenson et al. [108] performed in situ spectral measurements with
the same sensor as Wetterind et al. [104]. For model calibration, they evaluated different multivariate
techniques, i.e., MARS, ANN, SVM, PLSR, RF, and Cubist. The lowest RMSE values were found with
the use of Cubist and the highest with ANN. They also reported that a model’s accuracy increases when
it is developed from a homogeneous dataset, though this comes at the expense of model transferability.

3.2. Experimental Prototypes of In situ Soil Sensors

Apart from commercially-available equipment, researchers aimed to develop prototypes for in
situ applications. To this end, Kodaira and Shibusawa [109] upgraded a prototype real-time soil sensor
(RTSS) (SAS 1000, SHIBUYA MACHINERY Co., Ltd., Japan). The system was mounted on a tractor
and comprised a sensor unit, a touch panel, a soil penetrator, and a set of probes. The sensor unit had
two spectrophotometers, with spectral range from 350–1100 nm and 950–1700 nm respectively, and a
differential global positioning system. The sensor was designed to acquire spectra at adjusted depths
every 4 s which, based on the speed of the tractor (0.56 m s−1), resulted in 144 measurements from
31.48 ha; this sampling density was considered adequate for high resolution mapping. For model
calibration, the PLSR method with full cross calibration resulted in an accuracy of R2 = 0.90 for SOM.
Field conditions are highly variable and should be taken into consideration during measurements
therefore, Kuang and Mouazen [110] utilized an online sensor developed by Mouazen and Ramon [111]
that penetrated soil to a depth of 15 cm. Comparing the PLSR models generated for processed soils,
fresh soils, and online measurements, it was observed that MC and increased clay content decreased the
model’s accuracy, while models created from dry samples with high clay content increased the accuracy.
To address disturbing factors of in-field spectral measurements (i.e., illumination conditions), Rodionov
et al. [112] developed a closed chamber with a commercial VNIR-SWIR spectrometer mounted on
a tractor. The system was tested in a small-scale, bare soil field and at different spectral acquisition
modes, i.e., stop-and-go and continuous. The modelling approach also accounted for soil moisture and
roughness according to Rodionov et al. [81]. Regarding the continuous mode, spectral discontinuities
were observed, and thus, the stop-and-go mode was considered more appropriate, providing an R2 =

0.65. Although the results were significantly lower from laboratory measurements (R2 = 0.94), they
provided the potential for SOC pattern recognition. On-the-go spectral measurements are also affected
by sensor movement and heterogeneous soil; hence, Franceschini et al. [113] aimed to mitigate these
effects by comparing the results of utilizing the EPO, DS, and orthogonal signal correction (OSC) [114].
The in-situ measurements were performed in relatively dry soil conditions to minimize the effect of
soil moisture. It was observed that the albedo of field measurements was generally lower than that of
laboratory measurements, probably due to differences in the sensor configuration and illumination
conditions during acquisition. Although an improvement in the model’s accuracy was observed with
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the use of OSC, the results were substantially inferior compared to those of laboratory-generated
models, indicating that factors like soil-to-sensor distance and angle, gravels or straws, and changes in
the illumination conditions should also be considered.

While proximal sensors have been largely developed and used to overcome the constraints of
conventional laboratory chemical analyses, in some cases, the use of a single sensor is inadequate
for the simultaneous estimation of several soil properties [115]. To address this, Rossel et al. [116]
developed an integrated Soil Condition Analysis System (SCANS). SCANS is a fusion of proximal
sensing technologies, analytic statistics, and smart engineering that can analyze a 1.20 m soil core
after extracting it from the field. A VNIR-SWIR spectrometer, an active γ-ray attenuation sensor for
bulk density estimation, a visible camera, and a Lepton long wave infrared camera mounted on the
platform made it possible to estimate approximately thirteen physical, biochemical, and mineralogical
soil properties. A total of 150 soil cores were derived and measured from a 600-ha cattle grazing farm.
Model calibration was performed with the Cubist algorithm combined with the RS-LOCAL algorithm,
providing a more efficient exploitation of the local spectral libraries. The EPO algorithm was also
used to eliminate the effect of water in the soil spectra in order to achieve the transferability of the
calibrated models with models from spectral libraries of dry soil. The results were promising for SOC
estimation with a good level of accuracy (R2 = 0.83) for a repeated 10-fold cross validation and R2 =

0.81 for independent validation. The advantage of SCANS was that it provided accurate, fast, and
cost-efficient predictions at high spatial resolution and from various depths.

3.3. Handheld Proximal Sensors

Apart from spectroradiometers mounted on vehicles, portable instruments equipped with a
handheld contact probe are also used for direct in situ measurements. Cozzolino et al. [117] used the
ASD FieldSpec III spectroradiometer with spectral analysis from 350–2500 nm (Analytical Spectral
Devices, ASD, Boulder, CO, USA) and utilized the range 350–1850 nm. The spectral measurements
were performed in 68 soil samples whose surface was flattened. The PLSR model calibration using
only the NIR (950–1800 nm) wavelength region reported an RPD = 1.8 for SOC that suggests moderate
accuracy. Gras et al. [118] evaluated seven different practices for acquiring spectra in the field using an
ASDLabSpec 5000 spectrometer (Analytical Spectral Devices, Boulder, CO, USA). These procedures
were applied either directly to the soil surface (in cores extracted with an auger) or to clods crumbled
from the cores. No external validation was performed, as the aim was to select the most efficient
approach for spectral acquisition. Different procedures gave different RPD values, and specifically for
SOM estimations, RPD ranged from 2.1 for clods crumbled from cores after half a day, to 2.8 in raw
core measurements. The same spectrophotometer was also used by Cambou et al. [119]; the spectral
measurements were made on the outer core of samples collected with a manual auger. PLSR and
seven different preprocessing techniques were used for model calibration and resulted in R2 = 0.75 for
SOC estimations and SOC. The poor results obtained could possibly be related to the fact that spectral
measurements were not performed on the same samples that were conventionally analyzed.

3.4. Photosynthetic and Nonphotosynthetic Vegetation Affecting In situ Measurements

Although bare soil conditions are the most favorable for in situ measurements, in real field
conditions, the presence of either green vegetation or straw cover is very common, and may lead
to overestimations of SOC [120]. Rodionov et al. [121] aimed, in their study using the same spectra,
to distinguish SOC from photosynthetic and nonphotosynthetic vegetation. They conducted an
experiment under laboratory conditions to estimate the effect of vegetation fractional cover. Soil
samples were placed in petri dishes with an increasing degree of plants and straws (24 soil samples with
13 coverage degrees). To characterize straw cover, they used the Cellulose Absorbance Index (CAI),
and for green vegetation various, known indices were estimated, such as the Normalized Difference
Vegetation Index (NDVI). The aforementioned indices were subtracted from field measurements to
prevent SOC overestimation. Increasing vegetation coverage resulted in higher reflectance in the whole
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spectral range and distinctive absorption peeks at 600–700 nm. Because the spectral response of straw
was not very distinctive, both the use of CAI and NDVI was recommended. Specifically, CAI values ≥
0.70 and NDVI values ≥ 0.80 were indicative of a SOC overestimation. Although this study confirmed
the overestimation of SOC content with the presence of green vegetation and straw coverage, the model
gave average predictions with R2 = 0.58–0.66. The authors suggested the importance of estimating the
vegetation coverage degree prior to SOC estimations.

3.5. Spiking Techniques

To address the lack of adequate local data for SOC and to better exploit existing SSls, the spiking
technique is frequently evaluated. It is mostly used to augment an existing SSL with local spectra to
improve the models accuracy [122–124]. Nawar et al. [125] showed that by using spiking for model
calibration, the sample selection method and the number of selected samples also affects the model’s
accuracy. Specifically, a similarity analysis gave better predictive models with a minimum number of
spiked samples compared to Kennard stone and random sampling. Guerrero et al. [126] suggested
that an extra-weighted spiking subset could increase the prediction accuracy over spiked calibrations.
Collecting field data and creating new SSLs for unprocessed field samples is a laborious procedure.
To that end, Kühnel and Bogner [127] proposed the use of the synthetic minority oversampling
technique (SMOTE) [128] to address the problem of limited field data. The technique resides in the
principal of giving extra weight to existing soil samples to generate new synthetic spectra, hence
augmenting existing datasets. This method aims to compensate for the loss of significant spectral
data when using an EPO or DS algorithms to remove the effect of MC or for the time-consuming
measurement of samples at different MC levels. It was observed that synthetic spectra gave more
similar spectral responses with in situ spectra rather than spectra from air-dried, sieved samples.
The augmentation of the spectral libraries with the synthetic spectra provided lower RMSE and
higher RPD compared to spiking. However, the importance of selecting a representative site samples
is significant.

3.6. Summary of VNIR-SWIR Soil Proximal Sensing Research Results in Field Scale

The work analyzed above on VNIR-SWIR soil proximal sensing under laboratory conditions
for SOC/SOM estimations has been summarized in Table 2, in order to provide easy access to the
methodology used and the results achieved in each case.

Table 2. Literature review comparing different multivariate methods for SOC/SOM estimations under
field conditions.

Reference
Spectral

Range (nm)
Multivariate

Method
R2 RMSE RPD

1 Bricklemyer and
Brown (2010) [101] 350–2500 PLSR 0.00–0.42 - 1.0–1.3

2 Cozzolino et al.
(2013) [117] 350–1850 PLSR 0.81 - 1.8

3
Kodaira and
Shibusawa
(2013) [109]

400–1700 PLSR 0.9 0.35% 2.9

4 Kweon et al.
(2013) [102] 660 and 940 MLR 0.55–0.94 0.11–0.77% 1.50–4.27

5
Kuang and
Mouazen,

(2013) [110]
305–2200 PLSR - 1.29–1.90 (g kg−1) 2.01–2.24

6 Gras et al.
(2014) [118] 350–2500 MPLS 0.77–0.86 - 2.1–2.8
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Spectral

Range (nm)
Multivariate

Method
R2 RMSE RPD

7 Knadel et al.
(2015) [103] 350–2200 PLSR 0.57–0.94 - 1.4–3.9

8 Rodionov et al.
(2015) [112] 350–2500 PLSR 0.65 - -

9 Wetterlind et al.
(2015) [104]

10 Ji et al. (2015) [75] 350–2500 PLSR 0.63–0.70 0.21–0.27 (g kg−1) 1.44–1.79

11
Kuang et al.
(2015) [107] 305–2200

PLSR 0.37–0.81 1.46–3.88% 1.15–2.29
ANN 0.39–0.90 1.22–3.66% 1.22–3.01

12 Rodionov et al.
(2016) [121] 350–2500 PLSR 0.84 0.73% 2.53

13 Cambou et al.
(2016) [119] 350–2500 PLSR 0.75 - 2

14 Viscarra Rossel et al.
(2017) [116] 350–2500 CUBIST 0.81 0.0041% -

15 Kühnel and Bogner
(2017) [127] 350–2500 smote/PLSR 0.40–0.86 1.90–16.63 (mg g−1) -

16
Sorenson et al.

(2017) [108] 350–2200

MARS 0.76 0.66% 2
ANN 0.01 1.56% 0.9
SVMR 0.75 0.67% 2
PLSR 0.54 0.90% 1.5

RF 0.78 0.62% 2.1
Cubist 0.8 0.60% 2.2

17 Veum et al.
(2018) [106] 350–2200 PLSR 0.23–0.82 0.19–0.96 g 100 g−1 -

18 Nawar et al.
(2018) [125] 305–2200 PLSR 0.74–0.78 0.16–0.18% 1.97–2.14

19 Nawar et al.
(2019) [124] 305–2200 RF 0.12–0.75 0.17–0.33% 1.08–2.04

20 Pei et al. (2019) [105] 343–2222

PLSR 0.8 - -
NN 0.86 - -
RT 0.69 - -
RF 0.58 - -

4. Discussion

Soil properties’ monitoring and estimation are essential processes for site-specific management
practices, though there is a lack of up-to-date and consistent information on their spatial
distribution [129]. Considering the laborious and costly procedure of collecting a sufficient number of
samples to develop high-resolution maps, more efficient methods have been evaluated as alternatives
to support or, to some extent, replace time-consuming chemical soil analysis. The interaction of
soil properties with electromagnetic radiation in the VNIR-SWIR spectral region (400–2500 nm) has
provided the grounds by which to assess this method for soil properties estimations. The first attempts
began in controlled laboratory conditions, and subsequently, in-field applications appeared. SOC, as
one of the most important soil quality parameters, has gained much attention due to its characteristic
interactions with electromagnetic radiation.

The procedure for spectroscopic measurement, modelling, and prediction of SOC requires
well-defined steps, though the procedures in each step vary among studies. Firstly, soil samples from
the studied area are analyzed with conventional laboratory measurements. Even these standardized
procedures could differ in each study [32,119], as it was observed that laboratory measurements
could also entail errors [130] that affect the predictive ability of the models, since they are dependent
upon these specific laboratory reference measurements [131]. Laboratory soil spectroscopy has been
evaluated for more than twenty years, and despite the development of soil spectral libraries on a global
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scale, there is still not an agreed upon protocol for performing such measurements. That raises issues
when it comes to sharing and comparing soil spectral data [132]. Although laboratory measurements
are held in controlled conditions, each laboratory has a different measurement protocol (e.g., sample
preparation, instrument configuration, and different instrument). Soil spectra are affected by systematic
(i.e., different instruments) and nonsystematic effects (i.e., random noise and instabilities). To overcome
such hindrances, Ben Dor et al. [132] proposed the internal soil standard and a simple protocol to
measure soil properties under laboratory conditions; thanks to these efforts, soil spectral libraries from
different sources could be merged. Prior to the multivariate analysis, preprocessing techniques are
utilized to remove physical phenomena from spectra, enhance spectral features, and improve the
model’s performance [33]. The most efficient and commonly-used preprocessing techniques seem to
be the first derivative [133], standard normal variate [134], and continuum removal [34].

Several studies have demonstrated that important wavelength selection could improve
the accuracy of a model by removing unnecessary information and improving a model’s
interpretability [41,42,55,56,135]. Another factor that affects the accuracy of a model is the calibration
size. At present, it is gaining much attention, because it could also prevent soil sampling from being
a waste of resources [83]. However, finding the optimum calibration size is not an easy task [64].
It has been reported that with an increasing calibration size, the model’s accuracy is increased up to
a certain point were no significant improvements can be further observed. Moreover, deciding the
calibration sampling strategy could define the representativeness of the calibration dataset. To that
end, Kennard–Stone sampling, Fuzzy c-means sampling, and cLHS could provide better results than
random sampling [63].

The use of local models for estimating soil properties of a different region could be proven
insufficient due to underrepresented ranges of soil property values and differences in soil types in a
given area [136]. To cover global soil diversity and variation, many countries have started initiatives to
create national, regional, and global SSLs (Australia, European Union, Brazil, and China) [20,83–87],
while there are also projects providing publicly-available data, containing metadata regarding soils’ key
properties and their spectral signature [88,137]. Building these large databases is more cost effective
than using conventional analytical methods for the determination of soil properties. The increased size
of the data generated by the creation of SSLs, along with improvements in computational resources,
enabled the use of machine learning techniques for model calibration [138]. Machine learning and
data mining techniques could generate information by exploring the relationships between existing
data, and has the ability to learn without being strictly programmed. Using global or national
models for local calibrations could also prove to be problematic because it usually captures general
trends with a greater level of generalization. To address this shortcoming, several methods are now
being successfully evaluated to increase the accuracy of such predictions, like spiking [93,126] and
RS-LOCAL [90]. These techniques can augment an SSL with site-specific samples minimizing the
required reference measurements while capturing the respective variability.

Although acquiring the spectroscopic data is a feasible and rapid procedure, information is still
hidden in the data. The potential of VNIR-SWIR spectroscopy to predict SOC is highly dependent on
the selection of the multivariate calibration technique. Apart from the most commonly-used PLSR
method, large SSLs provide the opportunity for machine learning techniques (ANN, RF, MARS, SVM,
Cubist) to be increasingly evaluated, and in most cases they outperformed PLSR. Specifically, PLSR and
other linear approaches may fail to successfully represent the complex relationship between the
measured reflectance spectra and soil attributes, while they are also prone to model noise. Compared
to PLSR, SVM has demonstrated better performance, probably thanks to its tolerance in the presence
of outliers and spectral noise [22]. SVM use kernel functions to project the data onto a new hyperspace
where complex nonlinear patterns can be simply represented; therefore, it is capable of learning in a
high-dimensional feature space with fewer training data [58]. MARS is a nonparametric method that is
also used to estimate complex nonlinear relationships, and in most cases, has outperformed both PLSR
and SVM. MARS is a generalization of recursive partitioning regression approaches which generates
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piece-wise functions that are aggregated in terms of an additive model; therefore, the accuracy of
the predictions is higher when the underlying function is continuous [27]. Random forests is also
a nonparametric algorithm that is composed of several regression or classification trees that are a
combination of bootstrap aggregation and random feature selection. By that means, it is able to
rank controlling factors of SOM and provide the relative importance of spectral variables [139]. The
Cubist is a rule-based model that is able to generate more comprehensive predictive accuracy than
conventional statistical methods with minimized risk of over fitting. It can include various predictor
variables (categorical or continuous), and the importance of a variable can be automatically obtained
to interpret the variable contribution mechanism in the final predictor model [140]. Deep learning
algorithms such as ANN are based on the ability to learn during the training procedure in which they
are presented with inputs and a set of expected outputs. Although they have shown good accuracy,
their use is limited due to factors such as the selection of the hidden layer size, the requirement of a
large number of training data, and the tendency to overfit the data [141]. In a similar manner, CNN is a
neural network that includes one or more convolutional layers in its architecture, and has the ability to
exploit local correlations to make them more attractive than the fully-connected neural networks [54].
Despite the superiority shown in these techniques, there is a lack of consistency in the results; hence,
PLSR is still utilized, as it provides sufficient accuracy [45]. Variations in the study areas and in the
selection of calibration data and their size, numerous combinations of preprocessing, and multivariate
methods are some of the reasons that no calibration method has achieved universal acceptance.

When it comes to the validation procedure, cross validation [117,123] is the most commonly-used
method due to the small sample size of the dataset, though one should keep in mind that there is
the risk of overfitting the model; therefore, testing its performance on independent datasets usually
provides less accuracy [46].

Considering in situ soil measurements, they also share the same issues with laboratory soil
spectroscopy when it comes to model calibration, but with the additional hindrance of external factors
affecting the measurements. The most frequently-addressed parameter is soil moisture. Soil moisture
has a distinct impact on soil reflectance by decreasing the albedo [113]. To that end, methods to eliminate
this effect such as EPO and DS have been proposed with relatively good results [51,142]. Attempts to
create samples with variable soil moisture content have also been made, though they are somewhat
time consuming [73,80,143]. Additional factors that could interfere with in situ measurements are
ambient conditions such as temperature, wind, and precipitation [144,145], soil roughness that could
be altered by field operations, stones, plant residues and movement during spectral acquisition, i.e.,
vibrations [112,113,121]. Moreover, it should be noted that in-field measurements are usually performed
in the top layer of the soil, with an exception being studies where the sensor penetrates the soil,
which may impact the model’s quality because laboratory reference measurements concern samples
taken from a layer. Different systems with various configurations regarding the mode of spectral
acquisition, the sensor distance from the ground, and illumination conditions vary among studies,
increasing the obstacle of comparing the results from one study to another. Regarding the experimental
stage of most studies, it is difficult to create a common protocol for in situ, on-the-go measurements.

Differences in evaluations of results are also observed among studies. The most frequent statistical
indicators are RMSE, RPD, and R2. It should be noted that the error should be referred to using the
same units as those of the analyzed soil property [146]; most studies do not use the same evaluation
methods, as shown in Tables 1 and 2. In addition to that, the normalization of the data due to skewness
makes it even harder to compare studies.

5. Conclusions

The objective of this review was to summarize the progress made during the last decade using
laboratory and proximal soil sensing in the VNIR-SWIR region for SOC estimations. Laboratory
measurements are considered to be a well-established method for soil properties estimations, but there
is not yet a commonly accepted universal model with broad application. The attention that soil
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spectroscopy has gained is evident on the efforts of creating SSLs worldwide, albeit, with a nonagreed
protocol. Research has also been made towards the use of proximal soil sensors for in situ applications
that could estimate SOC in real time and on larger spatial scales. Overall, the results are promising for
SOC estimations, and more research needs to be done in terms of selecting the proper spectral range
of the sensor, the preprocessing methods, and the calibration techniques. Detrimental effects such as
soil moisture, soil roughness, vegetation cover, and others that affect SOC spectral response need to
be addressed for model transferability from laboratory to in field applications. Due to the various
inconsistencies among studies, it is suggested that articles should include more information about the
experimental design, the criteria used for the selection of the chemometric approach, and the pre- and
post- processing procedures to facilitate comparisons of results among studies. The advent of much
smaller and more affordable spectrometers could potentially provide even more rapid soil properties
estimations to assist farmers in selecting the most appropriate management practices with respect to
soil preservation.
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Abbreviations

AMI mutual information-based adjacency
ANN artificial neural network
APA all possibilities approach
BRT boosted regression trees
CAI cellulose absorbance index
cLHs conditional Latin hypercube sampling
CNN convolutional neural networks
CRR continuum removed reflectance
DS direct standardization
EC electrical conductivity
EPO external parameter orthogonalization
HEM heteroscedastic effects model
MARS multivariate adaptive regression splines
MBL memory bases learning
MC moisture content
MIR mid infrared
MLR multivariate linear regression
NDVI normalized difference vegetation index
NMSI normalized soil moisture index
OPS ordered predictor selection
OSC orthogonal signal correction
PCA principal component analysis
PLSR partial least square regression
R2 coefficient of determination
RF random forest
RMSE root mean square error
RPD residual prediction deviation
RS-LOCAL re-sampling-local
SCANS soil condition analysis system
SMOTE synthetic minority oversampling technique
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SNV standard normal variate
SOC soil organic carbon
SOM soil organic matter
SPA successive projection algorithm
SPLSR sparse partial least squares regression
SSLs soil spectral libraries
SVMR support vector machines regression
SWIR short wave infrared
VIP variable importance in the projection
VNIR visible near infrared
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Abstract: The assessment of an investment is currently carried out by using mainly financial tools.
This work presents a new model for the assessment of the sustainability of an industrial investment
and focuses on the development of a holistic framework with the use of indicators. With the use of
multi-criteria decision analysis, the framework evaluates a total of eighteen (18) alternative indicators
in order to select the optimal bundle to be used for the assessment of future industrial investments.
The proposed indicators are selected based on relevant data from the literature, taking into account
the principles of prevention, planning and designing. The alternatives are assessed over four (4)
criteria, namely environment, society, economy and technology, which are grounded on the principles
of sustainable development. Depending on the special characteristics of the programme that is
foreseen to fund the potential investments, the decision-maker is provided with a hierarchized set
of indicators over which the alternative investments could be optimally assessed in parallel with
widely used indicators that strictly assess economic performance. In the present work, twelve (12)
different scenarios are examined, incorporating different values in the coefficients of the criteria.
For the majority of the scenarios examined (a sensitivity analysis is also provided), the alternative
indicator that is assessed with the highest score is “Resource Savings”, followed by “Recycling” and
“Research, Innovation, Development”.

Keywords: indicators; investments’ sustainability; multi-criteria analysis; decision support; ELECTRE III

1. Introduction

Environmental performance indicators are considered to assist decision-making processes in
managing important environmental, social and financial aspects and perspectives and improving the
assessment of the impact caused by business activities [1–5]. Improving environmental performance
requires effective control of the activities, products and processes of the business that may trigger
a significant burden [6–8]. Improving the business performance can be achieved through a wide
spectrum of modifications in corporate activities, products or processes and can range from small
fragmentary changes to integrated environmental management.

Changes in this direction include, among others, inter-alias environmental education of workers
and stakeholders, informing and/or sensitizing customers and suppliers, investing in environmental
protection technologies, adopting optimally available techniques to minimize gaseous pollutants, etc.
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A significant process is the so called “Design for Environment” (DfE), i.e., the ecological design of
products and services and the creation of environmental reports (corporate environmental reporting),
as well as the installation of environmental management systems [9–12].

Environmental performance appraisal is an internal process of business and is essentially
a tool designed to provide management with reliable and verifiable information on an ongoing
basis to determine whether an enterprise’s environmental performance meets the criteria set by
the organization’s management [13–15]. The literature presents several available environmental
indicators that are used at different scales of business activities, namely international, national or
local. As evaluation methods vary, environmental performance indicators, as well as the concept of
sustainability, also differ and include diverse groups of indicators [16,17]. In particular, indicators related
to specific environmental consequences (e.g., climate change) have been developed, using resources
(e.g., water footprint) with ecological efficiency measures [18].

There are different approaches to measuring environmental performance, namely production,
control, ecological, accounting, economics and quality [19]. These approaches have different guidelines,
focus and measurements. It is obvious that performance measurement activities vary in different
countries and also among different industries, due to the variety of environmental issues, organizational
variables (e.g., the size of the organization or the way it is structured), national conditions and individual
corporate strategies [20].

According to the definition provided by the Organization for Economic Co-operation and
Development (OECD), an environmental indicator is characterized as “a parameter that describes the
state of a phenomenon/environment/area, with significance that extends beyond that directly related to
a parameter value” [21]. Therefore, an indicator needs to provide important information about the
parameter to be described. If a parameter is complex, such as sustainability, more than one indicator
may be required. On the other hand, a group of various indicators may be combined to produce a single
indicator, i.e., a Composite Sustainable Development Index (CSDI), if desired. The Environmental
Sustainability Index (ESI), the Dow Jones Sustainability Index (DJSI) and the Global Reporting Initiative
(GRI) are examples of CSDI. Furthermore, there are various environmental performance indicators,
but also specific indicators focused mainly on environmental impacts, such as climate change [22],
air pollutants [23] and ad-hoc application of systems of indicators as decision-support tools towards
sustainable urban development [24].

The indicators that best describe environmental performance can be divided into the following
groups [25]: (a) lagging indicators, which are measures at the end of a process, such as the
amount of emitted pollutants; (b) leading indicators, which are performance measurement measures,
i.e., they measure the implementation of practices or measures that are expected to lead to improved
environmental performance, such as the percentage of facilities that carry out self-monitoring;
(c) Environmental Condition Indicators (ECIs) measure the direct impact of an activity on the
environment, such as air, water, groundwater and soil concentrations, changes in the size of a
population of a particular species in a given area. Each group of indicators has discrete strengths and
weaknesses, aiming a different target audience, and this is the reason why many companies use a mix
of indicators to measure their environmental performance [25].

In addition to the use of indicators, progress on environmental issues can be assessed by
comparative evaluation between companies or by the average performance of the industry to which a
company belongs. The International Organization for Standardization (ISO) has compiled a list of
conditions that a marker must meet to be useful and relevant to the measurement of environmental
performance. According to this list, an indicator must be: (i) in accordance with the environmental policy
and the important environmental aspects; (ii) suitable for management, business or environmental
activities; (iii) useful and representative of the environmental performance criteria; (iv) understandable
to internal and external stakeholders; (v) easily accessible, measurable and informative; (vi) adequate
in relation to the quality and quantity of data; (vii) able to respond to changes in environmental
performance [26].
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This paper focuses on the development of a holistic framework for the assessment of industrial
investments’ sustainability with the use of indicators. The key research question that is examined in
the present work is the identification of the optimal bundle of indicators which could be used for the
assessment of alternative industrial investments. It is evident that in most cases, available funds are
not adequate to cover all needs, thus decision-makers (either industrial or public) require a concrete
methodology for the assessment of alternative investments and the identification of the optimal one,
based on sustainability criteria. To date, the evaluation and selection of an investment over competition
in most cases is solely realized based on their economic performance and indicators (Return on
Investment, Net Present Value, etc.). However, the selection of the optimal criteria for the assessment
of investments is, without any doubt, a highly multi-dimensional problem. The proposed framework
is the outcome of a research effort that incorporates collection of data with the use of a structured
questionnaire. For the determination of the optimal set of indicators that best capture the environmental
performance of a given investment, the opinions of a number of different stakeholders, with mutually
contradicting priorities (e.g., environmental organizations, companies, universities, public bodies,
environmentalists and economists), are considered in the present work. The proposed environmental
(non-monetary) indicators are proposed to be used in parallel to the currently widely used economic
ones, in order to more efficiently and holistically assess alternative industrial investments.

2. Methodology

A critical point in multidimensional management problems is the evaluation and combination
of different types of available information that are ultimately able to lead to an optimal solution [27].
Multi-criteria methods provide the framework for collecting, registering, and ultimately promoting
all relevant information, thus making the decision-making process detectable and transparent [28,29].
In this light, the adoption of a decision is based on the result of the analysis of the conflicting parameters
and goals of socio-political, economic and environmental nature, thus creating a multidimensional
problem that needs special treatment [30]. The nature of decision-making processes makes it difficult
to represent them in descriptive models. Furthermore, uncertainty and inaccuracy are inalienable
elements of their structure.

Multidisciplinary analysis can be defined as a systematic and mathematically standardized effort
to solve problems arising from conflicting goals in an effort to reconcile them [31]. Making a decision is
the study of identifying and selecting alternative solutions based on the preferences of the recipient’s
decision. Decision making also implies that there are alternatives being considered. In this case,
the goal is not only to identify as many of the alternatives as possible, but to choose the one that best fits
the goals and desires of the decision maker [32]. Decision making with the use of multi-criteria analysis
is realized in four discrete steps, as follows: The first step comprises the determination of the alternative
scenarios for the selection of environmental indicators. The second step includes the selection of the
criteria, the scoring scale of the alternative scenarios and the assessment of the weighting factors by the
decision makers. The next step includes the application of the multi-criteria analysis and the extraction
of the results, followed by a last step, where the decision is realized for the selection of the appropriate
set of indicators, taking into consideration the use results of a sensitivity analysis.

The selection of environmental indicators for investment evaluation is a very complex process.
A considerable number of alternatives, often presenting equivalent weightings, need to be evaluated [33].
To efficiently achieve such an assessment, it is necessary to analyze and grade a series of critical
parameters, or other criteria. In particular, the formulation of an integrated policy regarding the
creation of environmental indicators for investment evaluation is considered a rather complex process,
given that the number of environmental indicators (alternatives) can be quite large, and at the same
time, each indicator shows advantages and disadvantages on different levels, namely economic,
environmental, social or technological (criteria).

The combination of all the parameters that appear makes the selection of an environmental
indicator a rather complex problem. The final selection of the most appropriate buddle of indicators
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between alternative scenarios requires the consideration and evaluation of several parameters, therefore,
it is necessary to apply the multi-criteria analysis. In the literature, there are over 50 multi-criteria
analysis techniques [34,35], and a different classification can be attempted according to their content
and scope.

In the present work, the ELECTRE III technique is selected to process the collected data via the
distributed questionnaires. ELECTRE III is a well-known method of multi-criteria analysis, with a
long history of successful practical applications internationally [29,36,37]. The method was used often
in the past to compare different scenarios in different thematic areas, such as energy, construction,
waste management, services, public policy, and transportation. An important advantage of the
ELECTRE III method over other methods is its usefulness in examining environmental problems [38].
In addition, ELECTRE III has the ability to include a fairly large number of evaluation criteria for
the selection of environmental indicators, combined with the ability of a large number of decision
makers [39]. The method requires the determination of three threshold values of the criteria used,
i.e., the indifference, the preference and the veto threshold. These thresholds allow the uncertainties of
the evaluation criteria to be incorporated into the decision-making process [40].

Determining the recipient’s preference data for a decision expressed as a criterion is one of the
most important factors of ELECTRE III. It is already noted that the method uses the thresholds of
preference and indifference, and includes an additional parameter, the concept of veto [41]. By using
these parameters, the method examines not only the two extremes of the problem, strong and weak,
but also a whole family of intermediate levels, from the overall strongest to the overall weakest
alternative. The process is achieved by assessing, comparing and finalizing the various environmental
selection indicators (alternatives) over the criteria considered.

As a ranking technique, ELECTRE III calculates a ranking hierarchy among alternatives.
The ranking is based on concordance (cj) and non-discordance (dj) binary outranking. In brief,
concordance is valid for the cases where alternative X outranks alternative Y when most of the criteria
X’s performance is better than the alternative’s Y. Respectively, non-discordance is valid for the cases
where none of the criteria in the minority are strongly opposed to alternative’s Y outranking by
alternative X. The ELECTRE III methodology calculates a credibility index, which characterizes that X
outranks Y. The credibility index shows the real degree of the aforementioned assertion [42].

Following this, alternatives are pairwise compared for every criterion by inserting two more
pseudo-criteria, namely the preference (pj) threshold and the indifference (qj) threshold. In the case
where the difference between the performances of X and Y is lower than the indifference threshold
for a specific criterion, then the two alternatives are regarded as similar for that criterion j, and the
credibility index cj(X,Y) equals zero. On the other end, in the case where the difference between the
performances of X and Y is larger than the preference threshold for a specific criterion, then X is
strongly preferred to Y for that specific criterion j, and the credibility index cj(X,Y) equals one. In this
context, the concordance index cj(X,Y) for any criterion j is mathematically described with Equation (1).

Vj(X) −Vj(Y) ≤ qj ⇐⇒ cj(X, Y) = 0

qj < Vj(X) −Vj(Y) < pj ⇐⇒ cj(X, Y) =
Vj(X)−Vj(Y)−qj

pj−qj

V(X) −V(Y) ≥ pj ⇔ cj(X, Y) = 1

(1)

Taking into account all the concordance indices calculated for each criterion j, and also the
weighting factor (relative importance) of each criterion j(wj), a global concordance index is calculated
for every pair of alternatives (X,Y). The global concordance index (CXY) is mathematically described
with Equation (2).

CXY =

∑n
j=1 wj × cj(X, Y)∑n

j=1 wj
(2)
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As a next step in the methodology, a discordance index (dj) is calculated, with the assistance
of preference (pj) and indifference (qj) thresholds, as those were described above, and with the use
of a third threshold, namely veto (vj), that gives the acceptable (maximum) difference between the
performances of two given alternatives X and Y in criterion j for not rejecting the assertion that X
outranks Y, regardless of the alternative’s performance in all other criteria. More specifically, in the
case that the difference between the performances of X and Y is lower than the preference threshold for
a specific criterion, then no discordance exists and dj(X,Y) equals zero. On the other end, in the case
that the difference between the performances of X and Y is larger than the veto threshold for a specific
criterion, then Y is globally preferred to X, no matter the performances in all other criteria, and the
discordance index dj(X,Y) equals one. In this context, the discordance index dj(X,Y) for any criterion j
is mathematically described with Equation (3).

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Vj(Y) −Vj(X) ≤ pj ⇔ dj(X, Y) = 0

pj < Vj(Y) − Vj(X) < vj ⇔ dj(X, Y) =
Vj(Y)−Vj(X)−pj

vj−pj

Vj(Y) −Vj(X) ≥ vj ⇔ dj(X, Y) = 1

(3)

The credibility index δXΥ of the assertion “X outranks Y” is mathematically formulated with the
use of Equation (4).

δXY = Π j∈F

1− dj(X, Y)

1−CXY
, where F =

{
j ∈ F, dj(X, Y) > CXY

}
(4)

In order to determine the optimal set of environmental indicators (alternatives) for the assessment
of potential investments within the present work, a questionnaire was used, aiming at the collection
of the required data that would feed the ELECTRE III methodology. The questionnaire considered
a number of indicators that are commonly used to evaluate the environmental performance of a
company in operation, the indicators for the evaluation of environmental performance in highly
industrialized countries (e.g., USA, UK, EU, Japan) [43], as well as the ISO 14031/2013 standard [44].
The aim was to explore the dominant aspect of tackling the problem, namely the optimal choice of
environmental indicators, through the views of experts. A total of 80 experts’ responses were collected,
representing all different stakeholders involved in the decision-making process, namely NGOs, business,
academia, authorities, certified assessors, and scientist/practitioners activated in the field, in order to
capture different needs and requirements. More specifically, half of the experts’ sample (40 out of
80) represented the private sector (31 practitioners and business consultants activated in industrial
investments and nine senior staff in private companies), while the other half represented the public
sector (17 representatives from public authorities at local-to-regional level, 9 representatives from
the academia sector, 3 certified assessors and 11 representatives from NGOs activated in the field of
environmental protection and sustainability). The aim was to evaluate alternative indicators from all
different aspects, with the involvement of a balanced sample of experts, since the former (practitioners,
business consultants, enterprises) focus mostly on the business success of the proposed investment,
while the latter (public authorities, academia, NGOs) place emphasis on the common public interest.

The questionnaire consists of 18 indicators (alternatives) that were coded to facilitate the processing
of the results (Table 1). Potential indicators of sustainable development were selected taking into account
the pillars of sustainable development and research work in international literature [43–45] and assessed
over four discrete criteria by the experts involved in the framework of the present work. The criteria used
for the assessment of indicators’ suitability are grounded on a set of sustainable development’s pillars
and principles. The pillars are the environment (Criterion C1), society (Criterion C2), and economy
(Criterion C3). To efficiently evaluate an investment, the above criteria are the main priorities for its
successful operation and a more sustainable future. In addition, technology (Criterion C4) was selected
as the criterion for evaluation, given that environmental technology and technological infrastructure
provide the basis for faster and cost-effective development.

171



Sustainability 2020, 12, 6805

Table 1. Alternative indicators for the environmental assessment of investments.

Code Thematic Area Indicator

A01 Recycling Design for recycling and reuse of materials, and minimization
of waste

A02 Gas emissions Design for minimization of emissions (greenhouse gases,
ozone depletion gases, air pollutants, particulate matter, etc.)

A03 Resource savings Design for energy and other resources (materials, water, etc.)
savings, and reduction of non-renewable resources consumption

A04 Biodiversity Design for biodiversity and habitat conservation

A05 Impact restoration Design for prevention and remediation of adverse effects on the
environment due to the company’s operations

A06 Alternative energy forms Provision for the use of alternative energy sources

A07 Education Provision for environmental employees’ training

A08 Health and safety Provision for employees’ health and safety

A09 Communication & public awareness
Provision for communication with the local community
(information and public disclosure of environmental
performance, etc.)

A10 Information across supply chain Provision for information on sustainable development to
suppliers and customers

A11 Social actions Provision for social initiatives (compensations, donations,
funding for environmental actions, etc.)

A12 Pollution prevention Provision for covering the cost of pollution prevention projects

A13 Environmental accounting Provision for application of environmental accounting

A14 Research, Innovation, Development Provision for research and development of high-tech and
innovative products, development of green products

A15 Environmental policy
Provision for consideration and planning for the
implementation of environmental policies and environmental
controls, the use of their results in company’s operations

A16 Legal framework Compliance with the legal framework on environmental
legislative framework

A17 Environmental standards Provision for the implementation of environmental management
system (e.g., EMAS, ISO 14000)

A18 Corporate governance Design for implementation of corporate governance rules

3. Results and Discussion

Within the framework of the present study, an assessments’ matrix was formed, consisting of
the alternative scenarios of environmental indicators, and criteria over which the selected alternative
scenarios were assessed by the experts. In Table 2, the evaluations of 80 experts are depicted in a scale
from 1 to 9, where 1 represents the worst-case assessment and 9 the best-case one. The assessment of
each alternative for each criterion is calculated as follows:

Vij =

∑N
1 vij

N
, i ∈ (A1, A2, . . . , A18), j ∈ (C1, C2, C3, C4) (5)

where:

Vij: Assessment of alternative scenario i based on criterion j for all experts
vij: Performance of an alternative scenario i based on criterion j for each expert
N: Total number of experts
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Table 2. Assessment matrix.

Environment [C1] Society [C2] Economy [C3] Technology [C4]

Recycling [A01] 8.63 6.69 6.87 7.08

Gas emissions [A02] 8.58 7.23 6.29 7.44

Resources’ savings [A03] 8.50 7.23 7.21 7.37

Biodiversity [A04] 8.21 6.42 5.31 5.08

Impact restoration [A05] 8.48 7.23 6.65 6.42

Alternative energy forms [A06] 7.85 6.31 6.56 7.21

Education [A07] 7.12 6.44 5.69 4.75

Health and safety [A08] 5.87 8.02 6.29 4.96

Communication & public awareness [A09] 5.88 8.04 5.25 4.10

Information across supply chain [A10] 6.08 7.63 5.85 4.58

Social actions [A11] 6.67 7.87 6.33 4.31

Pollution prevention [A12] 7.33 6.10 7.83 5.62

Environmental accounting [A13] 6.27 4.56 6.98 4.92

Research, Innovation, Development [A14] 7.98 6.29 7.77 8.67

Environmental policy [A15] 7.85 6.40 6.46 6.19

Legal framework [A16] 7.69 6.94 6.10 4.52

Environmental standards [A17] 7.65 5.69 5.83 5.08

Corporate governance [A18] 5.35 6.06 5.90 4.75

Weighting Factor 31.9 23.6 25.1 19.4

Preference threshold 0.18 0.19 0.14 0.25

Indifference threshold 0.05 0.06 0.04 0.08

In the present work, the weighting factors of each criterion were determined by the experts
participating in the research. In particular, experts were required to assign a percentage of importance
to each criterion according to their personal opinion. The values of the criterion weighting factors
emerged as averages of the views of the various experts, who took part in the qualitative evaluation of
the environmental selection scenarios. For the assessment of the importance of the selected criteria
(environment, society, economy, technology) a weight scale from 0 to 100% was used.

In respect to the preference and indifference thresholds that are required for the ELECTRE III
methodology, the following equations were considered [38,46–49]

pi =
(vimax− vimin)

N
(6)

qi = 0.3× pi (7)

where

vimax: The maximum value displayed by alternative i for criterion j
vimin: The minimum value displayed by alternative i for criterion j
N: The number of alternative scenarios (here N = 18)

According to the ELECTRE III technique, two distillations are calculated (namely, ascending
and descending), before the determination of the final order of the available alternatives. In the case
under study, the LAMSADE software was used. In Figure 1, the distribution of the ascending and
descending distillations is illustrated for the Baseline Scenario (BS), i.e., taking into account: (a) the
opinion of the 80 experts with respect to their assessment for the performance of the 18 alternatives
over the four selected criteria, (b) the opinion of the 80 experts with respect to the weighting of
the four criteria’s importance, (c) Equations (6) and (7) for the calculation of the preference and
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indifference thresholds, in particular, in the x-axis, the ascending distillation (i.e., from the worst to
the optimal alternative), while in the y-axis, the descending distillation (i.e., from the optimal to the
worst alternative), are provided. For instance, alternative A03 (resources’ savings) is the optimal one
in both distillations. Correspondingly, alternative A01 (recycling) is ranked third (following A03 and
A14) when considering the optimal hierarchy from the worst to the best one (ascending distillation),
while ranked second (only after A01) when considering the optimal hierarchy from the best to the
worst one (descending distillation).

Figure 1. Distribution of ascending and descending preference of alternative environmental indicators
for the application of the Baseline Scenario.

The final ranking of the alternatives (indicators) is calculated taking into account the two
aforementioned distillations. For the BS, the ranking of the alternative indicators is the following;
(i) Resources’ savings [A03], (ii) Recycling [A01], (iii) Research, Innovation, Development [A14],
(iv) Impact restoration [A05], (v) Health and safety [A08], (vi) Gas emissions [A02], (vii) Social
actions [A11], (viii) Pollution prevention [A12], (ix) Alternative energy forms [A06], (x) Information
across supply chain [A10], (xi) Legal framework [A16], (xii) Communication and public awareness
[A09], (xiii) Environmental policy [A15], (xiv) Environmental accounting [A13], (xv) Biodiversity [A04],
(xvi) Education [A07], Environmental standards [A17], Corporate governance [A18].

In addition to the Baseline Scenario (BS), nine (9) additional scenarios were considered for
sensitivity analysis purposes. In other words, additional scenarios are examined to study whether
changes in the parameters of the problem affect the final solution, with the aim of providing further
confidence in decision-making. More specifically, in order to globally assess the alternative indicators
(taking into account their performance in the four described criteria, namely environment, society,
economy and technology), the following parameters need to be determined: (a) the weighting factor
(relative importance) of each criterion, and (b) two pseudo-criteria, namely the preference and the
indifference threshold. In the present study, sensitivity analysis is selected to be applied in comparison to
the Baseline Scenario. In Table 3, the key parameters (thresholds and weighting factors) of the scenarios
(Sx) examined are depicted. The Baseline Scenario (BS) reflects the solution of the mathematical
algorithm (Equations (1)–(5)), taking into account the weighting factors (relative importance) of the
criteria as averages of the experts’ views. In this light, the weighting factor for the environmental
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criterion [C1], the social criterion [C2], the economic criterion [C3] and the technological criterion [C4],
are 31.9%, 23.6%, 25.1% and 19.4%, respectively. Moreover, for the determination of the preference
and indifference thresholds, we used the referenced Equations (6) and (7). However, since both the
views of the experts are subjective, while the equations for the determination of the pseudo-criteria
(preference and indifference thresholds) are based on assumptions, the algorithmic model presented in
the methodology is solved with alternative values with respect to weighting factors and thresholds,
so as to provide a “what-if” analysis. In this context, the hierarchy of the alternative indicators is
re-assessed with the use of different weighting factors (putting more emphasis on different criteria) in
each scenario examined. More specifically, in Scenario 1 (S1), all criteria are equally weighted (25%),
compared to the Baseline Scenario (BS), where more emphasis is placed on the environmental pillar
of sustainability. In Scenario S2, more emphasis is put on the economic criterion [C3] which weighs
50%, while each of the environmental [C1] and social [C2] criteria weigh 25% and the technological
criterion [C4] is neglected. Similarly, different weight factors are applied in the case of the rest of the
different scenarios (S3–S9). For the scenarios S10 and S11, the weighting factors are based on the experts’
views (similarly to the Baseline Scenario), while the preference and indifference thresholds are altered
compared to the values calculated with Equations (6) and (7) in order to assess the sensitivity of those
thresholds in the optimal hierarchy of the indicators. The analysis, apart from providing robustness to
the ranking of the Baseline Scenario, can be used for altering the weights of the criteria based on the
individual needs of the funding programmes.

Table 3. Modifications of weighting factors and thresholds for sensitivity analysis purposes.

Scenario

[BS] [S1] [S2] [S3] [S4] [S5] [S6] [S7] [S8] [S9] [S10] [S11]

Weighting factor for
Environmental criterion [C1] 31.9 25 25 50 16.7 16.7 16.7 50 0 0 31.9 31.9

Weighting factor for Social
criterion [C2] 23.6 25 25 16.7 50 16.7 16.7 0 50 0 23.6 23.6

Weighting factor for Economic
criterion [C3] 25.1 25 50 16.7 16.7 50 16.7 50 50 50 25.1 25.1

Weighting factor for
Technological criterion [C4] 19.4 25 0 16.7 16.7 16.7 50 0 0 50 19.4 19.4

Preference threshold pBS pBS pBS pBS pBS pBS pBS pBS pBS pBS 1.5 × pBS 2 × pBS

Indifference threshold qBS qBS qBS qBS qBS qBS qBS qBS qBS qBS 1.5 × qBS 2 × qBS

In Table 4, the final ranking (hierarchy) of the alternative indicators are illustrated for the scenarios
examined. Apparently, the ranking shows significant changes in cases of change in the thresholds of
preference and indifference. However, the results provide adequate information in the selection of a
bundle of indicators to be used for the assessment of alternative investments. More specifically, for the
Baseline Scenario, Alternative A03 (Resources’ savings) is the highest ranked indicator to be considered
in the environmental assessment of potential investments. The same applies for all examined scenarios,
except S9, where the focus is solely on economic and technological criteria, which provides robustness
to the optimal solution and confidence to the decision-maker so as to always consider the indicator
when assessing the environmental performance of any given investment.

Since, in most programmes, more than one criterion is simultaneously considered in order to
select the optimal investment, the bundle of five top indicators in the Baseline Scenario was comprised,
apart from Alternative A03, by Alternatives A01 (Recycling), A14 (Research, Innovation, Development),
A05 (Impact restoration) and A08 (Health and safety). Research, Innovation, Development (A14) is
included in the top five criteria for all examined scenarios (being the highest ranked alternative
indicator for 3 out of 11 scenarios), while recycling (A01) and impact restoration (A05) are included in
the top five criteria for 10 out of 11 examined scenarios (A01 is ranked 6th for S8, while A05 is ranked 6th
for S10). In this light, the aforementioned criteria should be considered in the top bundle of indicators
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to be selected when designing a funding programme, accompanied by indicators like A14 (Research,
Innovation, Development), A11 (Gas emissions) and A06 (Alternative energy forms), which are placed
comparatively highly for most of the examined scenarios. On the contrary, Alternative A18 (Corporate
governance) is the last indicator to be considered for the assessment of investments, as it is ranked 18th
for 8 out of 11 scenarios.

Table 4. Final ranking of environmental indicators (alternatives) for investments’ evaluation for each
scenario studied.

1st 2nd 3rd 4th 5th 6th 7th 8th 9th 10th 11th 12th 13th 14th 15th 16th 17th 18th

BS A3 A1 A14 A5 A8 A2 A11 A12 A6 A10 A16 A9 A15 A13 A4 A7 A17 A18

S1 A3 A1 A14 A5 A8 A2 A11 A12 A6 A10 A16 A9 A15 A13 A4 A7 A17 A18

S2 A3 A14 A5 A1 A12 A2 A8 & A11 A16 A10 A6 A13 A9 A15 A7 A4 A17 A18

S3 A3 A1 A14 A2 A5 & A8 A11 A12 A6 A10 A16 A9 A15 A4 A13 A17 A7 A18

S4 A3 A2 A1 A14 A5 A8 A12 A15 A11 A6 A10 A16 A9 A4 A7 A13 A17 A18

S5 A3 & A14 A1 A5 A12 A2 & A8 A6 & A11 A13 A16 A10 A15 A4 A17 A9 A7 A18

S6 A3 &A14 A1 A2 A5 & A8 A12 A6 A10 & A11 A16 A4 A9 & A15 A13 A17 A7 A18

S7 A3 A1 A14 A5 A12 A2 A6 & A13 A15 A4 A16 A11 & A17 A8 A7 A10 A18 A9

S8 A3 A8 A5 A14 A11 A1 A10 & A18 A2 A12 A6 A16 A9 A15 A13 A7 A4 A17

S9 A14 A3 A1 A12 A5 A2 A5 & A13 A15 A8 A17 A16 A18 A4 & A10 & A11 A7 A9

S10 A3 A14 A1 A8 A2 A5 A11 A12 A6 A16 A10 A15 A4 A9 A13 & A17 A7 A18

S11 A3 A14 A1 A2 & A5 A8 A12 A6 A11 A16 A10 A15 A4 A7 A9 A17 A13 A18

It should be highlighted from the analysis of the variation of the coefficients that the ranking of the
alternative indicators in the Baseline Scenario (BS) and the Scenario S1 where all criteria (environmental,
social, economic, technological) are equally considered (with a weighting factor of 25%), are identical
in all ranking positions. Consequently, the experts’ opinion on the significance of the criteria does not
significantly affect the ranking of the indicators. In this light, all criteria could be equally considered
(as realized in S1) in a real-world case.

Overall, the ranking of environmental indicators for investments’ assessment was observed to be
significantly influenced by the weighting factors and preference and indifference thresholds. The latter
demonstrates the choice of A03 as the optimal alternative indicator, but, on the other hand, also reveals
that the final choice of the optimal bundle of environmental indicators for the assessment and evaluation
of investments is left purely to the decision-maker and to the thresholds used. This provides the
funding authority with appropriate “freedom” to apply the most suitable weighting factors and
thresholds that best suit the particular needs of the funding programme and the pillar of sustainable
development that should be promoted.

4. Conclusions

In the past, the evaluation and selection of an investment over competition was mostly realized
based on their economic performance, using mainly financial tools. Nevertheless, the determination
of the optimal investment is an interdisciplinary problem and apart from the economic performance,
other sustainability criteria need to be considered. The need for an effective bundle of environmental
indicators that would lead to best possible investments and cost-efficient use of available funds
triggered the need for a multi-criteria analysis methodology, such as the one herein described.

The survey conducted in the framework of the present work, with the involvement of 80 experts
closely related to the field, reveals that design for energy and other resources (materials, water, etc.)
savings, and reduction in non-renewable resources consumption, are the most appropriate criteria,
apart from cost, to introduce as additional indicators in the investments’ evaluation. Additionally,
the provision for research and development of high-tech and/or innovative products and the
development of green products (design for disassembly/recycling/reuse) could be supplemented
as a second-best assessment indicator.
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The importance of multi-criteria analysis is critical in environmental problems. The ELECTRE
III method was preferred over other multi-criteria techniques for selecting environmental indicators
to be applied to investment evaluation. In the proposed methodology, 18 scenarios were selected
as alternatives, based on relevant data from the literature and taking into account the principles of
prevention, planning and design. Moreover, four criteria are considered, namely environmental,
social, economic and technological, in order to capture the different pillars of sustainable development.
With the use of the ELECTRE III, the optimal bundle of criteria is extracted for twelve (12) scenarios with
differentiated weighting factors for the four criteria, and also preference and indifference thresholds.

From the analysis of the scenarios, it is evident that the of environmental indicators is influenced
by the selected parameters of the methodology, however, there is a dominant trend demonstrating
that specific indicators (resources’ savings, recycling, Research–Innovation–Development, impact
restoration) should undeniably be considered for the overall assessment of investments. At the same
time, the modified rankings, such as those resulting from the realized sensitivity analysis, demonstrate
that the final word for the selected bundle of indicators is left to the decision-maker. The latter, on the
basis of the particular needs of the funding programme, is responsible for drafting the weights for the
criteria and also determines the thresholds for investments’ evaluation.

The proposed methodology can be seen as a tool through which decision-makers may select
additional indicators that can create a framework of sustainable assessment of potential investments.
Based on the results presented herein, the legislative framework could be improved so that sustainable
growth indicators can also be incorporated in the decision-making process for the evaluation of an
investment. Undeniably, this research can be extended not only to public authorities, but also to
businesses in their effort to promote sustainable products and solutions. The present work represents
an initial attempt to reach this goal, however, further research is required in terms of sample size
(including international bodies and funding agencies) and the criteria considered, so as to demonstrate
the optimal indicators that should be incorporated as key performance indicators, alongside financial
ones, for the assessment of investments.
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Abstract: The present research study explores three types of neural network approaches for forecasting
natural gas consumption in fifteen cities throughout Greece; a simple perceptron artificial neural
network (ANN), a state-of-the-art Long Short-Term Memory (LSTM), and the proposed deep neural
network (DNN). In this research paper, a DNN implementation is proposed where variables related to
social aspects are introduced as inputs. These qualitative factors along with a deeper, more complex
architecture are utilized for improving the forecasting ability of the proposed approach. A comparative
analysis is conducted between the proposed DNN, the simple ANN, and the advantageous LSTM,
with the results offering a deeper understanding the characteristics of Greek cities and the habitual
patterns of their residents. The proposed implementation shows efficacy on forecasting daily values
of energy consumption for up to four years. For the evaluation of the proposed approach, a real-life
dataset for natural gas prediction was used. A detailed discussion is provided on the performance of
the implemented approaches, the ANN and the LSTM, that are characterized as particularly accurate
and effective in the literature, and the proposed DNN with the inclusion of the qualitative variables
that govern human behavior, which outperforms them.

Keywords: machine learning; artificial neural networks; natural gas; demand forecasting

1. Introduction

The consumption of natural gas has seen a substantial increase during recent years, as it presents
a reliable and economical energy and heating solution for businesses as well as households. Its wide
acceptance from large-scale infrastructures to small houses has created diverse consumption patterns,
especially during high-demand occasions. Inevitably, this has perplexed any attempt of forecasting its
demand, especially when one considers the diversity of the consumers and the finite restrictions of the
natural gas infrastructure, i.e., low accumulation ability within the grid.

Analytical modelling of such complicated systems would require substantial effort in order to
design the grid architecture and each of its consumers, apply correct heat losses throughout the pipes,
and in general, include a variety of intricate parameters into the whole system before running the
simulation computations. On the other hand, data-driven models are invariant of such parameter
tuning and can properly model a system by learning valuable patterns from its collected data. Machine
learning algorithms create models by recurrently learning from data, until they can model a process
in the best way possible. Being dependent on data alone, alternative scenarios based on different
energy resources like fossil fuels, oil, or electricity may as well utilize these methods for their own
forecasting purposes.
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State-of-the-art published studies which focus on natural gas forecasting of production,
consumption, demand, market volatility and fluctuation in prices, and income elasticity have been
surveyed and are presented in [1]. Efficient energy supply planning is essential for any country’s
socio-economic state since it is crucial, especially for building successful development plans [2]. There is
a large number of papers found in the relevant literature that tackle the problem of accurate forecasting
of natural gas consumption, mostly focusing in hourly intervals [3]. Short-term forecasting is based on
the pattern analysis of time series in order to predict accurate values of consumption or demand [4].
Artificial intelligence, machine learning, and other statistical methods are typically used in short-,
medium-, and long-term forecasts of energy demand [5]. Based on research studies from the literature,
there are notable findings that utilized artificial neural network (ANN) algorithms on forecasting
natural gas demand, and whose day-ahead predictions had high accuracy [6–15]. Multiple variants of
neural networks, especially deep neural networks, have been extensively used to tackle the problem
of short-term demand forecasting of natural gas. Deep learning was firstly used by Merkel et al. for
forecasting short-term load of natural gas [16,17], and then to be compared to traditional ANN and
linear regression models on 62 different areas with at least 10 years of data [18].

Other data-driven approaches, such as neuro-fuzzy methods or genetic algorithms, have tackled
the problem of natural gas demand [19–21]. Hybrid approaches including Wavelet Transform (WT),
Genetic Algorithm (GA), Adaptive Neuro-Fuzzy Inference System (ANFIS), and Feed-Forward Neural
Network (FFNN) have been used by Panapakidis and Dagoumas in order to forecast natural gas
demand in the Greek natural gas grid [22]. Moreover, other soft computing techniques, like fuzzy
cognitive maps (FCMs), enhanced by evolutionary algorithms, have been applied for modeling
time series problems [23–28]. In [29], Poczeta and Papageorgiou conducted a preliminary study on
implementing FCMs with ANNs for natural gas prediction, showing for first time the capabilities
of evolutionary FCMs in this domain. Furthermore, the research team in [30] recently conducted
a study for time series analysis devoted to natural gas demand prediction in three Greek cities,
implementing an efficient ensemble forecasting approach through combining ANN, RCGAFCM,
SOGA-FCM, and hybrid FCM-ANN. In this research study, the advantageous features of intelligent
methods, through an ensemble to multivariate time series prediction, have emerged.

Many works can be found in the literature that address the accurate forecasting of natural gas
demand with a methodology that was based solely on an artificial neural network, or was used
in combination with other methods in hybrid forecasting systems; however, in the present work,
an innovative approach that includes vital social factors in deep neural network (DNN) models
was studied exclusively, contributing to the novelty of the current study. The main aim of this
study is the development of a non-linear time series model that can accurately predict future energy
demand and estimate how the introduction of important social factors can improve the accuracy of
its predictions. As a case study for the demonstration of the approach’s applicability, natural gas
energy data from various cities in Greece, which present socio-economic aspects and thus different
consumption attributes, have been implemented.

Contrary to most studies that focus on quantitative-only inputs, there are some studies that
take into consideration the impact of social or socio-economic factors with machine learning based
approaches [31]. The behavioral habits and characteristics of consumers are strong indicators in
forecasting electricity load in households [32–34]. Social factors were taken into consideration in the
prediction of total energy demand in several cases such as Spain [35], China [36], and Turkey [37,38].
The application of social components alongside meteorological and past consumption data was also
studied in district heating networks [39,40]. In all relevant studies, the results showed that the inclusion
of social parameters in the modelling can increase the model’s overall accuracy [41,42].

Our effort focuses on investigating three types of approaches. The first approach relies on a simple
Artificial Neural Network (ANN), namely a single-layer perceptron, that takes into account only
quantitative variables. The second approach is based on the state-of-the-art recurrent neural network
(RNN), namely Long Short-Term Memory (LSTM) network, which uses single-variable time series and
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can predict a variable’s value for the next point in time by “memorizing” past variations. The third
approach is the proposed Deep Neural Network (DNN) that takes as input not only quantitative,
but also qualitative variables. The DNN consists of more nodes and layers than the ANN since it needs
to process a larger and more diverse amount of inputs, both numerical and categorical, in a more
appropriate fashion. The qualitative variables that are being used in the proposed DNN approach
are social factors that fit the characteristics of the country of Greece and will be described in detail in
paragraph 2.2. For the case of natural gas demand forecasting, the consumption of energy is bound to
the behavior of the human population, which is dependent on social habits, a factor whose impact is
investigated extensively in this study.

In the present study, the aim is to build a robust forecasting model based on a proposed deep neural
network (DNN) and compare it with an artificial neural network (ANN) and a recurrent neural network
(RNN), both of which are able to accurately forecast energy demand [43]. This comparative analysis
aims to investigate whether the factors that dictate human behavior can offer crucial information
and increase the accuracy of our forecasts. The results clearly demonstrate that the proposed DNN
approach, with the inclusion of social factors, has attained better accuracies than other state of the art
intelligent models for natural gas consumption forecasting.

2. Materials and Methods

The Hellenic Gas Transmission System Operator S.A. (DESFA) (www.desfa.gr) is the operator that
manages and develops the Greek natural gas infrastructure. DESFA handles all natural gas off-takes,
deliveries, and general distribution, as well as the collection of useful data. They have provided with
the dataset that was used in this study. Details on the dataset and its features are provided below.

2.1. Dataset

The dataset contains historical data of time series from the natural gas consumption of multiple
cities all over Greece, as well as the average daily temperature of each city’s surrounding area. The data
spans from 1 March 2010, or later on for some cities, until 31 October 2018. Specifically for some
centralized larger cities of Greece such as Athens and Larissa, where the natural gas distribution system
was installed early on, there is data since 1 March 2010, as seen in Figure 1, while in some other large
cities, like Thessaloniki, also seen in Figure 1, or smaller ones, like Alexandroupoli, seen in Figure 2,
data collection started later on. The exact starting dates of data collection for each city are given later
on in Section 3.
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Figure 1. Natural gas energy consumption [MWh] for Athens, Thessaloniki, and Larissa over the years.
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Figure 2. Natural gas energy consumption [MWh] for Alexandroupoli, Drama, Karditsa, and Trikala
over the years.

As provided, the dataset contained time and dates, natural gas consumption of each city’s
distribution point, and the daily average temperature of the area in Celsius degrees. On top of the
existing data, social indicators have been added to the dataset such as a month indicator, a day indicator,
a weekday/weekend indicator, and a bank holiday indicator. The proper addition of social variables is
a key factor to the study since the aim is to see if qualitative social traits can improve the performance
of a forecasting model, and by how much compared to other methods.

2.2. Feature Engineering

A certain amount of feature engineering is required for the qualitative data to take proper form,
in order to be readable by the machine learning algorithms. This takes place during the preprocessing
phase and is conducted in the following way: Months and days are described by a name, e.g.,
September, Tuesday, etc., and need to be transformed into categorical values, e.g., 9, 2, etc., in a serial
way. Therefore, the following association is considered: January-1, February-2, etc., and Monday-1,
Tuesday-2, etc. Each of these values are then transformed into vectors with the size of the value range of
the variable. In detail, the “month” variable contains 12 different values, one for each month, therefore
the size of the vector is 1 × 12. Respectively, the “day” variable contains 7 values, one for each day,
therefore the size for this vector is 1 × 7. Consecutively, the “month” variable is transformed into 12
variables, one for each month, and the “day” variable is transformed into 7 variables, one for each
day of the week. The “bank holiday” variable denotes a public or religious holiday that affects social
behavior (businesses are closed, people are out celebrating, etc.) and is binary, therefore there is no
need for any kind of further transformation.

Time and date data are transformed into a single timedate variable which is then used as an index,
thus leading to the total amount of 22 variables that are being taken as inputs for the modeling of the
energy forecast of the proposed methodology. The desirable variable for the forecast is the natural gas
energy consumption from the specific distribution point, which is used as output. The correlation of
the consumption energy with the mean daily temperature for the city of Athens is shown in Figure 3.

The correlation plots of consumption energy and mean temperature for all the investigated cities
are given in the Appendix A, where it is obvious that not all cities have the same pattern of correlation
between the mean temperature and the consumption of natural gas. This variation in patterns is one of
the reasons that the implemented models achieve different accuracies for each different city, as will be
shown later.
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(a) (b) 

Figure 3. Correlation of the energy demand and the mean temperature for the training set (a) and the
test set (b) for the city of Athens.

3. Methodology

Three types of neural network variants were modeled and tested for accurately forecasting natural
gas energy demand. Their implementations differ even though they all belong to the neural network
family of algorithms. Each approach has different input variables, however, the general approach
remains the same; historical data train a model that is able to produce accurate forecasts of natural
gas energy consumption. The approaches, as well as the general process flow, are described in the
following sections.

3.1. Artificial Neural Networks (ANN)

Artificial Neural Networks (ANN) [44] were hypothesized as a method to imitate the human
brain and its functions while it performs cognitive tasks, or when it learns. For the mathematical
structure of such networks, nodes are used to represent the neurons, and layers are used to represent
their interactive synapses in the same fashion as it is within the brain. They received wide acceptance
ever since they were conceptualized, however, they started gaining more and more fame ever since
the computational power, especially in graphic processing units, has become cheaper and thus easily
attainable. Another important reason for their wide acceptance is the vast availability of immense
amounts of data that have been collected throughout the past years. This adoption has enhanced the
scientific progress of the ANN algorithms, which started from the single-layer perceptron [45], moved
to multi-layer perceptron [46], introduced the back-propagation algorithm [47], and led to many new
derivatives of ANNs, the most well-known being the deep neural networks that are described in the
next paragraph.

3.2. Long Short-Term Memory Networks (LSTM)

Long Short-Term Memory are also neural networks which are built upon a recurrent fashion by
introducing memory cells and their in-between connections, in order to construct a graph directed over
a sequence. In general, recurrent networks process sequences by using said memory cells in a fashion
that is different than that of the simple ANNs, and even though they are well suited for problems with
time dependency, they often face the problem of vanishing gradients, or not being able to “memorize”
large portions of data. LSTMs [48] solved this problem because of the specific cell structure they
have, which allows the network the ability to variate the amount of retained information. These cell
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structures are called gates, and they control which information is stored in the long memory and which
is discarded, thus optimizing the memorizing process. Dynamic temporal behavior problems, i.e.,
time sequences, were suited for such approaches.

3.3. Deep Neural Networks (DNN)

Deep neural networks [49] are the basis of deep learning, one of the most influential areas of
the artificial intelligence for the past decade. Based on the ANN, the DNN is comprised by more
layers and nodes in the same sequential fashion. For very deep implementations, the problem of
“vanishing” or “exploding” gradients would not allow the network to learn properly, therefore new
techniques were introduced, such as “identity shortcut connections” as seen in Resnet [50], as well
as others, in order to solve these obstacles. The “deep” approach has been used in all derivatives of
neural networks. Deep convolutional neural networks (CNN) have been used for image classification
and object detection [51,52], and deep recurrent neural networks (RNN) have been used for word
prediction [53] and time series forecasting [54].

3.4. Process Flow

In order to accurately model the natural gas energy forecast, a specific process flow has been
designed. The steps that have been followed, are described below.

3.4.1. Preprocessing

The initial preprocessing is focused on the organization of the original unstructured data.
Same-variable columns have been aligned and set in correct time and date order, and columns that were
empty or contained plenty of NaN (Not a Number) values were removed completely. The columns
“date” and “time” were merged into a TIMEDATE column, which was consecutively used as index.
The MONTH and DAY variables were manually added and later transformed into multiple categorical
variables as described in Section 2.

For the ANN implementation, only the daily mean temperature is considered as input, for the
LSTM, only the energy consumption is used as both input and output (past and present values
respectively), and for the DNN implementation, all the aforementioned variables are used with the
addition of vectorial representations of qualitative variables. The inputs that are used in each neural
network variant, as well as the output variable, that are being used in this study, are shown in Table 1.

Table 1. Variables that are used as output and input for each implementation of the neural network
variants. ANN: Artificial neural network; LSTM: Long Short-Term Memory; DNN: Deep neural network.

Output Inputs

Energy
Current

Day (MJ)

Daily Mean
Temperature

(◦C)

Energy 1
Previous
Day (MJ)

Energy 2
Previous

Days (MJ)

Month (Jan, Feb,
Mar, Apr, May, Jun,
Jul, Aug, Sep, Oct,

Nov, Dec)

Day of the
Week (Mon,

Tue, Wen, Thu,
Fri, Sat, Sun)

Bank
Holiday
(Yes, No)

ANN × ×
LSTM ×
DNN × × × × × × ×

3.4.2. Data Split

The data was split in the following way: The last year, ranging from 1 November 2017 till 31
October 2018, was used as the testing period for all models, approaches, and for all cities. The starting
date of data collection for each city, as well as the ratio of training/testing portions of each dataset,
is shown in Table 2.

During the training phase, 20% of the training dataset is used as a validation set, in order to
identify whether our model tends to under- or overfit, and to be able to measure its loss and accuracy.
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Table 2. Starting dates and ratio of training/testing portions of the dataset per city.

City Start Date Ratio of Training/Testing

Agioi Theodoroi 07/06/2014 3.41
Alexandroupoli 02/02/2013 4.78

Athens 01/03/2010 7.68
Drama 07/09/2011 6.15

Karditsa 01/05/2014 3.51
Kilkis 01/03/2010 7.68
Lamia 01/02/2013 4.75
Larissa 01/03/2010 7.68
Laurio 01/03/2010 7.68

Markopoulo 01/03/2010 7.68
Serres 01/06/2013 4.42

Thessaloniki 01/03/2012 5.67
Trikala 12/09/2012 5.14
Volos 01/03/2010 7.68

Xanthi 01/03/2010 7.68

For the ANN implementation, only the numerical variables were used as input, i.e., the energy
consumption of 2 prior days and the mean temperature. For the LSTM implementation, the natural
gas energy consumption is used both as input and output, so the previous 365 values are used to find
the future trend, i.e., the energy demand. For the DNN implementation, all the variables described in
paragraph 2.2 are used as inputs, and the natural gas energy consumption is used as output, as it is
with all implementations.

3.4.3. Standardization

All data was normalized with Python’s SciKit Learn MinMaxScaler, between 0 and 1 values [55].
This way, the performance metrics are common for all cities, therefore direct comparisons can be
conducted, but more importantly because during training it allows the non-convex cost function to
converge to the global minimum faster and in a more appropriate fashion.

3.4.4. Processing

In all ANN, LSTM, and DNN approaches, we used the “ReLU” activation function, the “adam”
optimizer for the cost function, mean squared error for measuring the loss of training and validation,
and an early stopping function (EarlyStopping callback in Keras [56] with 5 epochs patience) in order
to avoid overfitting [57]. For the LSTM approach, the previous 365 energy values were used as input,
and the consumption for the next 365 days was forecasted. After the model training, all models are
being evaluated on the testing portion of the dataset. Their performance is measured based on certain
metrics that are described in the following section.

4. Evaluation metrics

The performance and robustness of each studied natural gas forecasting model is based on four of
the most common evaluation metrics. Mean square error (MSE), absolute error (MAE), mean absolute
percentage error (MAPE), and coefficient of determination (R2) are all being used in order to determine
the best performing model [5,7,43].

All the modelling, tests, and evaluations were performed with the use of Python 3.7 and the
Tensorflow 1.14, Keras 2.3, SciKit Learn 0.21, Pandas 0.25, Numpy 1.17, Matplotlib 3.1, Seaborn 0.9
libraries. The mathematical equations of these evaluation metrics are described below:

Mean Squared Error:

MSE =
1
T

∑T

t=1
(Z(t) −X(t))2, (1)
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Mean Absolute Error:
MAE =

1
T

∑T

t=1

∣∣∣Z(t) −X(t)
∣∣∣, (2)

Mean Absolute Percentage Error:

MAPE =
1
T

∑T

t=1

∣∣∣∣∣∣
Z(t) −X(t)

Z(t)

∣∣∣∣∣∣, (3)

Coefficient of Correlation:

R =
T
∑T

t=1 Z(t)·X(t) −
(∑T

t=1 Z(t)
)(∑T

t=1 X(t)
)

√
T
∑T

t=1(Z(t))
2 −
(∑T

t=1 Z(t)
)2·
√

T
∑T

t=1(X(t))2 −
(∑T

t=1 X(t)
)2 , (4)

where X(t) is the predicted value, Z(t) is the real value, t is the iteration at each point (t = 1, . . . , T),
and T is the number of testing records.

Low MSE, MAE, and MAPE values signify small error, therefore higher accuracy. On the contrary,
R2 value close to 1 is preferred, signifying better performance for the model and that the regression
curve is well fit on the data. A coefficient of determination value of 1 would signify that the regression
line fits the data perfectly; however, this could also denote overfitting on the data.

To summarize, the whole process so far can be visually represented into an algorithmic flowchart.
Starting from the data preprocessing, to the training of the algorithm and the prediction of the results,
all the consecutive steps are shown in Figure 4.

 

Figure 4. Process flow for the algorithm that has been used for the study.
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5. Results

Athens was chosen as a reference point for searching the best fitting parameters of each method.
The outcomes of each parameter selection for the ANN, the LSTM, and the DNN architectures are
presented in paragraphs 5.1, 5.2, and 5.3. The parameters that resulted to the best performing model for
all 15 cities are presented in paragraph 5.4. For the evaluation of all tests, MSE, MAE, MAPE, and R2

were used.

5.1. Results from ANN

For the ANN implementation, an architecture of a single-layer perceptron with 8 nodes in the
hidden layer was selected, after a concise exploratory analysis. The simple ANN was selected for
benchmarking purposes. Having a simplistic model as a baseline, we can investigate the performance
improvement of the other approaches. The initial architecture, seen in Figure 5, was tested and
evaluated without any dropout function, and the performance metrics are shown in Table 3.

 
Figure 5. Architecture of the ANN approach.

Table 3. Performance metrics of the selected ANN architecture. MSE: Mean square error; MAE: Mean
absolute error; MAPE: Mean absolute percentage error; R2: Coefficient of determination.

ANN Architecture Selection

Layers Nodes MSE (MJ2) MAE (MJ2) MAPE (%) R2

1 8 7.70 × 10–3 7.01 × 10–2 16.41 0.87

Next, the effect of the dropout rate is investigated, and in order to understand how it affects the
model’s performance, four distinct percentages have been tested. The results are presented in Table 4.
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Table 4. Comparison of dropout rate in ANN.

1 Layer/ 8 Nodes Dropout Comparison

Dropout MSE (MJ2) MAE (MJ2) MAPE (%) R2

0 7.70 × 10−3 7.01 × 10−2 16.41 0.87
0.25 8.20 × 10−3 6.94 × 10−2 30.30 0.86
0.50 9.00 × 10−3 7.41 × 10−2 52.74 0.84
0.75 1.25 × 10−2 8.66 × 10−2 73.02 0.78

The ability of forecasting the energy demand in yearly intervals was also investigated. Even
though this study is focused in one-year ahead forecasts, a timeframe of yearly depths up to four
years ahead was investigated. This investigation was conducted in order to see the magnitude of the
forecasts’ accuracy through time, and the results are presented in Table 5.

Table 5. Comparison of year-ahead forecasting in ANN.

1 Layer/ 8 Nodes Forecasting Comparison

Years ahead MSE (MJ2) MAE (MJ2) MAPE (%) R2

1 7.70 × 10−3 7.01 × 10−2 16.41 0.87
2 1.08 × 10−1 3.07 × 10−1 48.61 −1.39
3 9.28 × 10−2 2.83 × 10−1 52.46 −1.31
4 1.42 × 10−1 3.53 × 10−1 49.73 −2.57

The ANN approach is able to capture the general trend, however, it deviates significantly from
the real consumption values, something that could signify that the model cannot give better forecasts
for longer time ahead. Figure 6 shows the plots of the ANN implementation for (a) one-, (b) two-, (c)
three-, and (d) four-year ahead forecasting. The prediction of the energy demand in MWh is depicted
in blue, and the real output is depicted in red.

It is evident that the ANN model, even though it can follow the trend of the fluctuation, fails to
forecast accurately the consumption of the natural gas. Furthermore, the more the forecasting time
increases, the greater this deviation gets. Even though ANNs are powerful algorithms for forecasting,
in this particular problem, the single-layer perceptron is not enough to model the problem accurately.

5.2. Results from LSTM

An investigatory analysis was conducted also for the LSTM implementation. The number of
layers and memory units were explored in order to find the best combination, which was comprised of
one LSTM layer with 200 memory units. The architecture of this implementation is seen in Figure 7,
and its performance is shown in Table 6.
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Figure 6. Forecasts of (a) one-, (b) two-, (c) three-, and (d) four-year ahead of natural gas demand with
the use of ANN.

 

Figure 7. The architecture of the LSTM approach.
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Table 6. Performance metrics of the selected LSTM architecture.

LSTM Architecture Selection

Layers Units MSE (MJ2) MAE (MJ2) MAPE (%) R2

1 200 2.20 × 10−3 2.95 × 10−2 11.07 0.96

The dropout’s effect on the LSTM implementation was also investigated, and its effect on the
performance of the model is seen in Table 7.

Table 7. Comparison of dropout rate in LSTM.

1 Layer/ 200 Units Dropout Comparison

Dropout MSE (MJ2) MAE (MJ2) MAPE (%) R2

0 2.20 × 10−3 2.95 × 10−2 11.07 0.96
0.25 2.40 × 10−3 3.31 × 10−2 20.94 0.96
0.50 2.20 × 10−3 3.10 × 10−2 18.50 0.96
0.75 2.10 × 10−3 2.92 × 10−2 9.77 0.96

Dropout application seems to increase performance over a non-dropout approach, and in fact the
highest rate selected has given the best results.

Again, forecasts of up to four years ahead were evaluated in order to investigate how the
predictions are affected. The results are presented in Table 8.

Table 8. Comparison of year-ahead forecasting in LSTM.

1 Layer/ 8 Nodes Forecasting Comparison

Years ahead MSE (MJ2) MAE (MJ2) MAPE (%) R2

1 2.10 × 10−3 2.92 × 10−2 9.77 0.96
2 6.30 × 10−3 5.90 × 10−2 15.00 0.86
3 5.26 × 10−2 2.06 × 10−1 59.06 −0.31
4 8.73 × 10−2 2.44 × 10−1 80.87 −1.20

The plots of the LSTM setup are shown in Figure 8 for (a) one-, (b) two-, (c) three-, and (d) four-year
ahead forecasting. The prediction of the energy demand in MWh is depicted in blue, and the real
output is depicted in red.

In the case of LSTM implementation, it is clear that the forecasts for the one- and two-year ahead
demands are more accurate than that of the ANN implementation. However, it is evident that anything
beyond the two-year ahead forecast is tremendously inaccurate, resulting even in negative R2 values.
LSTMs can offer excellent accuracy for single-variable time series; however, it is evident that they are
highly susceptible to the depth of the forecasting period, as well as to the data that are required for
proper training.

5.3. Results from DNN

For the DNN implementation, a deeper, more complex network was constructed that is comprised
of 4 hidden layers with 32 nodes in each layer. The proposed architecture is structured in such way so
that it can take as input the vectorial representations of categorical values, the ones mentioned above,
the quantitative values from the current time (in each step), as well as the energy values from past
inputs. The architecture of the ANN approach is seen in Figure 9. No dropout was initially set for the
exploratory analysis, and the performance metrics for the selected setup is shown in Table 9.
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Figure 8. One year ahead forecast of natural gas demand with the use of LSTM.
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Figure 9. Architecture of the DNN approach.

Table 9. Performance metrics of the selected DNN architecture.

DNN Architecture Selection

Layers Nodes MSE (MJ2) MAE (MJ2) MAPE (%) R2

4 32 1.70 × 10−3 2.75 × 10−2 7.53 0.97

The effect of the dropout rate is investigated once again, and the same four percentages have been
tested and evaluated, the results of which are presented in Table 10.

Table 10. Comparison of dropout rate in DNN.

4 Layer/ 32 Nodes Dropout Comparison

Dropout MSE (MJ2) MAE (MJ2) MAPE (%) R2

0 1.70 × 10−3 2.75 × 10−2 7.53 0.97
0.25 2.20 × 10−3 3.11 × 10−2 10.98 0.96
0.50 2.90 × 10−3 4.32 × 10−2 26.45 0.95
0.75 3.00 × 10−3 3.82 × 10−2 48.61 0.95

It is evident that the proposed DNN model performs better than the ANN and the LSTM. Testing
its forecasting capabilities for up to four years ahead will show its ability to generalize well and
properly model the consumption pattern. The results are presented in Table 11.

Table 11. Comparison of year-ahead forecasting in DNN.

4 Layer/ 32 Nodes Forecasting Comparison

Years ahead MSE (MJ2) MAE (MJ2) MAPE (%) R2

1 1.70 × 10−3 2.75 × 10−2 7.53 0.97
2 1.50 × 10−3 2.76 × 10−2 8.98 0.97
3 1.30 × 10−3 2.06 × 10−2 8.68 0.97
4 1.70 × 10−3 3.22 × 10−2 9.40 0.96
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At this point, it is interesting to mention that the accuracy of the predictions is hardly affected for
up to four years ahead. This is due to the yearly periodicity of the energy demand that is caused not
only by the general temperature trends, but also by the social aspects that govern human behavior
in certain periods of time. Figure 10 shows the plots of the best performing setup for the DNN
implementation for (a) one-, (b) two-, (c) three-, and (d) four-year ahead forecasting. The prediction of
the energy demand in MWh is depicted in blue, and the real output is depicted in red.

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 10. Forecasts of (a) one-, (b) two-, (c) three-, and (d) four-year ahead of natural gas demand
with the use of DNN.

For the proposed DNN, it is clear that its forecasting capabilities surpass by far the ANN and
the state-of-the-art LSTM models. The inclusion of qualitative social variables alongside measurable
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quantities has improved not only the accuracy of the forecasts, but also the depth of forecasting time
into the future. This is an indicator that the deeper network, alongside with behavioral knowledge,
has offered a generalized understanding of the energy consumption trend.

5.4. Comparison (Cities)

The trained models of all approaches were applied on a range of fifteen cities all around Greece
for the sake of comparison. Each city had different energy distributions during the documented
years depending on its size, population, and specific natural gas network characteristics. Testing all
implementations on different cities, offers insight on whether each model can provide accurate one-year
ahead forecasts in cities that are in different geographical locations, but also with different behavioral
patterns. The confidence interval (CI) [58] is also included in the following analysis, to demonstrate
the range of energy values, in which 95% of the predictions fall within, for each city. The performance
metrics for all cities are shown in Table 12 for the ANN, Table 13 for the LSTM, and Table 14 for the
proposed DNN.

Table 12. Comparison of cities for the ANN implementation.

ANN Cities Comparison

Cities MSE (MJ2) MAE (MJ2) MAPE (%) R2 CI

Agioi Theodoroi 4.96 × 10−2 1.70 × 10−1 58.29 0.14 [92,246–101,257]
Alexandroupoli 8.30 × 10−3 6.72 × 10−2 13.43 0.89 [80,527–88,566]

Athens 2.40 × 10−3 3.53 × 10−2 10.94 0.96 [7,710,057–9,006,556]
Drama 8.50 × 10−3 6.77 × 10−2 6.42 0.78 [736,302–764,636]

Karditsa 2.60 × 10−3 3.54 × 10−2 28.66 0.97 [234,893–293,622]
Kilkis 2.87 × 10−2 1.23 × 10−1 20.16 0.43 [1,023,806–1,088,807]
Lamia 3.96 × 10−2 1.62 × 10−1 33.76 0.20 [125,129–135,568]
Larissa 2.60 × 10−3 3.43 × 10−2 14.18 0.96 [1,329,088–1,609,373]
Laurio 1.32 × 10−2 7.59 × 10−2 86,605.00 0.74 [6,004,693–7,432,331]

Markopoulo 3.06 × 10−2 1.38 × 10−1 19.38 0.27 [250,400–264,171]
Serres 3.60 × 10−3 4.52 × 10−2 11.69 0.96 [400,111–467,284]

Thessaloniki 3.40 × 10−3 4.52 × 10−2 16.80 0.95 [6,283,167–7,449,531]
Trikala 2.40 × 10−3 2.76 × 10−2 25.62 0.97 [213,058–266,020]
Volos 3.90 × 10−3 4.92 × 10−2 11.41 0.91 [1,662,841–1,845,579]

Xanthi 2.94 × 10−2 1.33 × 10−1 36.12 0.17 [153,935–168,218]

Table 13. Comparison of cities for LSTM implementation.

LSTM Cities Comparison

Cities MSE (MJ2) MAE (MJ2) MAPE (%) R2 CI

Agioi Theodoroi 3.56 × 10−2 1.50 × 10−1 59.68 0.38 [86,688–94,424]
Alexandroupoli 4.20 × 10−3 4.60 × 10−2 8.29 0.94 [86,103–95,178]

Athens 2.10 × 10−3 2.92 × 10−2 9.77 0.96 [7,634,555–8,986,641]
Drama 1.06 × 10−2 7.82 × 10−2 9.86 0.72 [765,187–790,777]

Karditsa 8.40 × 10−3 7.61 × 10−2 72.99 0.89 [290,871–357,268]
Kilkis 1.15 × 10−2 8.17 × 10−2 10.97 0.77 [1,008,757–1,071,517]
Lamia 1.86 × 10−2 1.11 × 10−1 32.19 0.62 [157,729–167,902]
Larissa 3.30 × 10−3 4.43 × 10−2 17.39 0.95 [1,377,457–1,661,699]
Laurio 2.45 × 10−2 1.30 × 10−1 78,544.00 0.53 [8,712,884–10,054,310]

Markopoulo 8.00 × 10−3 6.79 × 10−2 9.70 0.81 [258,990–272,945]
Serres 4.00 × 10−3 4.85 × 10−2 15.78 0.96 [375,137–443,421]

Thessaloniki 3.90 × 10−3 4.79 × 10−2 19.54 0.94 [6,268,458–7,571,520]
Trikala 4.60 × 10−3 5.41 × 10−2 32.77 0.94 [256,379–318,363]
Volos 4.80 × 10−3 5.21 × 10−2 13.18 0.89 [1,480,596–1,649,836]

Xanthi 9.80 × 10−3 7.60 × 10−2 24.43 0.72 [169,605–180,582]
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Table 14. Comparison of cities for the proposed DNN approach.

DNN Cities Comparison

Cities MSE (MJ2) MAE (MJ2) MAPE (%) R2 CI

Agioi Theodoroi 2.46 × 10−2 1.19 × 10−1 38.70 0.57 [89,946–98,778]
Alexandroupoli 3.00 × 10−3 4.01 × 10−2 7.57 0.96 [80,268–88,430]

Athens 1.70 × 10−3 2.75 × 10−2 7.53 0.97 [7,571,538–8,863,422]
Drama 1.03 × 10−2 7.69 × 10−2 7.32 0.73 [729,057–757,898]

Karditsa 3.50 × 10−3 4.84 × 10−2 25.10 0.95 [230,724–290,272]
Kilkis 8.20 × 10−3 6.73 × 10−2 10.36 0.84 [984,497–1,049,268]
Lamia 1.41 × 10−2 9.71 × 10−2 21.23 0.71 [126,988–137,111]
Larissa 1.10 × 10−3 2.40 × 10−2 9.95 0.98 [1,413,437–1,698,290]
Laurio 2.03 × 10−2 1.17 × 10−1 78,518.00 0.61 [6,822,570–8,233,887]

Markopoulo 6.80 × 10−3 6.29 × 10−2 10.10 0.84 [245,857–259,800]
Serres 4.50 × 10−3 5.21 × 10−2 17.46 0.95 [396,910–466,370]

Thessaloniki 1.60 × 10−3 2.72 × 10−2 10.25 0.98 [6,289,857–7,456,553]
Trikala 4.40 × 10−3 5.04 × 10−2 22.98 0.95 [222,492–276,310]
Volos 5.10 × 10−3 5.70 × 10−2 11.73 0.89 [1,644,087–1,825,076]

Xanthi 1.02 × 10−2 7.44 × 10−2 26.04 0.71 [165,997–179,896]

For the ANN implementation, the performance of the model ranges from ~14% for Agioi Theodoroi
till ~97% for Trikala considering R2. Seven out of fourteen cities achieved an accuracy of>90%, however,
for the other seven cities, the performance of the model is disappointing.

For the LSTM implementation, the prediction accuracies are better than the ANN, ranging from
~39% for Agioi Theodoroi to ~96% for Athens, using R2 as the primary metric. Here, six cities achieved
an accuracy of >94%, with the rest achieving higher accuracy when compared to the ANN.

For the proposed DNN implementation, the performance of the model ranges from ~58% for
Agioi Theodoroi till ~99% for Larissa considering R2. For seven out of fourteen cities, the proposed
methodology achieved an accuracy of >94%, which is considered very satisfactory for prediction,
considering that the MSE of these models is also very low.

5.5. Sensitivity Analysis

A sensitivity analysis is conducted on the dataset of Athens. The selected method for the sensitivity
analysis is the Partial Dependence Plots (PDP) [59,60], where target variables (features) of the dataset
are investigated through their range of values in order to visualize their dependence to the target
outcome. The numerical variables used in the datasets, i.e., daily mean temperature, 1-day and 2-days
prior consumption energy are used as the target features and the dependence of the target outcome,
i.e., the present-day consumption energy, is shown in Figure 11.

Both for the ANN and the DNN, the mean daily temperature is inversely proportional to the daily
energy consumption, which is expected since heating needs are lower when the external temperature
is high. For the DNN, the 1-day prior consumption is directly proportional to the target outcome,
the same applying for the 2-days prior consumption as well. We notice that for the 2-days prior,
the scale is two orders of magnitude less than for the 1-day prior and one order less than the mean
daily temperature. This signifies that the model interprets a weaker relationship with this variable and
the outcome, meaning that the dependence of the target outcome from this feature is less significant
than the others.

Qualitative values cannot be included in the sensitivity analysis because they don’t span over a
range of values. Also, for the LSTM model, there can be no sensitivity analysis because only one variable
is used as time series, therefore only past values of energy consumption are used for future predictions.
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ANN DNN 

DNN DNN 

Figure 11. Partial Dependence Plots for the dataset of Athens on the mean daily temperature for the
ANN (a) and the DNN (b) models, and the energy consumption values of 1-day (c) and 2-days (d) prior.

6. Discussion

Three methods, focused on tackling the problem of accurate forecasting of natural gas energy
consumption in fifteen cities all over Greece, were investigated and applied in this study. The first
method is an ANN that takes into consideration quantitative variables only, like the energy consumption
and the external daily temperature. The second method is a LSTM that takes into consideration 365
previous values of only energy consumption of each city. The third method is a DNN that takes into
consideration not only the quantitative variables used in the ANN, but also qualitative variables that
govern human behavior such as weekdays, weekends, and bank holidays. Comparison analyses were
conducted for each method in order to find the optimal architecture for each one.

All models perform adequately in most cases. The value of artificial neural networks and their
derivatives is well known, however, the purpose of this study is to increase the accuracy and the
time-depth of the forecasting capabilities. For the larger cities, high accuracies in forecasting energy
consumption is achieved. The proposed DNN implementation achieved the highest R2 for the city of
Larissa (0.9846) while the LSTM implementation for the city of Athens (0.9644) and the ANN for the city
of Trikala (0.699). For the worst-case scenario, the city of Agioi Theodoroi, has consistently obtained
the worst accuracies, with the DNN (0.5748) achieving significant higher accuracy, even though still
not so good, compared to the LSTM (0.3848) and ANN (0.1440) implementation. The dataset of Agioi
Theodoroi is the smallest compared to the rest, being one reason for achieving these low accuracies. It ca
be argued that the size of the city (<5000 habitants) is another important reason, since the consumption
trends are sparser due its low population.

For the city of Agioi Theodoroi, the DNN increased the accuracy of its forecasts by 49.362%
compared to the LSTM, and 299.195% compared to the ANN. Regarding the city of Athens, the DNN
increased the accuracy of its forecasts by 0.682% compared to the LSTM, and 1.292% compared to
the ANN. The proposed DNN increased the accuracy of the forecasts in almost all cases, however,
its main impact was on small-scale cities such as Kilkis (+94.698%), Lamia (+259.457%), Markopoulo
(+207.667%), and Xanthi (+330.273%), which have small populations, energy consumption, and less
amount of gathered data. In a previous study [43] where only the ANN and LSTM approaches were
applied on quantitative-only datasets, the LSTM approach offered the best results. The particular
problem of forecasting energy values, is time-dependent, thus allowing the LSTM approach to excel.
However, since there are other factors that affect the behavior of the consumers, and consequently the
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consumption of energy, the DNN was considered as an approach that could improve the accuracy of
the forecasts.

For the implementation of the LSTM, the application of dropout has improved performance
for the one-year-ahead forecast. By selecting 200 units in the layer of the selected implementation,
the LSTM is able to capture a measurable part of the input (365 days); however, in order to generalize
well, the model should randomly drop a percentage of the weights it has “learned”. This way it has
the ability to “memorize” large inputs, however, these inputs are generalized and do not overfit on the
past data. This conflicts with the other implementations of ANN and DNN; however, LSTM utilizes
information in a different way than the ANN and DNN. The reason why the LSTM performs better
with a high dropout rate is because it tends to overfit soon during training, and even if it could reach
high training accuracy, its validation (and therefore testing) accuracy would be weak. In this study,
there is a trend based on seasonality, and in order to have an LSTM model that is not overly simplistic
(therefore needing at least 200 units), and to train as long as possible, generalization was achieved via
high dropout [61].

For the long-term predictions, the ANN and LSTM models fail to produce accurate predictions,
resulting in negative R2 values. This can be derived from several facts. The more important is that since
the dataset is finite, the further ahead in time the prediction is, the less training data the model is left
with to “learn” from. Machine learning models are highly dependent on data, and their performance
is highly correlated to the data quality and quantity. Particularly for the ANN approach, it’s simplistic
implementation cannot capture the complexity that is required for the long-term forecasting, even if in
general ANNs are powerful. Another reason is that the scale of the energy prediction units is large
(in absolute numbers), thus the worse the prediction is, the larger is the penalty for it. Additionally,
since the forecasting timescale increases for additionally 1, 2, and 3 years, the ill-fitted models produce
large errors in predictions which are accumulated, because the forecasting time is 1, 2, and 3 times
larger, respectively. The R2 metric is based on the MSE, and is scale-dependent, while MAPE is not,
therefore it is useful for understanding the performance of the models. It is considered that R2 is still
probably the best metric for forecasts [62], however, MAPE can still be used because the percentage of
error makes sense and there are no zero values in our dataset.

In our proposed architecture, social behavior variables were added as inputs and the number of
layers and nodes in our neural network was increased, in order to investigate the effect of these additions
on the forecasting accuracy. These variables are strong indicators of social behavior and habits of the
majority of the Greek population, which can affect the energy consumption in specific days/occasions.
Overfitting was avoided by monitoring loss and accuracy throughout the training phase.

Furthermore, in order to show the effectiveness of the proposed DNN forecasting methodology,
a comparative analysis was conducted with a SOGA-FCM, which was applied in one year ahead of
natural gas consumption predictions concerning the same dataset of the three Greek cities (Athens,
Thessaloniki, and Larissa) in [29], and a recent soft computing technique for time series forecasting
using evolutionary fuzzy cognitive maps and their ensemble combination [30]. This comparison is
shown in Table 15, where the MSE and MAE are used as performance metrics.

Table 15. Comparison of results between machine learning and soft computing methods for three
benchmark cities.

Cities

Athens Thessaloniki Larissa

Methods MSE (MJ2) MAE (MJ2) MSE (MJ2) MAE (MJ2) MSE (MJ2) MAE (MJ2)

ANN 7.70 × 10−3 7.01 × 10−2 3.40 × 10−3 4.52 × 10−2 2.60 × 10−3 3.43 × 10−2

LSTM 2.10 × 10−3 2.92 × 10−2 3.90 × 10−3 4.79 × 10−2 3.30 × 10−3 4.43 × 10−2

Hybrid FCM 3.20 × 10−3 3.28 × 10−2 3.30 × 10−3 3.81 × 10−2 4.10 × 10−3 4.17 × 10−2

Ensemble (EB) 3.10 × 10−3 3.28 × 10−2 3.10 × 10−3 3.69 × 10−2 4.00 × 10−3 4.17 × 10−2

Proposed DNN 1.70× 10−3 2.75× 10−2 1.60× 10−3 2.72× 10−2 1.10× 10−3 2.40× 10−2
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It is evident that all methods achieve high accuracy in the predictions of the energy consumption
patterns in their relative timescales. The ensemble and hybrid methods achieve the same accuracy as
the ANN, with the LSTM performing slightly better. The proposed DNN, by utilizing inputs of social
variables into its learning patterns and having a deeper architecture, outperforms all other methods
with significant difference. The significance of this outcome lies on the fact that qualitative variables
that dictate human behavior can be learned by computational algorithms and be utilized to improve
forecasting accuracy furthermore.

The case of Greece has some sensitive aspects, since multiple dynamics in natural gas consumption
were introduced due to the financial crisis of the previous years. This instability created an additional
obstacle to the accurate forecasting of energy demand, thus increasing the need for efficient forecasting
models that can accurately offer in-depth insight on the demand trends of each city and adapt to their
different conditions. Since the proposed method offers high accuracy and long forecasting capabilities,
it can be used by any utilities and distribution operators, as a solution to upgrade operational long-term
planning, as well as to provide insight on policy making from the side of the state.

7. Conclusions

Summing up, three different forecasting approaches have been implemented in order to develop
models for predicting energy demand of natural gas. Investigative analysis took place for an ANN,
a LSTM, and the proposed DNN implementations in order to find a desired architecture for each
method. Fifteen cities all around Greece were tested, each one with a dataset of measurements that
spanned from 3 to 7 years. The investigated cities differ both in size as well as in geographical location,
amplifying as much as possible the variability of each use case examined. Despite the fact that this
study is focused on cities that are only in Greece, the proposed methodology is highly generalizable for
any other city that can provide sufficient amount of data, both measurable and behavioral.

The goal of this study was to propose an efficient neural network implementation that utilizes a
variety of quantitative and qualitative inputs, as well as a deep architecture with many layers and
nodes, to demonstrate how social factors can improve the performance of the model and increase the
accuracy of its forecasts. The proposed methodology has outperformed both the simple ANN approach
as well as the state-of-the-art LSTM approach even though both still offer good accuracy in most cases.
The inclusion of social factors in the proposed DNN approach offered consistently more generalized,
high-accuracy results. This derives from the fact that by exploring longer forecasts, the four-year
ahead forecast was achieved only with the proposed DNN implementation, while the LSTM could
only provide accurate results up to two years ahead, and the ANN was deviating systematically.

Applying a combination of multi-parametric social factors, by also taking advantage of the
memory cells structure of the LSTM implementation will be the base of the future work that will aim
to outperform the DNN implementation. Additional Fuzzy Cognitive Maps structures will be also
considered for increasing the interpretability of the models and how the inputs affect the performance.
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Figure A1. Correlation of the energy demand and the mean temperature for the training set and the
test set for all the examined cities.
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Abstract: Almost one billion people in the world still do not have access to electricity. Most of them
live in rural areas of the developing world. Access to electricity in the rural areas of Sub-Saharan
Africa is only 28%, roughly 600 million people. The financing of rural electrification is challenging
and, in order to accomplish higher private sector investments, new innovative business models
have to be developed. In this paper, a new approach in the financing of microgrid electrification
activities is proposed and investigated. In this approach, agriculture related businesses take the
lead in the electrification activities of the surrounding communities. It is shown that the high
cost of rural electrification can be met through the increased value of locally produced products,
and cross-subsidization can take place in order to decrease the cost of household electrification.
The approach is implemented in a case study in Rwanda, through which the possibility of local
agricultural cooperatives leading electrification activities is demonstrated.

Keywords: developing world; rural electrification; Sub-Saharan Africa; energy; agriculture

1. Introduction

Almost one billion people in the world still do not have access to electricity [1]. Most of them live
in rural areas of the developing world. Access to electricity in the rural areas of Sub-Saharan Africa is
only 28%, roughly 600 million people. In recent years, poverty has been officially recognized to be
at the core of development. The Sustainable Development Goal (SDG) No. 1 of the United Nations
(UN) is “No poverty”, and it is acknowledged that economic growth must be inclusive to provide
sustainable jobs and promote equality. Infrastructure is recognized as having a high importance on
a country’s economic development. At the same time, two key factors are needed for the move to
higher productivity, economies of scale, and specialization [2], which have considerable benefits in
large urban centers [3]. Urbanization has been considered to be the key to economic development,
but recent studies have shown that enforcing policies to simply pursue accelerated urbanization will
not necessarily lead to increased economic growth [4]. At the same time, urbanization has been
increasing Greenhouse Gas (GHG) emissions [5], contributing to climate change [6], and affecting water
resources [7] and biodiversity [8], as well as human health [9]. Based on these drawbacks of urban
economic development, recent studies have shown that, especially for the least-developed countries,
rural development is an alternative way of increasing income and quality of live, with agriculture
being the starting point [10].

Rural development can be defined as “the process of improving the quality of life and economic
well-being of people living in rural areas, often relatively isolated and sparsely populated” [11].
The main sectors of activity that have been traditionally regarded as the core of rural development
are agriculture, forestry, and natural resources extraction. In recent times, the importance of social
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infrastructure related to health and education [12] has been acknowledged, along with tourism,
recreation, and decentralized manufacturing [13]. However, it has to be highlighted that agriculture
is still considered to be the most important sector for the rural areas of the developing world [10].
Sustainable development, in turn, has been defined, according to the Brundtland Commission’s
“Our Common Future” document [14], as “development that meets the needs of the present without
compromising the ability of future generations to meet their own needs”.

Rural electrification and the sustainable development of rural communities has been investigated
extensively, and it has been shown that there is an evident relationship between them; rural electrification
can act as an enabler, a facilitator, and a driver for sustainable development [15]. Indeed, rural
electrification has provided extended benefits to rural populations in health [16], education [17], and
income [18,19]. Agricultural electrification has been found to produce long-lasting positive effects on
communities. A review of rural electrification that took place in the US between 1930 and 1960 showed
that, in the short term, electrification mostly impacted the agriculture related economy, increasing
employment and rural farm population. The fact that benefits exceeded historical costs even in low
density rural areas is highlighted. Another important and interesting fact is that the areas that got
electrified first showed increased economic growth that was maintained for decades, even after the
whole of the US was electrified [20]. Newer rural electrification programs show comparable results.
In a 2018 review of the Chinese rural electrification program, one of the main outcomes was that
it considerably increases the farmer’s agricultural income [21]. Another important result is that a
proper matching of electrification needs can considerably increase its effectiveness [21]. It has been
acknowledged that it is beneficial to utilize an approach where an investigation of each area’s needs is
performed first and the electrification activities are subsequently tailored to those needs [22].

How to measure access to electricity is also an important aspect when considering electrification
activities. The United Nations Global Tracking Network for Sustainable Energy for All has proposed a
multi-tier framework, which is a comprehensive approach in measuring access [23]. The main attributes
of this framework are that it has five tiers, it is based on six attributes of electricity supply, and that,
with electricity supply improvement, there is an increase in the possible electricity services availability.

The Index of access to electricity is defined as:

i =
∑

PT × T,

where PT refers to the proportion of households at tier T ∈ {0, 1, . . . , 5}.
Table 1 presents the main attributes of each tier, while Table 2 presents the main services provided.

As is understandable, high energy efficiency devices and appliances need to be used in order to achieve
each tier access cost effectively. It should be pointed out that Tier 1 is considered as having access
to electricity and therefore people with, for example, a solar lantern with the ability to also charge a
mobile phone are not included in the ~1 billion people without access to electricity.

Rural electrification can be accomplished using three main approaches; grid extension, microgrids,
and solar home systems [24]. The electrification costs for grid extension is estimated at between 2000
and 3000 USD, for microgrids at between 500 and 1200 USD, and for solar home systems at between
150 and 500 USD [25]. Based on technology availability and reliability nowadays, grid extension
does not seem to be the optimum solution in remote locations due to the high cost and extensive
infrastructure requirements; therefore, for most people in rural areas, electrification will come with
systems that produce and distribute electricity locally, through solar home systems or microgrids [26].
The choice between an investment in a microgrid or solar home systems is ultimately based on a
techno-economic evaluation for any given project, with population density playing an important
role [27]. In Sub-Saharan Africa there are 602 million people living in the dark [1]. If all these people
were to get access to electricity with microgrids, more than 480 billion USD would be needed. It is
interesting to mention here that the total official financing received by African countries in 2018,
according to the OECD, was ~64 billion USD [28], and this includes the financing for all activity sectors,
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not just energy. It is understandable that it cannot be expected that development financing alone
will make the world succeed in fulfilling Sustainable Development Goal No. 7 of ensuring access to
affordable, reliable, sustainable, and modern energy for all. This, in turn, means that the available
financing tools should be utilized in the most effective way possible in order to stimulate sustainable
economic development, which in turn will contribute to the required financing.

Table 1. Access Tier attributes.

Attributes Tier 0 Tier 1 Tier 2 Tier 3 Tier 4 Tier 5

Peak available
capacity (W) - >3 >50 >200 >800 >2000

Duration (h) - ≥4 ≥4 ≥8 ≥16 ≥23

Evening supply (h) - ≥1 ≥2 ≥3 ≥4 ≥4

Reliability - - - -
Max 14

disruptions
per week

Max 3 disruptions
per week of total

duration <2 h

Quality - - - - Voltage problems do not affect the
use of desired appliances

Affordability - - - Cost of a standard consumption package of
365 kWh y−1 <5% of the household income

Legality - - - -
Bill paid to the utility, pre-paid

card seller, or authorized
representative

Health and Safety - - - -
Absence of past accidents and
perception of high risk in the

future

Source: Bhatia M., Angelou N., “Beyond Connections—Energy Access Redefined”, 2015, ESMAP, World Bank.

Table 2. Services provided in each Tier.

Tier 0 Tier 1 Tier 2 Tier 3 Tier 4 Tier 5

-
Task lighting

AND
Phone charging

General Lighting
AND Phone charging

AND Television AND Fan
(if needed)

Tier 2
AND
Any

medium-power
appliances

Tier 3
AND
Any

high-power
appliances

Tier 2
AND

Any very
high-power
appliances

Source: Bhatia M., Angelou N., “Beyond Connections—Energy Access Redefined”, 2015, ESMAP, World Bank.

One of the most extended and current studies of installed microgrids in Sub-Saharan Africa was
performed by the International Finance Corporation of the World Bank Group [29]. The main findings
are summarized in Table 3. According to the study, households can spend very low amounts of money
per month and the average payback period is more than seven years. The average access provided
is Tier 2. Furthermore, most microgrids presented in this report rely heavily on grant funding and
equity investment. If an increase of microgrid investments is to take place, commercial lending will
also have to play an important role. Finally, it is important to note the 50-50 split between generation
(which includes storage and power electronics) and distribution (poles and cables). This is due to
the declining costs of photovoltaics and batteries, whereas the cost of poles and cables has remained
practically unchanged.

213



Sustainability 2020, 12, 3096

Table 3. Summary of findings of Benchmarking microgrids in Sub-Saharan Africa.

Indicator Value

Monthly Average Revenue per user 7 USD
Average Investment per user 920 USD
Tier 2 Average Residential Consumption 11 kWh m−1

Average Generation Capacity 34 kW
Average Number of Connections ~100
A/C vs. D/C 85% vs. 15%
Operational Expenditure (OPEX) as a % of revenue 58%
Capital Expenditure (CAPEX) payback period >7 years
Split of CAPEX spending on distribution vs. generation 50% vs. 50%
Average Distance from National Grid 23 km

Source: International Finance Corporation World Bank Group (WBG). Benchmarking Mini-grid Distribution
Companies (DESCOs) 2017 update–Summary of Findings. (2018).

It is evident that new business models need to be developed and utilized if an increase in
electricity access is sought. Digital technologies offer various tools for cost decrease and their use
by investors is increasing. The use of pay-as-you-go models, coupled with the internet of things,
blockchain technologies, and mobile money is increasing [30]. There is a need, though, to target
electrification activities that can also increase economic activity in the area [31]. This is the only path
to enabling the electricity consumers to pay for more electricity and, as such, to increase the income
for the microgrid operators, because it is acknowledged that revenue collection is one of the biggest
challenges in the operation of microgrids [32]. In order to achieve this, there is a need to power
appliances, devices, and equipment directly associated with economic development. These include
water pumping, water desalination, refrigeration, space heating and cooling, incubators for poultry
farming, milking machines, rice and maize hullers, polishers, threshers, graters, grain mills, oil presses,
tailoring, workshop machinery (e.g., drills, chainsaws, rotary hammers, grinders, jigsaws, routers,
etc.), and hairdresser equipment, among others [33]. Many studies have demonstrated that one of
the short-term gains of rural electrification is related to increased agricultural income [20,21,34,35],
showcasing that agriculture related load electrification needs to be a priority. Furthermore, experience
from Asia (Bangladesh, Nepal, and Myanmar) and the USA has shown that the involvement of socially
oriented cooperatives can also play an important role in rural electrification, acknowledging the fact
that they can provide electricity with lower profit margins than the private sector, as long as the policy
and regulatory frameworks are facilitating this involvement [20,35,36].

In Sub-Saharan Africa there are some good examples, initiated by the private sector, of linking
electrification activities with agriculture. JUMEME (www.jumeme.com) is a private sector driven
microgrid electrification program based on strong community engagement in the increased productive
uses of electricity [37]. JUMEME aims to create value chains that can increase local income and in turn
allow the local population to afford electrification, both for productive and household use. In one
location, rice is grown, and JUMEME aided the local farmers to access financing in order to install
water pumps to allow for irrigation [38]. An important aspect of this approach is that it is initiated by
the private sector whose aim is to sell electricity [38].

In this paper, a new approach to the financing of microgrid electrification activities in Sub-Saharan
Africa is proposed and investigated. In this approach, agriculture related businesses and cooperatives
take the lead in the electrification activities of the surrounding communities. The aim of this work is
to demonstrate that the high cost of electrification can be met through the increased value of locally
produced products and, in parallel, internal cross-subsidization can take place in order to decrease the
cost of household electrification. The proposed paradigm shift and the possibility of local agricultural
cooperatives leading the electrification activities are investigated and presented through a case study
implementing Rwanda conditions. The study is deployed according to the following steps:
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Step 1. A microgrid is designed that meets the electrification needs of the households of the typical
village considered. Through this investigation, the levelized cost of electricity (LCOE) is determined.
A sensitivity analysis takes place in terms of the maximum allowed annual capacity shortage, the loads
not met, and the electricity lost.

Step 2. A microgrid is designed to meet the needs of both the households and also a deferrable
load. In the focal case study, the deferrable load considered is maize milling to produce flour.

Step 3. The possibility of an agricultural cooperative investing in a mill powered by a photovoltaics
(PV)/battery system in order to be able to sell maize flour instead of dry maize is considered.

Step 4. An investigation takes place on whether the cooperative system can be extended to a
microgrid to power the local households.

2. Materials and Methods

2.1. Case Study Assumptions

For the case study purposes, a typical village in Rwanda with 100 households was considered.
This translates to roughly 550 inhabitants [39]. The meteorological data of the capital city of Kigali
were used. It was assumed that the main agricultural activity in the area was maize production. In fact,
over 65% of the farmers grow maize in Rwanda for both household consumption and commercial
sale to traders and millers. Moreover, Rwanda is a net importer of maize grain and net exporter of
maize meal [40]. Based on data derived from [39] and personal communication information, the maize
value chain map in Rwanda is presented in Figure 1. As is visible, farmers usually sell fresh or dry
maize. The annual cultivated area and the total and unit area yield for the past decade, according
to FAO/FAOSTAT data, are listed in Table 4. The average maize farm size in Rwanda is 0.6 ha [41].
The average annual maize flour consumption in Rwanda is between 50 and 129 kg per capita [42].
Based on the above data, for the considered case study the consumption per capita of maize flour is
considered as 100 kg y−1.

 

Figure 1. Maize value chain map in Rwanda.
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Table 4. Maize yield in Rwanda for the past decade.

Year Cultivated Area (ha) Production (t) Yield (t ha−1)

2008 144,896 166,853 1.15
2009 147,129 286,946 1.95
2010 184,658 432,404 2.34
2011 223,414 525,679 2.35
2012 253,698 573,038 2.26
2013 292,326 667,833 2.28
2014 233,150 583,096 2.50
2015 241,713 370,140 1.53
2016 237,658 374,267 1.57
2017 297,447 358,417 1.20

Average 225,609 433,867 1.92

Source: FAO/FAOSTAT.

2.2. Simulation Software, Assumptions and Parameters

The HOMER Energy Legacy v.2.68 software (HOMER Energy, Boulder, CO, USA) was used to
perform the simulation and optimization process and the economic analysis in the cases investigated.
This particular software was chosen as it is a free-to-use tool.

The consumption load of the 100 households is considered in line with Tier 2 access. Figure 2
presents the created hourly synthetic profile and Table 5 presents key power and energy data for the
appliances used and the total needs of the 100 households. It has to be noted that super energy efficient
appliances were considered. In order to add realism to the simulation, and because the predicted
load profile, even based on surveys, is often not accurate [43,44], random variability was applied to
this profile under a 5% random variability from day-to-day and a 5% variability from hour-to-hour.
The operating reserve variables present in HOMER were set to 5% of the hourly load, 0% of the peak
load, and 25% of the solar power output. This choice of variables offers a degree of balance between
having a low-cost system and reliability of supply. It has to be highlighted that, for Tier 2 access, there
are no restrictions in terms of reliability (see Table 1). The system topology chosen is that of an AC
low voltage, single phase microgrid. This is presented in Figure 3. High quality power electronics,
photovoltaic panels, and LiFePO4 batteries were used. It has to be noted that the battery was not
allowed to deep discharge below a 10% state of charge in order to prevent premature aging and need
for replacement. When reaching a 10% state of charge, all loads were disconnected until the battery
was charged again. The related cost elements used in the simulations, as presented in Table 6, were in
line with real market prices in Rwanda for 2019. Furthermore, a sensitivity analysis was carried out
for different levels of annual capacity shortage to evaluate its effect on the levelized cost of electricity
and load not met. The techno-economic investigation horizon was set to a 20-year period. Finally, the
real interest rate for Rwanda for the year 2018 according to World Bank data was adopted, which was
recorded as 17.9%.

Table 5. Key consumption data.

Parameter Value Notes

Lighting 2 W Three LED lamps were considered for each household
Cell phone charging 5 W Typical USB charger

Television 15 W In line with the consumption of 19–22 inch TVs that won the
Global LEAP awards [45]

Radio 2 W Typical energy efficient radio
Min Power 0 W

For 100 households
Max Power 2100 W

Average Power 291.67 W
Energy per day 7000 Wh
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Figure 3. Microgrid topology.
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Table 6. Cost data.

Cost Category Cost

Photovoltaic panels, including inverter cost for AC
microgrid topology. 0.750 €Wp−1

Grid forming inverter cost 3500 €
Transportation and installation cost 5000 €

AC and DC equipment including cabling, equipment,
appliances, consumables etc. 8000 €

Supplementary costs (e.g., fencing) 2000 €
Smart meters/monitoring system 5000 €

LiFePO4 batteries 600 € kWh
Operation and Maintenance cost 1% of Capital Expenditure (CAPEX) [46]

Grid infrastructure cost 10,000 €

3. Systems Sizing and Economic Investigation of Rural Electrification

3.1. Step 1: Sizing of a System to Meet the Household Needs

A microgrid is designed to meet the electrification needs of the households of the typical village
considered. Through this investigation, the levelized cost of electricity is determined. A sensitivity
analysis takes place in terms of the maximum allowed annual capacity shortage, the loads not met,
and the electricity lost. The results of the optimizations are presented in Table 7.

Table 7. Household electrification results.

Case
No

Annual
Capacity
Shortage
Allowed

PV
(kWp)

Batteries
(kWh)

CAPEX
(€)

OPEX
(€)

Net
Present
Cost (€)

Levelized
Cost of

Electricity
(€ kWh−1)

Unmet Load
Excess

Electricity

kWh·y−1 % kWh·y−1 %

1.1 0% 3.75 7.68 40,921 449 43,335 3.164 1.8 0.1 2670 48.2
1.2 5% 2.75 5.12 38,635 440 41,000 3.131 113 4.5 1321 32.5
1.3 10% 2.25 5.12 38,260 433 40,587 3.196 187 7.3 664 20
1.4 20% 3 2.56 37,286 441 39,659 3.526 457 17.9 2093 47.3
1.5 30% 1.75 2.56 36,349 421 38,611 3.862 689 27 504 19.5

Intermediate conclusions from the results are listed below:
The lowest LCOE is observed for Case 1.2. This is understandable because, subsequently, the

system operator sells less kWhs. In Case 1.1, the LCOE is higher because, even if more kWhs are sold,
the cost of the system is considerably higher.

An investor would most probably choose Case 1.2 because it has almost the same CAPEX as Case
1.3, but lower LCOE than all the other cases.

In all cases, electricity is lost because it is not cost-effective to store it. Figure 4 graphically presents
the cumulative served load, the unmet load, and the excess load throughout the year. The excess load
is simply discarded and, thus, wasted. The most important highlight of this is that the wasted energy
from the system is much higher than the utilized electricity.

- Figure 5 presents two typical days of the year for Case 1.2, which further showcase how the
system operates under excess power and unmet load. On July 1st, the solar irradiation is low
and, as such, the PV produced power is low. The battery bank starts at 15% state of charge.
The morning load is able to be met by the PV production and the battery, and even though the PV
production is low throughout the day, the load is met until the evening. From then on, the battery
reaches 10% state of charge and all loads are disconnected. The load is going to be served again
when the battery gets charged by the PV array. On the 22nd of October, the PV array produces
power from early in the morning until late in the evening. The battery gets full and is able to meet
the load in the evening hours when the sun has set. For almost seven hours, the battery remains
full, and during this time the produced power is lost because there is no extra storage capacity.
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- The LCOE is extremely high in all cases and it is very difficult to sell electricity at that price.
For reference, grid kWh for Rwanda is sold between 0.12 € and 0.18 €.

- Such an investment would need a high amount of grant money to cover the CAPEX in order to
become viable.

The most important outcome of this analysis is the high cost of electricity and the high amounts of
electricity wasted. The most common solution used to address this is to be able to connect a deferrable
load to the system, such as a water pump, an ice making machine, etc. In the next step of this study,
a deferrable load in the form of a maize mill will be considered.

 

Figure 4. Step 1 cumulative served, unmet, and excess load.

 

Figure 5. Hourly power figures of two typical days for Step 1.
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3.2. Step 2: Addition of a Deferrable Load

A commercial high efficiency mill targeted for rural areas of the developing world was considered
for the case study. This mill can process 30 kg of maize per hour to produce flour with a consumption
equal to 1.1 kW when in operation. The cost of this mill, along with the supporting structures to allow
easy supply of maize and storage of the produced flour, is considered to be 10,000 € and is in line with
market costs for off-grid high efficiency mills.

Based on the data and assumptions made in Section 2.1, a 55 t consumption of maize flour takes
place at the village. The mill cost is assumed to be an investment of an agricultural cooperative or a
private sector business, which will buy electricity from the microgrid operator. The same analysis as in
Section 3.1 takes place, and the results are presented in Table 8.

Table 8. Household electrification with deferrable load results.

Case
No

Annual
Capacity
Shortage
Allowed

PV
(kWp)

Batteries
(kWh)

CAPEX
(€)

OPEX
(€)

Net
Present
Cost (€)

Levelized
Cost of

Electricity
(€ kWh−1)

Unmet Load
Excess

Electricity

kWh·y−1 % kWh·y−1 %

2.1 0% 5 7.68 41,858 458 44,320 1.811 3.7 0.1 2518 34.1
2.2 5% 3.25 5.12 39,010 439 41,369 1.809 156 3.54 254 5.29
2.3 10% 4 2.56 38,036 450 40,454 1.824 416 9.2 1536 26
2.4 20% 2.25 2.56 36,724 421 38,986 2.377 683 18.3 61.1 1.8
2.5 30% 1.75 2.56 36,349 413 38,571 3.087 778 25.1 56.9 2.2

Based on the results, the following can be extracted:

- The LCOE is able to drop to ~1.8 € kWh−1, which is considerably lower than the systems that
supplied electricity only to households in Step 1.

- For Case 2.2, the excess electricity is 5.29%, so a significant improvement is observed in relation
to the systems that targeted only households.

- For Cases 2.4 and 2.5, almost all of the produced electricity is consumed; however, there is a high
percentage of unmet load. As such, the LCOE increases.

- An investor would most probably choose Case 2.2 because it has the lowest LCOE than all the
other cases.

- Considerably less electricity is wasted from the system using a deferrable load. Figure 6 graphically
presents the cumulative served load, the unmet load, the excess load, and the deferrable load
throughout the year for Case 2.2. As can be seen, much less energy is wasted in comparison with
the system from Step 1.

- Figure 7 presents two typical days of the year for Case 2.2, which further showcases how the
system operates under excess power and unmet load. July the 1st is a day with low PV production,
and the performance observed is comparable with the system in Step 1. As is expected, the
deferrable load is not activated at all during this day. On the 22nd of October, the PV array
produces power from early in the morning until late in the evening. The battery gets full and is
able to meet the load in the evening hours when the sun has set. The deferrable load is activated
for 9 h and, as such, much less electricity is wasted in comparison with the system in Step 1.

It is understandable that, with further optimization (e.g., demand side management, variable
tariffs, and different tariffs to different customers), a microgrid investor can push the LCOE down even
further to approximately 1.5 € kWh−1. Given that access to grant funding is available, these results are
in line with the results presented in Table 3. The business models, as in the JUMEME case presented
in Section 1, aim to ensuring that enough productive use and deferrable loads are present in remote
locations, along with the ability to pay for the electricity consumed, which, in the end, make the rural
electrification investment viable.
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Figure 6. Step 2 cumulative served, unmet, excess, and deferrable load.

 

Figure 7. Hourly power figures of two typical days for Step 2.

3.3. Step 3: Agricultural Cooperative Business Expansion

In many areas of the developing world, cooperatives are looking to expand their activities and to
produce higher value goods in rural areas in order to increase their income. For example, as presented
in Figure 1, drying takes place in rural areas to prepare dry maize before selling it to traders. This
section investigates the possibility of the cooperative producing flour on-site. In 2019, the price of

221



Sustainability 2020, 12, 3096

maize, fixed by the Rwandan Ministry of Agriculture, was 200 RWF per kilo, which is ~0.20 €. At the
same time, the price of maize flour was at 550 RWF per kilo, which is ~0.54 €. A cooperative could
invest in a mill to produce flour.

An autonomous system is designed to produce the electricity needed by the mill, and the overall
investment is evaluated. The production of maize in the village is considered to be 115 t based on the
assumptions in Section 2.1. An assumption is made that flour is produced throughout the year, as
dry maize can be stored on the cooperative premises. Since the system is designed for commercial
purposes, the load has to be continuously met. The optimal system design, which includes the cost of
the mill, as calculated by HOMER, is presented in Table 9. Figure 8 presents the cumulative served,
unmet, and wasted load throughout the year.

Table 9. Results of the Mill system.

PV
(kWp)

Batteries
(kWh)

CAPEX
(€)

OPEX
(€)

Net
Present
Cost (€)

Levelized Cost
of Electricity

(€ kWh−1)

Unmet Load Excess Electricity

kWh y−1 % kWh y−1 %

6.5 10.24 44,519 490 47,153 1.821 3.15 ~0 4610 48

 

Figure 8. Step 3 cumulative served, unmet, and excess load.

With the system above, the cooperative, instead of selling the dry maize for 23,000 €, would sell
maize flour for 62,100 €, so the profit would increase by 70%. As the CAPEX of the system is 44,519 €,
the simple payback period for this investment is less than two years. As is understandable, such
an investment is very profitable and could boost the economic activity of rural areas considerably,
improving the livelihood of the local population. Because of the considerable socio-economic benefits
of such investments, in recent years, the interest in using renewable energy for decentralized solutions
in the agri-food chain has been rising [47].

Still, as is clearly visible, such a system is characterized by very high excess electricity throughout
the year. Figure 8 clearly showcases this, as the wasted power is roughly the same as the utilized
electricity. At the same time, as was expected by the design constraints, there is practically zero unmet
load throughout the year.

In reality, the cooperative does not care about the actual cost of the kWh because the system on a
whole is built to process maize and produce flour. The increased value of flour in reality can allow
high electricity costs because electricity, in this case, is just an intermediate good.

The next and final step investigates household electrification activity by the agricultural cooperative.
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3.4. Step 4: The Local Agricultural Cooperative as the Village Household Electrification Investor

In this step, the option to include village household electrification to the system used for milling
by the agricultural cooperative is investigated.

Firstly, a technical investigation takes place to see if the electricity system designed in Section 3.3
can also provide electrification to households, as it presents very high excess electricity. In this example,
the only extra cost the cooperative would have to invest in is the grid infrastructure of the village,
which is estimated for this case study at 10,000 € [29]. The results of this simulation are presented in
Table 10.

Table 10. Results of the Mill system also serving households.

PV
(kWp)

Batteries
(kWh)

CAPEX
(€)

OPEX
(€)

Net
Present
Cost (€)

Levelized Cost
of Electricity

(€ kWh−1)

Unmet load Excess Electricity

kWh y−1 % kWh y−1 %

6.5 10.24 54,519 600 54,519 1.555 462 6.3 2247 23.4

The simulation shows that the unmet load to the households will be 462 kWh per year, which
translates to ~18% of the household consumptions (it is comparable to Case 1.4 in Section 3.1).

This is in line with Tier 2 access, as presented in Table 1. This is further showcased in Figure 9.
However, there is a high excess of electricity observed in this example, which could be utilized further,
decreasing the unmet load to the households through the implementation of an advanced energy
management system.

 

Figure 9. Step 3 cumulative agricultural, households served, unmet, and excess load.

Moreover, the LCOE is the lowest observed in all the systems analyzed in this study, at 1.555 €/kWh.
Given the very high profitability of the mill investment, as presented in Section 3.3, and the fact that a
cooperative is essentially a union of the local population, it is relatively easy to develop a business
model for the provision of electricity to local households at very low cost. Essentially, a cross-subsidy
between the agricultural activity and the household electrification can take place. Furthermore, the
increased income of the farmers due to the mill can lead to further investments in the area, such as, for
example, an expansion of the microgrid to increase the tier access provided.
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4. Environmental Benefits of Decentralized Agricultural Activity

Maize flour production on a local basis would result in increased income for the farmers/cooperative
members, as was described in Section 3.3. This, in turn, would give them the opportunity to invest in
technology and advanced techniques of production resulting in higher yields for the same acreage.
This would make it possible for the cooperative to either strengthen its relationship with large mills,
thus gaining higher grain prices, or increase the milling capacity by adding small scale mills on a
modular basis (keeping the same mill type and capacity in each upgrade and adding units). The energy
producing system would also increase accordingly, providing the village with the ability to increase its
tier in electricity access.

Furthermore, such an activity would also reduce the amount of maize grain that centralized
large mills are currently processing and result in less environmental impact through reduced energy
consumption and GHG emissions. Such facilities are based on grid electricity that, 47.2% of the
time in the case of Rwanda, comes from fossil fuels [48]. According to Energy Experts International,
conventional mills of European standard, based on their capacity and size, require 361–1186 MJ t−1 for
flour production [49]. If the solar mill considered in Section 3.2 is used for local flour milling, then
the energy required will reach 132 MJ t−1, reducing it by 63–89%, not taking into account the possible
energy needs involved in grain transportation to the centralized mill. In addition, if we take into
account the UN standardized baseline Rwanda grid emission factor of 0.767 kg CO2eq per kWh [50],
then the centralized mill produces directly 76.7–253 kg CO2eq per ton of produced flour, while the solar
decentralized system has zero direct GHG emissions. Therefore, for the 115 t that the village presented
above produces, the energy use reduction would reach 26.3–121.2 GJ, and the environmental benefit
would be 8.82–29.1 tCO2eq (equivalent to 1.9–6.3 regular passenger cars on an annual use basis [51]).
This energy surplus could be used for several purposes, either for other industrial needs or to provide
electrification to urban and peri-urban populations; the urban access to electricity figure for Rwanda in
2018 was 69%. In the hypothetical, but technically possible, scenario of replacing 10% of industrial
maize processing with local solar mills, then 6.760 t y−1 of processed maize [52] would be processed
locally, and about 515–1.710 tCO2eq in total would not be emitted (equivalent to 112–372 regular
passenger cars on an annual use basis).

5. Discussion

It has been demonstrated that rural electrification is a key enabler, facilitator, and driver for
sustainable development of rural areas of the developing world. It is also acknowledged that the most
important economic sector for these areas is agriculture because, as a first step, they can provide the food
needed by the local population and, as a next step, can stimulate economic activity and development.
Rural electrification is challenging, and it is difficult to have viable profitable investments.

It is widely acknowledged at this point in time that private investment is needed in order
to provide electricity to people living in rural areas of the developing world [53]. Development
partners like the World Bank [54], the European Union (EU) [55] and the USA [56] are providing
financing schemes to innovative business models related to rural electrification. Moreover, support
for developing new policy models has also been heavily supported. The EU, through its Technical
Assistance Facility for Sustainable Energy, has developed the “Guidelines for Institutional and Policy
Model for Micro-/Mini-grids” for the benefit of the African Union Commission [57], which includes
provisions that facilitate innovative business models for rural electrification, including the model
proposed in this paper. Furthermore, community based models have also been investigated because
they can increase community engagement, address some of the challenges faced by other business
models, and be able to offer more socio-economic benefits to the local community [58]. Technological
advancements can indeed decrease overall costs, contributing to the viability of rural electrification
investments. This has been acknowledged, and upcoming innovative financing schemes like the
Digital Energy Facility by Agence Française de Développement (AFD) and the EU have this at their
core [59]. The most advanced business models in rural electrification, such as the JUMEME example
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that was presented in the introduction, have rural electrification companies at their center and are
trying to develop the electricity needs of the local population in order to be able to sell more electricity
and ultimately ensure the viability of the electrification investment.

Going beyond the state-of-the-art and building upon the lessons learned, the case study of this
work shows that there is another way possible, which can address some of the challenges faced
and eventually ensure that two targets are met at the same time; stimulation of economic activity
through the electrification of productive loads mainly related to agriculture on one hand, and provision
of household electrification utilizing agricultural cooperatives as the project owner on the other.
The definition of a cooperative according to the International Cooperative alliance is “Cooperatives
are people-centred enterprises owned, controlled and run by and for their members to realise their
common economic, social, and cultural needs and aspirations” [60]. While cooperatives were initially
introduced in Africa as part of colonial economic policies, since the 1980s, structural changes and legal
battles have taken place in order to minimize government interference towards independence and
further growth [61]. Significant promotion of agricultural cooperative producer structures has been
observed and is considered as an important way forward [62]. Agricultural cooperatives can indeed
be one of the vehicles for promoting sustainable rural development.

As was showcased in Section 3, if an autonomous electricity system based on photovoltaics is
sized to meet the needs of a commercial load, such as milling, large amounts of energy are wasted. This
is due to the fact that production of electricity is much cheaper than storing it and it makes economic
sense to have increased installed power to meet the load during, for example, cloudy days than to
store electricity produced during sunny days. As presented in Figure 8, almost half of the produced
electricity is discarded because it does not make economic sense to store it. This discarded electricity
can be used to provide Tier 2 household electrification to the villagers. The actual cost for supplying
this electricity to households is linked to the microgrid infrastructure. It is also understandable that
almost all of the households will be members of the agricultural cooperative of the village. They can
decide to use part of the agricultural profits for cross-subsidization of their households’ electrification.
This is fully in line with the spirit of cooperatives, citing from [60] “Putting fairness, equality and
social justice at the heart of the enterprise, cooperatives around the world are allowing people to work
together to create sustainable enterprises that generate long-term jobs and prosperity. Cooperatives
allow people to take control of their economic future and, because they are not owned by shareholders,
the economic and social benefits of their activity stay in the communities where they are established.”

It has to be noted at this point that the selected case study applies to Rwanda, but comparable
results are expected to be obtained in all East African countries in terms of decentralized maize flour
production because the maize markets in these countries have many similarities [41]. Agriculture
related productive loads applicable to remote areas of Sub-Saharan Africa, though, are not limited
to on-site flour production. Pumping water for irrigation has been proven to be one of the best
interventions for increased production and consequent farmers’ income increase [63]. Small scale palm
oil processing has proven to be profitable [64]. Ice makers can allow communities near the sea or a
lake to store fish for longer periods of time; this in turn leads to increased fish sales and, consequently,
increased income for these communities [65]. Rice threshers can also be powered by off-grid systems
to provide benefits to remote farms [66]. The list of agriculture related productive loads that can
be powered by rural electrification system is extensive [33]. This means that the proposed business
model can be applied anywhere in Sub-Saharan Africa where an agricultural cooperative is active and
profitable post-harvest processing of the agriculture produce is possible.

The proposed business model has further benefits because rural electrification provision companies
can offer their services as subcontractors and not have to undertake a much more extended role, as in
the JUMEME example presented above, by utilizing available resources more effectively. Moreover,
since agricultural electrification investments have really low payback periods (in the above case study,
it was less than two years) it can be relatively easy for the cooperatives to get access to development
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financing and treat the household electrification component as a side-product for the benefit of their
community on the path to achieving sustainable development.

6. Conclusions

Electrification of agriculture is one of the main drivers for improving agricultural production and
income of local farmers. Such investments have very low payback periods for the developing world and
also present multiple site-benefits, such as reduced immigration to the big cities and abroad, creation
of new jobs, increase of income, improvement of living conditions, and, ultimately, poverty alleviation.

The electrification of households is a challenging investment, as can be seen in Section 3.1. This is
why the electrification of productive uses of energy has been proposed throughout the last decade in
order to make both the electrification investments viable and improve the socio-economic conditions of
these areas. Even with new digital technologies and business models developed in the last few years,
it is very difficult to deploy viable microgrid investments through only commercial lending.

With the aid of digital technologies, it is easy to understand that the profits presented by agricultural
electrification are so high, they can actually cross-subsidize household electrification. If the agricultural
cooperatives and businesses becomes the main investor in a household electrification activity and this is
considered a part of an agricultural electrification investment, it is possible to see higher electrification
rates in the short term. This approach is fully in line with the guidelines for institutional and policy
frameworks for microgrids that have been adopted by the African Union Commission and are also
fully in line with the policy and regulatory frameworks of many Sub-Saharan African countries.

This paper provides justification for why such business models need to be developed further,
applied, pilot tested, and evaluated in Sub-Saharan Africa.
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AFD Agence Française de Développement
CAPEX Capital Expenditure
DESCO Distributed energy services company
ESMAP Energy Sector Management Assistance Program
EU European Union
FAO Food and Agriculture Organization/
FAOSTAT Food and Agriculture Organization Statistics
GHG Greenhouse Gas
LCOE Levelized cost of electricity
OECD Organization for Economic Co-operation and Development
OPEX Operational Expenditure
SDG Sustainable Development Goal
SOC State of Charge
UN United Nations
WBG World Bank Group
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Abstract: Every development and production process needs to operate within a circular economy to
keep the human being within a safe limit of the planetary boundary. Policymakers are in the quest of
a powerful and easy-to-use tool for representing the perceived causal structure of a complex system
that could help them choose and develop the right strategies. In this context, fuzzy cognitive maps
(FCMs) can serve as a soft computing method for modelling human knowledge and developing
quantitative dynamic models. FCM-based modelling includes the aggregation of knowledge from a
variety of sources involving multiple stakeholders, thus offering a more reliable final model. The
average aggregation method for weighted interconnections among concepts is widely used in FCM
modelling. In this research, we applied the OWA (ordered weighted averaging) learning operators in
aggregating FCM weights, assigned by various participants/ stakeholders. Our case study involves a
complex phenomenon of poverty eradication and socio-economic development strategies in rural
areas under the DAY-NRLM (Deendayal Antyodaya Yojana-National Rural Livelihoods Mission) in
India. Various scenarios examining the economic sustainability and livelihood diversification of poor
women in rural areas were performed using the FCM-based simulation process implemented by the
“FCMWizard” tool. The objective of this study was three-fold: (i) to perform a brief comparative
analysis between the proposed aggregation method called “OWA learning aggregation” and the
conventional average aggregation method, (ii) to identify the significant concepts and their impact
on the examined FCM model regarding poverty alleviation, and (iii) to advance the knowledge of
circular economy in the context of poverty alleviation. Overall, the proposed method can support
policymakers in eliciting accurate outcomes of proposed policies that deal with social resilience and
sustainable socio-economic development strategies.

Keywords: circular economy; sustainable socio-economic development; quality of life; poverty
alleviation; participatory modelling; ordered weighted averaging; aggregation

1. Introduction

Worldwide, the impacts of various anthropogenic activities, such as increased industrialisation,
pollution, deforestation, and overconsumption, are causing destruction and overexploitation of natural
resources and have been recognised as the most significant risk not only for the environment but also
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for human health and well-being [1–3]. The overexploitation of natural resources has grown rapidly in
the last two decades, and global resource supply chains have become extremely complex. This has
resulted in increasing environmental pressures and impacts [2]. If humankind continues to live on
the edge of or outside of the ecological limits, it will be much more difficult to achieve equity, justice,
prosperity, well-being, and healthy quality of life for everyone at the global and local levels [4–6].

The need for humanity to remain within the safe operating space of planetary boundaries and
the need to eradicate poverty and accelerate sustainable socio-economic development are linked
by the concept of “safe and just space for humanity” [7–9]. Therefore, a global shift from a linear
economy towards a circular economy is needed, in which socio-institutional change along with resource
efficiency and innovative product design [10,11] contribute to economic development and human
well-being, with reduced pressures and impacts on the environment. The circular economy approach
aims at continuous economic development to achieve waste minimisation, energy efficiency, and
environmental conservation, without posing significant challenges to the environment and natural
resources [12]. The circular economy is a competitive environmental strategy to production processes
and economic activity that allows resources to maintain their highest value while benefiting the business
and society as a whole with better supply chain, low volatility of resource prices, better customer
relations, improved services, and new employment opportunities [12,13]. The key considerations in
the implementation of a circular economy are to refuse, reduce, rethink, repair, restore, remanufacture,
and reuse resources [10,11,14], and pursue longevity, renewability, replaceability, and upgradability for
resources and products that are used.

The sustainable development goal “one” of the United Nations seeks to eradicate poverty and
subsequent inequalities in all forms, leaving no one behind. Owing to the multi-dimensional nature
of poverty, its eradication involves complex interactions within socio-economic systems. Across the
world, several development projects [15,16] and poverty alleviation programmes [17,18] have been
implemented, which are primarily aimed at socio-economic development and poverty reduction of
poor and vulnerable communities. The Deendayal Antyodaya Yojana–National Rural Livelihoods Mission
(DAY-NRLM), a centrally sponsored programme of the Government of India, is one of the world’s
largest poverty eradication programmes that aims to eliminate rural poverty in the country through the
promotion of multiple livelihoods for each rural poor household. The programme follows a participatory
and community-demand-driven approach that focusses largely on the eradication of poverty and pays
special attention to the development of social resilience and sustainable socio-economic development.

This study tried to identify an ideal strategy for sustainable socio-economic development planning
for rural communities in developing economies by evaluating the DAY-NRLM programme. For this,
we used fuzzy cognitive mapping—a participatory modelling approach that allows for the exploration
and management of various interrelationships between human, environmental, and socio-economic
systems. The main principle behind using participatory modelling is that the resulting policy can
effectively support a range of social, economic, and environmental goals. The systems-based integrated
and participatory modelling approaches allow the stakeholders to contribute to the development of a
system model, as well as support decision-makers’ understanding of the system being examined and
all its aspects, by participating in the scenario development process and identifying correct strategies
within the domain. Therefore, it is safe to say that the contribution that stakeholders can offer to a
given problem, usually related to support for decision-making, policies, regulation, or management,
is valuable [19]. The fuzzy cognitive mapping approach allows stakeholders to collaboratively develop
a “cognitive map” (i.e., a weighted, directed graph), which represents the perceived causal structure of
their system [20]. Fuzzy cognitive map (FCM) [21] is a collection of concepts and causal relationships
between them, in the form of a directed graph that can model a real-world system. Because FCMs can
easily incorporate human knowledge and adapt to any given domain [22], they have been extensively
applied in many research fields and areas of application [23,24]. Their simple model structure gives
them considerable awareness and broad research interest [25].
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This study also explored a new method for aggregating individual FCMs using the application
of ordered weighted averaging (OWA) operators. The aggregation of individual FCM models must
be taken into account when a variety of sources need to be included in the modelling procedure of a
given system [23]. Individual FCMs, constructed by experts and/or stakeholders, can be aggregated to
produce a combined FCM that will incorporate the knowledge from all the different experts and/or
stakeholders involved in the FCM construction process. The main objective behind aggregating
individual FCMs is to improve the reliability of the overall model and make them less susceptible to
potentially inaccurate knowledge of a single expert and/or stakeholders or knowledge inconsistency
among the participants. Regarding the combination of multiple FCMs into a single collective model,
among the techniques that can be found in the related literature, two methods are widely used in real-life
problems [26]—the weighted average and the OWA method introduced by Yager [27]. The weighted
average method is considered as the benchmark method for FCM aggregation purposes, where the
final FCM model is built by averaging numerical values for a given interconnection [28]. However,
there are certain limitations to implementing this methodology. For example, when a large number of
stakeholders/participants are asked to assign values on the relationships of a given system, significant
deviations can arise between these values, which shows an inconsistency of knowledge among the
participants that leads to an inaccurate overall FCM. On the other hand, the application of OWA
operators in the aggregation of individual FCMs has a limited presence in the literature. In particular,
OWA operators in an FCM framework were introduced by Zhenbang and Lihua [29], who highlighted
the ability of OWA operators to simulate the various AND/OR relationships between the concepts
and studied the OWA aggregation under different conditions. An OWA operator based on distance
was examined by Leyva-Vazquez et al. [30] to rank the scenarios depending on the decision-makers’
risk preferences.

The study used the context of the DAY-NRLM programme, which predominantly focuses on
livelihood enhancement through building self-managed and sustainable community institutions of “the
rural poor women”. These community institutions are expected to overcome their social, financial, and
economic exclusion. The broader objectives of the programme involve social mobilisation, institution
building, enrolment of women in social security schemes and entitlements, socio-economic inclusion,
sustainable livelihoods, capacity building, promotion of economic stability, improvement of social
resilience, and skill development, aimed at elimination of rural poverty. Ultimately these outcomes
will lead to the reduced socio-economic poverty and improved quality of life.

The paper is structured as follows: Section 2 describes the problem along with the methods used
in this study. This section includes in particular the basic principles of FCMs, the specifications of the
OWA operators, and the proposed algorithm based on the weights of the OWA operator to aggregate
FCM weights. This section also deals with the quasi-qualitative method for constructing the collective
FCM from groups, whereas in Section 3, the aggregation results produced from the application of the
OWA method in the developed FCMs, the sensitivity analysis, and the scenario analysis are provided.
In the end, Section 4 summarises the conclusions of this study.

2. Methodology

2.1. Overview of Fuzzy Cognitive Maps

FCMs are soft computing techniques that combine fuzzy logic and neural networks [31]. They
were first introduced by Kosko [21,32] as fuzzy-graph structures for representing causal reasoning.
They provide a more flexible and natural ability for knowledge representation and reasoning, which
are essential to intelligent systems [33,34].

A set of nodes (concepts), representing the key elements of the given system, and directed arcs
(links), defining the causal relationships between the nodes, form an FCM [35]. Each concept is
indicated by Ci, i = 1, . . . , N (where N is the number of concepts in the problem domain) and is also
specified by an activation value Ai in [0, 1]. The links are labeled with fuzzy weights in the interval of
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[0, 1] or [−1, +1], which show the strength of the impact between the concepts [36]. Weights of links
are associated with a weight value matrix E NxN, where each element of the matrix wij takes values in
[−1, +1]. There are three types of weights:

• wij = 0 indicates no causality between concepts;
• wij > 0 indicates a causal increase (i.e., Cj increases as Ci increases, and Cj decreases as Ci decreases);
• wij < 0 indicates a causal decrease (i.e., Cj decreases as Ci increases, and Cj increases as Ci decreases).

Word weights like “little” or “somewhat” can be used instead of numeric values [37]. Figure 1
shows an example of a FCM with its corresponding adjacency weight matrix.

 

 

Figure 1. Fuzzy cognitive map (left) and the correspondent weight adjacency matrix (right), showing
the positive and negative causal influences.

An FCM is not a static representation of the world; FCM’s graph structure facilitates causal
reasoning, where calculations can be made to assess the consequences of a specific system state. In [38],
auto-associative neural network mechanisms were used to study the system dynamics of FCM models
and produce projections for different possible scenarios.

We used a multi-step FCM development process, as shown in Figure 2.

Figure 2. A visual illustration of the fuzzy cognitive map (FCM) development process.

2.2. Obtaining Cognitive Maps from the Participants

This study adopted a mixed-concept design approach for obtaining cognitive maps involving
open-concept design followed by closed-concept design. Expert-based FCM was obtained using
open-concept design. A total of 31 national and state-level implementers identified 20 categories of
main concepts and 129 sub-concepts. The visual representation of this expert-based FCM model is
depicted in Figure 3, which will be further compared with the models derived from the aggregation
processes in order to help this study meet its goals.
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Figure 3. Expert-based FCM model. Note: SHGs federate into VO and VOs federate into CLF. These
together called CBOs (community-based organisations).

We prepared a protocol/instrument based on the expert-based FCM model drawing all the 20
categories of main concepts and 129 sub-concepts on the paper.

Four different groups of women functionaries of DAY-NRLM of Jammu and Kashmir state of
India—The Self-Help Groups (SHGs), the Village Organization (VOs), the Cluster Level Federations
(CLFs), and the Community Resource Persons (CRPs) constructed FCMs in groups of 4–5 members.
The SHGs group consists of 36 participants, the VOs have 52 participants, and the CLFs comprise 60
participants, whereas the CRPs include 31 participants. We generated a list of SHGs, VOs, and CLFs,
to be interviewed for the FCM exercise, using “Microsoft Excel RAND function” from the 10 districts
of Jammu and Kashmir, 5 districts from each region. In total, 179 individual fuzzy cognitive maps
were collected during the FCM exercise from approximately 600 participants coming from 10 districts
of the state of Jammu and Kashmir in India.

Every key concept was formed from a list of certain sub-concepts that define it well. The sub-
concepts were introduced by the experts and policymakers to offer a deeper understanding of the
examined problem, making it clear to the participants. Table 1 illustrates all the sub-concepts for each
key concept.

Table 1. The sub-concepts list for each of the key concepts.

Key Concept Sub-Concepts

C1: Building strong CBOs
(Community-based

Organizations)

Building Self-Help Groups (SHGs)
Building Cluster Level Federations

(CLFs)Building Village Organization
(VOs)

C2: Governance of CBOs Practicing panch sutra Developing repayment culture

C3: Capacity building

Training on SHG concept and
management Training to SHG and VO on

bookkeepingTraining on VO concept and
management
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Table 1. Cont.

Key Concept Sub-Concepts

C4: Financial literacy

Analytical literacy Institutional literacy

Functional literacy Adoption of better financial
technology

Technical literacy

C5: Access to formal credit
Inter-loaning Banking awareness

High-cost loan into low-cost loan SHG–bank linkage

C6: Savings, investments,
and insurance

SHG savings Health insurance

Regular savings accounts (individual
or joint) Vehicle insurance

Life insurance Livestock insurance

C7: Income
Income from agriculture/horticulture Income from self-employment

Income from animal husbandry Income from wage labour

C8: Consumption
expenditures

Usage of freeze, mixer, etc. Expenditure on more nutritious
food

More expenditure on clothes More expenditure on health

Usage of bed, sofa, etc. More expenditure on education

Usage of TV, radio, tape recorder, etc.

C9: Enterprise development

Enterprise development Skill development training

Enterprise management Guidance from
experts/professionals

Decision-making with regard to
enterprise Value addition

Fostering entrepreneurship Market identification

New livelihoods
activities/interventions Market linkages

C10: Livelihood
diversification

Agriculture Self-employment

Horticulture Wage labour

Livestock rearing

C11: Education

Better implementation of Aanganwadi
scheme

Better avenues for higher
education for children

Increased access to education for
children Easy access to mid-day meals

Improved quality of education Easy access to information about
schooling

Increased literacy among children

Reduced school drop-out rate

C12: Health, hygiene, and
sanitation

Reduced open defecation Reduced epidemic

Better sanitation and hygiene Reduced malnutrition among
children

Increased access to hospitals Increased nutritional security

Vaccination

C13: Natural assets Management of land Management of livestock

C14: Physical assets
Productive assets Asset in the name of women

Consumptive assets Community owned assets
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Table 1. Cont.

Key Concept Sub-Concepts

C15: Political
empowerment

Political inclusion Participation in Mahila Mandal

Political justice Participation in Mother’s
Committee

Awareness of rights Participation in Watershed
Committee

Exercising rights
Approaching to higher officials in
block and district for exercising

rights

Initiatives focusing on women
development Participation in Social Audit

Participation in political groups/parties Participation in Vigilance
Committee

Participation in Village Development
Committee Participation in Gram Sabha

Participation in Village Education
Committee Role in policy making

Participation in Village Health Committee

C16: Social
empowerment

Universal social mobilization Increased social development

Universal social inclusion Increased social awareness

Improved social behavior Increased social welfare

Increased social values

C17: Economic
empowerment

Financial self-sufficiency Increased savings
Economic decision-making

C18: Personal well-being
and personality

development

Adoption of agricultural
machines/equipment, adoption of better

cooking methods/equipment
Sense of authority in public space

Better health and hygiene awareness Recognition in family and society

Access to basic infrastructure Power in household decision
making

Increased women literacy Increased gender equality

Increased women safety Voicing against ill treatments

Increased self-confidence Individual values/integrity

Engagement with household level issues Women’s identity

Engagement with community level issues Women’s independence

Women’s mobility

Own perceptions towards changes

C19: Intra-household
bargaining power

Mediation in household/family disputes Access to credit

Seeking benefit under government
scheme Admissions to schools/colleges

Obtaining ration card Admissions to hospitals

Lodging police complaint

C20: Social harmony

Community cohesion Conflict avoidance

Community support Increased tolerance

Reduced social tension Solidarity
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Meanwhile, participants of all the four groups (SHG, VO, CLF, and CRP) were asked to assign a
numerical value (degree of significance) to every sub-concept on a scale of 1–10 in order to assess the
impact of each sub-concept to the corresponding key concept. An overall average degree of significance
was calculated for every key concept to estimate the significance of each concept in the examined FCM
model. This process also helped us in the next step, with the selection of the most important concepts
for policy-making for the scenario analysis.

Table 2 illustrates an example regarding the mean values of the degree of significance for the three
sub-concepts of the key concept C1, from each group of the Kashmir region, along with the calculated
average value (degree of significance) that corresponds to the key concept C1.

Table 2. Degree of significance for the sub-concepts of C1, for Kashmir. CRP: Community
Resource Persons.

Key Concept Sub-Concept SHG VO CLF CRP Average

C1: Building Strong CBOs 8.87

Building SHGs 8.3 8.5 9.1 9.6 8.875
Building VOs 8.0 8.4 8.6 9.8 8.70
Building CLFs 7.9 9.1 9.3 9.8 9.025

2.3. Coding Individual Cognitive Maps into an Adjacency Matrix

Individual fuzzy cognitive maps were coded into separate excel sheets to form adjacency
matrices [39,40]. The values were coded into the square matrix only when a connection existed between
two concepts [39]. Weights given to each link were then normalised between 0 and +1 (the value 7 was
normalised to 0.7) for coding into the adjacency matrix [40–42].

2.4. Aggregating Individual Fuzzy Cognitive Maps from Each Group to Produce Aggregated FCMs

All coded maps from each group were aggregated using the two aggregation methods,
the weighted average, and the OWA, to make collective fuzzy cognitive maps. Two collective
FCMs were created for every group of participants for each aggregation method, named as the
average-FCM and OWA-FCM.

2.4.1. Average Aggregation

We aggregated individual FCMs to form collective-FCM through matrix addition [39,41,43–45].
The collective-FCM represents the perception of all members of a particular stakeholder group.

Considering n stakeholders assign a weight value wij, between the nodes Ci and Cj on individual

FCMs, then the aggregated weight w(ave)
i j between the average value of the n weights wij:

w(ave)
i j =

w(1)
i j + w(2)

i j + · · ·+ w(n)
i j

n
. (1)

2.4.2. OWA Aggregation

An OWA operator [19] of dimension n is a mapping:

f : Rn → R,

that has an associated weighting vector W

W = [w1 w2 . . . wn]
T, (2)
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such that ∑
iwi = 1; wi ∈ [0, 1], (3)

where

f (a1, . . . , an) =
n∑

j=1

wj bj (4)

where bj is the jth largest element of the collection of the aggregated objects a1, a2 . . . , an. The function
value f ( a1, . . . , an) determines the aggregated value of arguments a1, a2 . . . , an.

A fundamental aspect of the OWA operator is the re-ordering step, in particular, an argument
ai is not associated with a particular weight wi but rather a weight wi is associated with a particular
ordered position i of the arguments. A known property of the OWA operators is that they include the
Max, Min, and arithmetic mean operators for the appropriate selection of the vector W:

i For W =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1
0
...
0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, f ( a1, . . . , an) = Max

i
ai,

ii For W =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0
0
...
1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, f ( a1, . . . , an) = Min

i
ai,

iii For W =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1/n
1/n

...
1/n

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, f ( a1, . . . , an) =

1
n
∑n

i=1 ai .

It can be easily seen [46] that the OWA operators are aggregation operators, satisfying the
commutativity, monotonicity, and idempotency properties and are bounded by the Max and Min
operators, for OWA operators:

Min
i

ai ≤ f ( a1, . . . , an) ≤ Max
i

ai. (5)

Because this class of operators runs between the Max (or) and the Min (and), the author of [24]
introduced a measure to characterise the type of aggregation being performed for a particular value of
the weighting vector. This measure, called the orness measure of the aggregation, is defined as:

Orness (W) =
1

n− 1
∑n

i=1(n− 1)wi. (6)

As suggested by Kosko [24], this measure, which lies in the unit interval, characterises the degree
to which the aggregation is like an or (Max) operation. It can be shown as follows:

orness ([1 0 . . . 0]T) = 1, (7)

orness ([0 0 . . . 1]T) = 0, (8)

orness
([1

n
1
n
. . .

1
n

]T)
= 0.5. (9)

Therefore, the, Min, and arithmetic mean operators can be regarded as OWA operators with
degree of orness, respectively, 1, 0, and 0.5.
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2.4.3. Learning OWA Operators for Aggregating FCM Weights

This study took into consideration a previously conducted preliminary research [47] about an
alternative FCM aggregation method using OWA operators and made it one step further. Specifically,
learning OWA operators’ weights were introduced for aggregating FCM connections/links defined by
multiple experts and/or stakeholders. This work focused on developing an alternative aggregation
methodology for the FCM modelling, in order to fill the absence of learning OWA operators in
aggregation of weights in FCMs, considering that FCMs have been proposed as a unique methodology
able to aggregate diverse sources of knowledge to represent a “scaled-up” version of individuals’
knowledge and beliefs [39,48]. Moreover, learning operators were used in this study for defining
weights among the concepts, so that the studying of the OWA aggregation approach would be
strengthened in terms of performance. This method has particularly broad applicability and had high
effectiveness when a large number of participants/stakeholders were present. A complex real-life
strategic decision-making problem was studied, in which the proposed methodology was applied in
order to examine/validate this approach. Specifically, the studied problem dealt with the aggregation
and modeling of communities’ perception, as well as scenario analysis using the FCM-based simulation
process implemented by the new FCMWizard tool [31].

In this study, we present an algorithm that can be used for aggregating weights assigned by
experts/stakeholders’ opinion in designing FCMs. The proposed algorithm learns the weights associated
with a particular use of the OWA operator from a group of experts and/or stakeholders of the specific
scientific domain. The OWA weights can be obtained through the following procedure:

At first, experts’ opinions are considered as argument values (ak1, ak2 . . . , akn).

i Step 1: Generate slightly different parameters ρ for each argument which represents the optimism
of the decision-maker, 0 ≤ ρ ≤ 1.

ii Step 2: Calculate the aggregated values for each sample using the Hurwics method, according to
which the aggregated value d obtained from a tuple of n arguments, a1, a2, . . . , an, is defined as a
weighted average of the Max and Min values of that tuple.

ρMax
i

ai + (1− ρ)Min
i

ai = d. (10)

iii Step 3: Reorder the objects ak1, ak2 . . . , akn.
iv Step 4: Calculate the current estimate of the aggregated values dk

d̂k = bk1 w1 + bk2 w2 + . . .+ bkn wn (11)

with initial values of the OWA weights w1 = 1/n.
v Step 5: Calculate the total d̂k for each i. The parameters λi determine the weights of OWA and

are updated with the propagation of the error d̂k − dk between the current estimated aggregated
value and the actual aggregated value [39].

vi Step 6: Calculate the current estimates of the λi

λi(l + 1) = λi(l) − βwi(l)(bki − d̂k)(d̂k − dk) (12)

with initial values λi (0)=0, i = (1, . . . , n), and a learning rate of β = 0.35.
vii Step 7: Use λi, i = (1, . . . , n),, to provide a current estimate of the weights

wi =
eλi(l)∑n

j=1 eλi(l)
, i = (l, n) (13)

240



Sustainability 2020, 12, 305

viii Step 8: Update wi and d̂k at each iteration until the estimates for all the λi converge to, that is,
Δ = | λ(l + 1) − λ(l) |, are small.

In what follows, an explanatory paradigm considering three experts will better illustrate the
proposed FCM construction approach in an environmental domain.

As mentioned above, the experts’ opinions are considered as argument values ak1, ak2 . . . , akn, and
the weight between two concepts as a sample. Zero values for weights were not considered in the
aggregation process. An FCM model consisting of 7 concepts and 14 weighted connections among
concepts was selected to show how the above steps are implemented (Table 3).

Table 3. The explanatory paradigm for aggregating three experts’ opinions on agriculture.

Sample Weight Expert 1 Expert 2 Expert 3 Aggregated Value

C1–C7 0.43 0.50 0.58 0.45
C2–C1 0.57 0.60 0.68 0.58
C2–C7 0.57 0.60 0.68 0.58
C–C2 −0.30 −0.35 −0.25 −0.32
C3–C7 −0.39 −0.25 −0.30 −0.32
C4–C5 −0.32 −0.40 −0.47 −0.38
C4–C7 −0.43 −0.30 −0.30 −0.35
C5–C4 −0.37 −0.40 −0.45 −0.37
C5–C7 0.68 0.60 0.50 0.53
C6–C2 0.58 0.55 0.70 0.56
C6–C7 0.55 0.50 0.65 0.53
C7–C1 0.22 0.37 0.33 0.23
C7–C2 0.67 0.70 0.75 0.67
C7–C5 0.54 0.58 0.47 0.48

We calculated the aggregated values using various values for parameter ρwithin ρ (0.01 ≤ ρ ≤ 0.2).
For example, ρ = 0.153; 0.131; 0.181; 0.075; 0.055.

Using min and max values of ρ, the aggregated value of weight was calculated as follows.

0.153(0.58) + (1− 0.153)(0.43) = 0.45.

We initialised λi(0) = 0, i = (1, n), β = 0.35, and w1 = w2 = w3 = 0.33. The estimated values of
λi after 108 iterations were

λ1 = 0.63, λ2 = −0.19, λ3 = 0.82.

The following OWA weights were calculated considering the above λi:

w1 = 0.146, w2 = 0.227, w3 = 0.626.

We followed the same process for parameter ρ for 0.3 < ρ < 0.5 and 0.5 < ρ < 0.7.
Table 4 depicts the calculated values for OWA aggregated weights for all interrelationships among

FCM concepts, as well as the deviations between the benchmark weight Wb (average method) and the
Wowa, weight produced by learning OWA operators.
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Table 4. Weights produced by learning OWA (ordered weighted averaging) operators.

Weight
Average

Weight (Wb)
Weight by

0.01 < ρ < 0.2
Weight by

0.3 < ρ < 0.5
Weight by

0.5 < ρ < 0.7
ΔW (Deviation in

Aggregated Value)

C1–C7 0.50 0.47 0.53 0.58 0.03

C–C1 0.38 0.33 0.40 0.45 0.05

C2–C7 0.62 0.59 0.64 0.68 0.03

C3–C2 −0.30 −0.32 −0.28 −0.25 0.02

C3–C7 −0.31 −0.35 −0.29 −0.25 0.04

C4–C5 −0.40 −0.43 −0.37 −0.32 0.03

C4–C7 −0.34 −0.38 −0.32 −0.30 0.04

C5–C4 −0.41 −0.43 −0.39 −0.37 0.02

C5–C7 0.59 0.55 0.62 0.68 0.04

C6–C2 0.61 0.58 0.57 0.70 0.03

C6–C7 0.57 0.53 0.59 0.65 0.04

C7–C1 0.31 0.27 0.33 0.37 0.04

C7–C2 0.71 0.69 0.72 0.75 0.02

C7–C5 0.53 0.5 0.55 0.58 0.03

2.5. Visual Interpretation of Collective FCM

The collective FCMs were analysed using the FCMWizard software tool (www.fcmwizard.com) [31].
The tool includes modelling and visualisation capabilities for the consensus FCM models, depicting
the connections among the factors and also reflecting the importance of different concepts within
various asset classes [43]. The average-FCM models designed by each group (SHG, VO, CLF, CRP)
and produced by the FCMWizard tool are illustrated in the figures below (Figures 4–7).

 
Figure 4. Fuzzy cognitive map of SHG group of DAY-NRLM (Jammu-Kashmir National Rural
Livelihoods Mission) programme.
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Figure 5. Fuzzy cognitive map of VO group of DAY-NRLM programme.

 

Figure 6. Fuzzy cognitive map of CLF group of DAY-NRLM programme.

 
Figure 7. Fuzzy cognitive map of CRP group of DAY-NRLM programme.
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2.6. FCM-Based Simulations

Typically, an FCM of n concepts could be represented mathematically by an n× n weight matrix
(W). By feeding the fuzzy cognitive map with an initial stimulus state vector X(k) (state vector at
time (k)), it can model the evolution of a scenario over time by evolving forward and letting concepts
interacting with one another. Each subsequent value of the concept state X(k+1) can be computed as
previous state X(k) and weight matrix multiplication, according to Equation (14):

X(κ+1)
i = f

⎛⎜⎜⎜⎜⎜⎜⎝
n∑

j=1, j�i

wji ×Xκj

⎞⎟⎟⎟⎟⎟⎟⎠. (14)

Based on the literature, two other equations were proposed for FCM inference, the modified
Kosko (Equation (15)) and the rescaled Kosko (Equation (16)):

X(κ+1)
i = f

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
Xi(t) +

n∑
j = 1
j � i

Xj(t)·wj,i

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (15)

X(κ+1)
i = f

⎛⎜⎜⎜⎜⎜⎜⎝
(
2×Xκi − 1

)
+

n∑
j=1, j�i

wji × (2×Xκj − 1)

⎞⎟⎟⎟⎟⎟⎟⎠ , (16)

where X(κ+1)
i is the value of concept Ci at simulation step κ+ 1, X(κ)

j is the value of concept Cj at the
simulation step κ, wji is the weight of the interconnection between concept Cj and concept Ci, and
f (·) is the threshold transfer function used to retain the values within the range of [0, 1] or [−1, +1].
Generally, the most commonly used transfer function is Sigmoid [49], as shown by Equation (17).

f (x) =
1

1 + e−λx (17)

where λ is a real positive number (λ > 0), which determines the steepness of the continuous function
f , and x is the value X(κ)

i for a given iteration.
The simulation stops when the system reaches equilibrium, that is, a limit vector is reached as Xt

= Xt−1 or when Xt − Xt−1 ≤ e, where e is a residual, describing the minimum error difference among
the subsequent concepts. Its value depends on the application type and it is typically set to 0.001.

3. Results and Discussion

3.1. Characteristics of the Key Concepts of the DAY-NRLM Programme

When there are a large number of concepts that need to be studied individually, then it is necessary
to keep only the most influential ones. The filtering technique of key concepts is common in scenario
planning and helps linking storylines to the quantitative model, as well as to pay attention to pivotal
concepts that can influence, directly or not, the outcome of the examined system, or even significantly
change its balance [50]. Key concepts were mainly identified by the experts in the FCM-based scenario
analysis or emerged by certain characteristics of the studied model. There were three indicators,
based on the connection weights, which help researchers to recognise the important key concepts of
the system—indegree (weight of inbound links), outdegree (weight of outbound links), and degree
centrality. The first two indicate to what extent a concept is a transmitter (influential) or receiver
(dependent). This is similar to the bi-dimensional categorisation of influence-dependence axes in
cross-impact analysis [51]. Degree centrality is the relative importance of a concept within the FCM
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structure, which is calculated by the sum of the corresponding absolute indegree and outdegree
causal weights [52]. These calculated indices for the collective average-FCM, along with the concepts
identified previously, are summarised in Table 5. Additionally, the overall specifications of the above
FCM model are presented in Table 6.

Table 5. Finalised concepts, their description, and type with three major indices values (indegree,
outdegree, and degree centrality) for the collective average-FCM.
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C1: Building
strong CBOs

Build competence and
confidence 0.90 1.80 2.60 11.83 8.58 Ordinary

C2:
Governance

of CBOs

Organize the goals, roles, and
responsibilities of CBOs 2.60 0.90 3.40 40.50 9.91 Ordinary

C3: Capacity
building

Obtain, improve, and retain
skills, knowledge, and other

resources for their jobs
1.80 0.00 1.80 0.00 7.36 Transmitter

C4: Financial
literacy

Possession of skills and
knowledge to make effective

decisions with all the
financial resources

1.60 0.00 1.60 7.50 8.41 Transmitter

C5: Access to
formal credit

Demand for loans provided
by formal banking

institutions
2.40 0.80 3.20 23.33 9.83 Ordinary

C6: Savings,
investments,

and insurance

Increasing income, reducing
expenses, protection from

financial loss
0.80 1.70 2.50 25.83 9.33 Ordinary

C7: Income
Wages, salaries, profits, and

other forms of earnings 4.00 4.80 8.80 201.3 13.83 Ordinary

C8:
Consumption
expenditures

Spending by households on
goods and services 0.00 1.60 1.60 0.00 8.91 Receiver

C9:
Enterprise

development

Provide contributions to
develop business

sustainability
1.50 1.50 3.10 4.66 9.75 Ordinary

C10:
Livelihood

diversification

Construct a diverse portfolio
of social activities to improve

the standards of living
1.60 1.60 3.20 9.66 10.25 Ordinary

C11:
Education

Acquisition of knowledge,
skills, values, beliefs, and

habits
2.50 2.50 4.90 53.58 10.58 Ordinary

C12: Health,
hygiene, and

sanitation

Practices that contribute to
good health and keep our

environment healthy
0.80 1.60 2.40 6.83 8.83 Ordinary

C13: Natural
assets

Augmentation of natural
resources, etc. 0.80 0.00 0.80 0.00 8.24 Transmitter
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Table 5. Cont.
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C14: Physical
assets

Water supply and irrigation,
infrastructure development 0.80 0.00 0.80 0.00 8.24 Transmitter

C15: Political
empowerment

Political inclusion, political
justice 2.40 1.60 3.90 29.33 10.83 Ordinary

C16: Social
empowerment

Participation in various
village-level committees,

universal social mobilization,
social inclusion

1.60 0.80 2.40 0.00 8.41 Ordinary

C17:
Economic

empowerment

Savings, financial
self-sufficiency, etc. 0.80 1.70 2.50 22.49 9.75 Ordinary

C18: Personal
well-being

and
personality

development

Experience of health,
happiness, and prosperity
Improving behavior and

attitude that makes a person
distinctive

2.40 1.60 4.00 21.16 9.50 Ordinary

C19:
Intra-household

bargaining
power

Decisions regarding the
household unit, such as

whether to spend or save, to
study or work

0.80 1.60 2.40 0.00 7.94 Ordinary

C20: Social
harmony

The promotion of ethnic
cohesion and peace 0.80 4.80 5.50 101.6 12.16 Ordinary

Table 6. Specifications of the FCM model.

Index Value

Positive (negative) connections 59 (76)
Density 0.1026

Hierarchy index 0.0256
Average degree centrality 3.07

Average betweeness centrality 27.9875
Average closeness centrality 9.5366

3.2. Characteristics of the Sub-Concepts of the DAY-NRLM Programme

Every participant was given a list of sub-concepts for each key concept (as presented in Table 1) to
assign a degree of significance on the scale of 1–10, where 10 is the most significant sub-concept and
1 the least significant. This procedure was followed for two regions, Jammu and Kashmir. Table 7
includes the key concepts with the respective mean values for both regions, as well as the overall
average value of the degree of significance, whereas the next figure (Figure 8) illustrates these values in
a graph for better visual interpretation of the results.
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Table 7. Mean values of significance for two regions and the average degree of significance.

Key Concepts

Degree of Significance (Mean Value)
with Respect to the Region Average Degree of

Significance
Kashmir Jammu

C1: Building strong CBOs 8.79 9.43 9.11
C2: Governance of CBOs 8.92 9.41 9.16

C3: Capacity building 8.69 8.95 8.82
C4: Financial literacy 7.73 6.98 7.35

C5: Access to formal credit 8.18 8.74 8.46
C6: Savings, investments, and insurance 5.97 8.03 7.00

C7: Income 6.62 7.07 6.84
C8: Consumption expenditures 5.47 6.79 6.13

C9: Enterprise development 5.76 6.61 6.18
C10: Livelihood diversification 7.03 7.72 7.38

C11: Education 7.17 8.05 7.61
C12: Health, hygiene, and sanitation 7.32 8.10 7.71

C13: Natural assets 6.05 6.75 6.40
C14: Physical assets 5.11 6.20 5.66

C15: Political empowerment 6.27 7.21 6.74
C16: Social empowerment 8.25 7.76 8.00

C17: Economic empowerment 8.37 8.06 8.21
C18: Personal well-being and

personality development 7.60 8.00 7.80

C19: Intra-household bargaining power 7.20 7.73 7.46
C20: Social harmony 8.26 8.64 8.45

 
Figure 8. Mean values of significance for the regions of Jammu and Kashmir.

Having a thorough look at the values presented in Table 8, it was observed that the concepts
C1, C2, C3, C15, C17, C18, and C20 were among concepts with the highest values for both degree
centrality and degree of significance. Moreover, comparing these values with the corresponding degree
centrality of the aggregated and the expert-based FCM model, we can verify that the key concepts
mentioned earlier can be indeed selected as the most significant ones, and will be further used in the
scenario analysis.
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Table 8. The average degree of significance and degree centrality values for all key concepts.

Key Concept
Degree of Significance

(Average Value)
Degree Centrality

(Expert-Based)
Degree Centrality

(Aggregated)

C1: Building strong CBOs 9.11 2.2 2.60

C2: Governance of CBOs 9.16 2.7 3.40

C3: Capacity building 8.82 1.5 1.80

C4: Financial literacy 7.35 0.6 1.60

C5: Access to formal credit 8.46 2.5 3.20

C6: Savings, investments,
and insurance

7.00 2.0 2.50

C7: Income 6.84 5.4 8.80

C8: Consumption
expenditures

6.13 0.6 1.60

C9: Enterprise
development

6.18 2.3 3.10

C10: Livelihood
diversification

7.38 1.7 3.20

C11: Education 7.61 2.5 4.90

C12: Health, hygiene, and
sanitation

7.71 0.7 2.40

C13: Natural assets 6.40 0.6 0.80

C14: Physical assets 5.66 0.6 0.80

C15: Political
empowerment

6.74 3.0 3.90

C16: Social empowerment 8.00 1.8 2.40

C17: Economic
empowerment

8.21 1.9 2.50

C18: Personal well-being
and personality

development
7.80 3.1 4.00

C19: Intra-household
bargaining power

7.46 1.9 2.40

C20: Social harmony 8.45 2.3 5.50

3.3. Aggregation Results

In this section, the results produced from the application of the two aggregation methods on the
FCM models are presented. The FCM models constructed by every participant group (SHG, VO, CLF,
and CRP) were aggregated using the two aggregation methods, the average, and the OWA. A collective
FCM was produced from each of these methods. The aggregation process was delivered with the help
of the OWA tool that was developed for this purpose.

From the comparative analysis that was conducted among the aggregated average-FCM,
OWA-FCM, and experts-based FCM, it was observed that the minimum mean deviation value (= 0.12)
was located between the OWA-FCM and the experts-based FCM. This means that the OWA-FCM model
resembles the structure of the Expert-based FCM and consequently can present a similar performance
to the model constructed by the experts.
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3.4. Scenario Results

3.4.1. Scenario Development

For the scenario analysis, the researchers identified the most important concepts (called decision
concepts) that affected the status of the system being examined. During the FCM exercise, we also
recorded the degree of significance of every key concept on the basis of the perception of over
600 participants of SHGs, VOs, CLFs, and CRPs. During the FCM exercise, the participants also
identified the most significant concepts in the system. On the basis of the FCM models prepared by the
participants, we can infer that social harmony (C20), women’s socio-economic empowerment (C16 and
C17), and personal well-being and personality development (C18) were the most significant concepts,
which are likely to have considerable impacts on the system. The results for the same analysis are
presented in Figure 9. The first established approach in scenario planning was the selection of the
most important concepts. The seven concepts that were selected are C1—“Building strong CBOs”,
C2—“Governance of CBOs”, C3—“Capacity building”, C5—“Access to formal credit”, C15—“Political
empowerment”, C16—“Social empowerment”, and C17—“Economic empowerment”. These concepts,
assigned by the programme participants and implementers, were selected properly as they were among
concepts with the highest degree centrality, having both in/out-degree values, whereas their degree
of significance was the highest among all key concepts (see Table 8). Thus, they could significantly
influence the dynamics of the system. The selected scenarios with their concepts are briefly presented
in the following Table 9.

 
Figure 9. Most significant concepts of the DAY-NRLM (Deendayal Antyodaya Yojana-National Rural
Livelihoods Mission) programme.

Table 9. The key concepts of each scenario.

Scenarios Concepts

Scenario 1 (S1) C1: Building strong CBOs
Scenario 2 (S2) C2: Governance of CBOs
Scenario 3 (S3) C3: Capacity building
Scenario 4 (S4) C3: Capacity building C5: Access to formal credit
Scenario 5 (S5) C2: Governance of CBOs C3: Capacity building
Scenario 6 (S6) C1: Building strong CBOs C3: Capacity building
Scenario 7 (S7) C15: Political empowerment
Scenario 8 (S8) C16: Social empowerment
Scenario 9 (S9) C17: Economic empowerment
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• Scenario 1 examined the effects of building CBOs (C1), whereas scenario 2 presented the effects of
governance of CBOs (C2) in terms of SHGs, VO, and CLFs.

• Scenario 3 presented the effects of capacity building of the CBOs (C3) in terms of governance
and management.

• Scenario 4 highlighted the effects of capacity building of the CBOs (C3) in terms of governance
and management, along with access to formal credit (C5) in terms of micro-finance and
SHG-bank linkage.

• Scenario 5 showed the effects of governance of CBOs (C2) in terms of SHGs, VO, and CLFs, along
with the capacity building of the CBOs (C3) in terms of governance and management.

• Scenario 6 illustrated the effects of building strong CBOs (C1) in terms of SHGs, VO, and CLFs,
and capacity building of the CBOs (C3) in terms of governance and management.

• Scenarios 7 to 9 highlighted the effects of political (C15), social (C16), and economic (C17)
empowerment of women, respectively. These empowerments represent political inclusion,
political justice, participation in various village-level committees, savings, financial self-sufficiency,
universal social mobilization, and social inclusion, among others.

3.4.2. FCM-Based Simulations/Scenario Analysis

FCM-based simulations can offer a deeper understanding of the concepts’ behavior and their
relations in terms of how one concept affects others. The researchers conducted FCM-based
simulations/scenario analyses for the respective case study. The simulation process was performed
by “clamping” the initial values of the key concepts one-by-one (Equation (14)). This outcome was
compared against a baseline scenario where the system (output vector) reached the steady-state through
clamping all the initial values to zero. Exploring the dynamic change of concepts’ values between
the baseline steady-state and outcome of the clamping procedure enabled quantitative interpretation
of the impact of the key concepts on the system. The simulation process entailed the application
of a sigmoid function with lambda = 1 as a threshold function on the adjacency matrix after it was
multiplied with the input vector. The process was iterated until the system reached a steady-state.
The FCMWizard, a web-based software tool, was used for the simulation purposes, as it has the
unique ability to construct an FCM using data that come from experts or stakeholders’ knowledge
and can perform simulations for different possible scenarios, in different scientific domains, using a
very intuitive graphical user interface [31]. The impact of the conducted scenarios on the selected
decision concepts was examined, further identifying which key concepts affect the final deliverables of
the program.

The scenario analysis performed simulations for the selected nine scenarios (Table 9). For example,
scenario 1 (S1) was devoted to increasing the concept C1—“Building strong CBOs by “clamping” it to
one, whereas scenarios 2 (S2) and 3 (S3) studied the effects of the concepts C2—“Governance of CBOs”
and C3—“Capacity building” by clamping the values of these concepts to one. The nine scenarios were
conducted with the two aggregated collective FCMs, average-FCM and OWA-FCM. The expert-based
FCM, which was constructed by the experts, was considered as the benchmark model that would help
the researchers to further investigate the usefulness, importance, and superiority of the proposed OWA
aggregation method against the average aggregation method. The results for scenario analysis for
the two aggregated groups, for both average-FCM and OWA-FCM, as well as the expert-based FCM,
were illustrated in the following figures. The scenario results for the expert-based FCM model, along
with the corresponding scenario results for the OWA aggregated FCM, are illustrated in Table A1 in
Appendix A.

Figure 10 illustrates all three FCMs (average, OWA, and expert-based), the deviation from the
steady-state for all concepts after the nine scenarios had been conducted. The following figures
(Figures 11 and 12) illustrate the outcomes regarding the percentage of change for certain key concepts,
for all performed scenarios, with respect to FCMs.
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Figure 10. Scenario analysis considering deviations from the steady state for all FCMs considering
confidences and links. (AVE is the abbreviation of Average, EB is the abbreviation of Expert-based).

 
(a)  

(b) 

 
(c) 

Figure 11. Percentage of change for decision concepts (a) C16, (b) C18, and (c) C17 when all scenario
concepts were clamped to one for the expert-based FCM (AVE is the abbreviation of Average, EB is the
abbreviation of Expert-based).

Figure 13 depicts the corresponding results of the deviation from the steady-state when FCMs
were used in the scenario analysis. Figures 14 and 15 illustrate the outcomes regarding the percentage
of change for decision concepts when the concepts for each scenario were clamped to one.
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Figure 12. Decision concept C20 (social harmony) percentage of change when the key concepts of each
devoted scenario were clamped to one. (AVE is the abbreviation of Average, EB is the abbreviation of
Expert-based).

 
Figure 13. Scenario Analysis for all FCMs (average, OWA, expert) considering links. (AVE is the
abbreviation of Average, EB is the abbreviation of Expert-based).

The following table (Table 10) briefly presents the impact that the examined scenarios had on the
four decision concepts of the system.

Table 10. Scenarios mainly affecting decision concepts.

Decision Concepts Scenarios Mainly Affecting Decision Concepts

C16 C15 activated (S7).
C17 C2 activated (S2), C2 and C3 activated (S5), C3 and C5 activated (S5).
C18 C15 activated (S7), C16 activated (S8).

C20 C2 activated (2), C2 and C3 activated (S5), C15 activated (S7), C16
activated (S8), C17 activated (S9).
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(a) 

 
(b) 

 
(c) 

Figure 14. Percentage of change for decision concepts (a) C16, (b) C18, and (c) C17 when all scenario
concepts were clamped to one, compared to the initial steady state (baseline scenario), considering
links. (AVE is the abbreviation of Average, EB is the abbreviation of Expert-based).

 
Figure 15. Decision concept C20 (social harmony) percentage of change when the key concepts of each
devoted scenario were clamped to one. (AVE is the abbreviation of Average, EB is the abbreviation of
Expert-based).
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The observations that were drawn from the above figures and tables focus on the following two
main points:

• The impact that certain key concepts have on other concepts and how they could affect the
examined system, and;

• The performance of both the average and the OWA aggregation methods, comparing their
outcomes with the expert-based FCM model. With respect to concepts’ potential in affecting the
state of the system, the following considerable observations emerged:

i The decision concept C16—“Social empowerment” was solely affected by C15—“Political
empowerment” for all FCMs (average, OWA, and expert). Moreover, women’s personal
well-being and personality development (decision concept C18) increased when more
political and social empowerment (decision concepts C15 and C16) were offered to them.

ii Furthermore, it was observed that the key concept C2 (Governance of CBOs), as well as
the combinations C2 (Governance of CBOs) and C3 (Capacity building), and C3 (Capacity
building) and C5 (Access to formal credit), had the highest impact in the decision concept
C17—“Economic empowerment” for all collective FCMs, showing a significant increase in
C17, particularly when the OWA aggregation method was applied.

iii It also emerged from the above figures and Table 10, that the increase of social harmony (C20)
was directly connected to the increase of the following key concepts: C2—“Governance of
CBOs”, the combination of C2—“Governance of CBOs” and C3—“Capacity building”, as
well as the concepts C15—“ Political empowerment”, C16—“Social empowerment” and
C17—“Economic empowerment”. Results of FCM-based simulations revealed that impacts
of the DAY-NRLM programme could be realised better if strong institutions are built.

iv Overall, the concepts C2, C3, C5, C15, C16, and C17 had a significant impact in the
policy-making and strategic planning of socio-economic sustainability of poor rural
communities because they presented considerably higher deviations from the steady-state
than the rest of the concepts (see Figures 10 and 13). To further check the validity of the
outcomes, a sensitivity analysis regarding the impact that these key concepts had on decision
concept C20, for all three FCMs (average, OWA, and expert-based), was conducted, and the
corresponding results are presented in Appendix B (Figures A1–A3). There seemed to be an
influence from the absence of political, social, and economic empowerment, as well as from
the lack of governance of CBOs, which corresponded to the concepts C2, C15, C16, and C17,
affecting the community’s social harmony (C20).

Concerning the performance of the two examined aggregation methods, the following important
observations were extracted in particular after a careful analysis of the tables and figures above.

i The OWA aggregation method seemed to be superior to the average aggregation method, in terms
of participatory modelling, when a large number of participants were involved. After a thorough
view of Figure 12, Figure 13, Figure 14, Figure 15, where the scenario analysis of the three different
FCMs was conducted, it can be concluded that in most cases, the deviations were higher when
the OWA aggregation method was applied, compared with those resulting from the average
aggregation method.

ii As mentioned before, we considered the expert-based FCM model as the benchmark model, as
experts’ opinions produced it. When the OWA-FCM model was compared to the expert-based
FCM model, we noticed that the results on decision making were better or similar to those
regarding the experts’ FCM model. Thus, it can be concluded that the OWA-FCM model
resembles the structure of the expert-based FCM model.

iii Overall, for analysis and decision-making, the OWA aggregation method was proven to be
proper for policy-making and strategic decision planning, considering a large number of maps,
outperforming the average aggregation method.
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Some limitations of the proposed methodology that need to be considered are (i) the lack of
imprecision of human perception in fuzzy form in FCM representation, as this approach cannot deal
with aggregating fuzzy values of multiple FCMs into a collective FCM, and (ii) the weakness in
coping with complex FCMs where a large number of concepts and weights are assigned by many
participants. In this case, it is difficult to accurately define the learning parameters in OWA and handle
the aggregated weighted connections.

3.5. Discussion on Scenario Results

The scenarios 1 to 6 examine how certain key concepts of the DAY-NRLM programme such as
strong CBOs, good governance within CBOs, better capacity building of communities and CBOs, as well
as access to formal credit, would help to achieve the final objectives of the programme, that is, alleviation
of socio-economic poverty and better quality of life. In particular, increased access to formal credit and
good governance would empower the SHG women economically, politically, and socially, as well as
increase social harmony in the community. Consequently, income and savings would increase, and
that would lead to an increase in consumption expenditure, livelihood diversification, and enterprise
development. Higher-income will lead to better access to education for women and their children,
consequently developing their personality, personal well-being, and overall socio-economic status.

Scenarios 7 to 9 highlight the effects of political (C15), social (C16), and economic (C17)
empowerment of women, respectively. These empowerments represent political inclusion, political
justice, participation in various village-level committees, savings, financial self-sufficiency, universal
social mobilization, and social inclusion, among others. These scenarios also show an increase in
income and savings, which would further lead to a rise in consumption expenditure, livelihood
diversification, and enterprise development. Increased income will lead to better access to education
for SHG women and their children; it would consequently develop the personality and personal
well-being of SHG women. Better education will improve their intra-household bargaining power and
health, hygiene, and sanitation. However, the result showed that empowerment alone is inadequate,
and hence building strong CBOs and better access to formal credit are essential.

The outcomes of the scenario analysis highlight the importance of the simultaneous implementation
of multiple concepts for the development of SHG members. Enhancing the capacities of SHG members,
good governance within the CBOs and micro-finance through high-quality CBOs comprise the main
aspects that should be taken into consideration in the examined case. Access to micro-finance and
higher income will help community members to diversify their livelihood options and develop small
enterprises. As a result, women empowerment and social safety nets will emerge, and women will
improve their education, health, and develop their personality. All of the above factors will help poor
rural communities and their members to alleviate socio-economic poverty while improving social
resilience and promoting economic stability.

However, there is a need to incorporate resource efficiency in local and collective businesses,
which can reduce pressures and impacts on the environment while contributing to socio-economic
development and human well-being [10,11]. A shift towards the circular economy could translate into
significant changes in people’s lives [14]. Worldwide, small and medium enterprises are trying to
move towards circular business models and solutions; however, the lack of consumer interest and
awareness along with the lack of support from demand networks prevent the implementation of green
innovations and act as the main obstacle for a transition towards the circular economy [14].

Several concepts identified in this study have the potential to incorporate the circular economy
approach. The characteristics of those concepts that can influence communities’ perceptions and
attitudes towards circular solutions could include (C8) consumption—encouraging a non-materialistic
environment among households and communities, supporting decisions to buy refurbished products
over new ones, and increasing longevity of purchased products; (C9) enterprise development—building
green enterprises, reusing/repairing/recycling resources at various levels, and more focus on product
quality and service offering; (C10) livelihood diversification—a shift towards green livelihoods,
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and building farm and non-farm livelihood portfolios; (C12) natural assets—sustainable use and
management of water and land resources, soil nutrient management through organic fertilisers,
composting, and mulching, among others, and sustainable livestock management; and (C13) health,
hygiene, and sanitation—changing consumer behavior, waste management at various levels, that is,
households and industries, through reduction, reusing, and recycling, and wastewater treatment.

4. Conclusions

This study identified the key- and respective sub-concepts aimed at eliminating rural poverty in
the developing economy. The CBOs are likely to allow the poor to overcome the social, financial, and
economic exclusion responsible for perpetuating poverty. Social mobilisation and building institutions
of the poor, including them in conventional financial institutions, the promotion of livelihood
diversification, convergence with other development programmes, and social development are critical
components designed to address the exclusion of the rural poor, eliminating their poverty and bringing
them into the economic and social mainstream. The DAY-NRLM programme created the necessary
implementation architecture, financial and management systems, and a conducive environment for the
CBO-led model for the promotion of livelihoods and poverty alleviation. The CBOs show potential
for long-term sustainability, as the programme has generated large social capital in the form of
CRPs and community cadres, and thus it is likely that they will be able to sustain and nurture the
community institutions.

The pathways of approaching a circular economy are strongly connected with the existing
social, economic, and political systems, which could vary for every country. The following are some
recommendations for moving towards a circular economy: (i) introduction of effective policy measures
in order to enhance productivity and efficiency of resources; (ii) focus on research and development
within enterprises to increase resource productivity and product longevity; (iii) strengthen education
to raise awareness about use and limits of resources; (iv) change lifestyles to develop sustainable
consumption behavior; and (v) improve communication between policymakers, communities, and
businesses/industries.

Furthermore, this study also deals with the contribution of the OWA-FCM aggregation method by
learning OWA operator weights in the participatory modelling domain. The innovation of this work
lies in the fact that the strengths of the relationship were calculated with the proposed aggregation
approach and further compared with the weights of the average method and those assigned by the
experts. The results showed that the OWA-FCM resembles the structure of the expert-based FCM
and, in most cases, showcased an improved performance compared to the model constructed by the
experts. The FCM-based scenarios try to model the situation of livelihood enhancement through
building self-managed and sustainable institutional platforms along with promoting social resilience
and economic stability of the rural poor women. What makes this study important with regards to
the scenario analysis results is that the OWA-FCM method presents similar trends to the other two
aggregation methods examined with regards to the impact that certain key concepts such as political,
social, and economic empowerment of women can have on other important key concepts such as
increasing social harmony in the community. It was well demonstrated in the study that there was
consistency among the impacts of the model of certain key concepts on other components, which
makes the proposed method significant for policymakers.

Moreover, the proposed aggregation method can be applied by policymakers for strategic
decisions in various scientific domains, validating its generic applicability and convenience when a
significantly large number of experts and/or stakeholders are involved in designing FCMs. This new
aggregation method, when combined with FCM-based simulations, can facilitate the preparation of
more appropriate, equitable, and effective policy scenarios and responses, including shifting investment,
production, distribution, and consumption towards more sustainable approaches, and the development
of better governance capacities at multiple scales.
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Appendix A

Table A1. Scenario results (initial and final value) for each concept, for the expert-based FCM.
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C1 1 1 0 0.7764 0 0.9072 0 0.9072 0 0.9072 1 1 0 0.7763 0 0.776 0 0.7763
C2 0 0.659 1 1 0 0.8281 0 0.8281 1 1 0 0.828 0 0.659 0 0.659 0 0.659
C3 0 0 0 0 1 1 1 1 1 1 1 1 0 0 0 0 0 0
C4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
C5 0 0.659 0 0.659 0 0.659 1 1 0 0.659 0 0.659 0 0.659 0 0.659 0 0.659
C6 0 0.8959 0 0.8959 0 0.9051 0 0.9052 0 0.9051 0 0.905 0 0.8959 0 0.896 0 0.8959
C7 0 0.9537 0 0.9537 0 0.954 0 0.954 0 0.954 0 0.954 0 0.9537 0 0.954 0 0.9537
C8 0 0.8718 0 0.8718 0 0.8718 0 0.8719 0 0.8718 0 0.872 0 0.8718 0 0.872 0 0.8718
C9 0 0.8562 0 0.8562 0 0.8563 0 0.8563 0 0.8563 0 0.856 0 0.8562 0 0.856 0 0.8562

C10 0 0.8516 0 0.8516 0 0.8516 0 0.8517 0 0.8516 0 0.852 0 0.8516 0 0.852 0 0.8516
C11 0 0.8908 0 0.8908 0 0.8908 0 0.8908 0 0.8908 0 0.891 0 0.8908 0 0.891 0 0.8908
C12 0 0.8912 0 0.8912 0 0.8914 0 0.8914 0 0.8914 0 0.891 0 0.8912 0 0.891 0 0.8912
C13 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
C14 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
C15 0 0.8663 0 0.8663 0 0.8663 0 0.8663 0 0.8663 0 0.866 1 1 0 0.866 0 0.8663
C16 0 0.7851 0 0.7851 0 0.7851 0 0.7851 0 0.7851 0 0.785 0 0.7852 1 1 0 0.7851
C17 0 0.8483 0 0.8483 0 0.8641 0 0.8641 0 0.8641 0 0.864 0 0.8483 0 0.848 1 1
C18 0 0.877 0 0.877 0 0.877 0 0.877 0 0.877 0 0.877 0 0.877 0 0.877 0 0.877
C19 0 0.8806 0 0.8805 0 0.8806 0 0.8806 0 0.8806 0 0.881 0 0.8806 0 0.881 0 0.8805
C20 0 0.9769 0 0.9769 0 0.9794 0 0.9794 0 0.9794 0 0.979 0 0.9769 0 0.977 0 0.9769

Appendix B

Sensitivity Analysis:
The following sensitivity analysis reveals the relative changes in social harmony (C20) under

different values of key concepts. It was observed that there was a strong influence from the absence of
political and social empowerment, as well as from the absence of governance of CBOs. This conveyed
the notion that the key factors affecting social harmony were C2 and C15–C17. Sensitivity analysis
was also performed for the key concepts C11 and C12, but no influences were observed from their
deviations. This means that they were reluctant in playing a significant role in the decision concept of
social harmony.
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Figure A1. Sensitivity analysis for the concept C20 regarding the average FCM.
 

Figure A2. Sensitivity analysis for the concept C20 regarding the OWA-FCM.

Figure A3. Sensitivity analysis for the concept C20 regarding the initial expert-based FCM.
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Abstract: COVID-19 and the restrictive measures towards containing the spread of its infections have
seriously affected the agricultural workforce and jeopardized food security. The present study aims at
assessing the COVID-19 pandemic impacts on agricultural labor and suggesting strategies to mitigate
them. To this end, after an introduction to the pandemic background, the negative consequences on
agriculture and the existing mitigation policies, risks to the agricultural workers were benchmarked
across the United States’ Standard Occupational Classification system. The individual tasks associated
with each occupation in agricultural production were evaluated on the basis of potential COVID-19
infection risk. As criteria, the most prevalent virus transmission mechanisms were considered, namely
the possibility of touching contaminated surfaces and the close proximity of workers. The higher risk
occupations within the sector were identified, which facilitates the allocation of worker protection
resources to the occupations where they are most needed. In particular, the results demonstrated
that 50% of the agricultural workforce and 54% of the workers’ annual income are at moderate to
high risk. As a consequence, a series of control measures need to be adopted so as to enhance the
resilience and sustainability of the sector as well as protect farmers including physical distancing,
hygiene practices, and personal protection equipment.

Keywords: coronavirus; occupational health and safety; food security; resilience; control measures

1. Introduction

1.1. The Pandemic Background

On 30 January 2020, the World Health Organization (WHO) triggered their highest alert by
announcing the coronavirus disease (COVID-19) as a public-health emergency of international concern.
On 11 March 2020, COVID-19 was declared a pandemic. As the director-general of WHO explained:
“CO stands for corona, VI for virus, D for disease and 19 for the year the outbreak was first identified”.
COVID-19 is the infectious disease resulting from the severe acute respiratory syndrome coronavirus
2 (SARS-CoV-2) [1]. The virus can be transmitted during close contact between people via small
respiratory droplets produced when an infected individual speaks, sneezes, or coughs. Furthermore,
these droplets can contaminate surfaces. Common symptoms include dry cough and fever or mild
symptoms such as nasal congestion, sore throat, loss of smell or taste as well as toes and fingers
discoloration [1]. The virus can be asymptomatic, making COVID-19 control extremely challenging, as
it can be passed on by individuals who might not notice that they have been infected. At the global level,
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governments have taken precaution measures to “flatten the curve”, such as quarantine, lockdown,
the isolation of infected individuals, travel restrictions, border shutdowns and social distancing [2,3].
However, these actions proved to have a detrimental effect on the economy leading to the economic
recession and crisis [4].

COVID-19 has severely tested the resilience of supply chains. The effects of COVID-19 on
agriculture, as in any sector, have not been manifested in full, while currently a second wave of the
virus is impacting many countries. Key impacts on the food system up to now include the general
population panic shopping and warehousing of durable food, including pasta, flour, beans and
rice [5]. This led to empty shelves at supermarkets. Afraid of running out of domestic supplies, some
countries were cautious and decided to close their borders. For example, Russia, Kazakhstan and
Serbia temporarily banned exports of key staple foods [6,7]. In the same vein, European Union (EU)
countries, such as France, suggested closing the borders of Europe until October 2020 [8]. According
to the Food and Agricultural Organization of the United Nations (FAO), from the beginning of May
(2020), the international prices of the major staple commodities, such as wheat and maize have dropped.
Conversely, rice is the only staple product whose price has risen. This is attributed to export restrictions
of Vietnam, which is a key supplier, until 1 May 2020 [9]. On the other hand, great disturbance of supply
chains as a consequence of population “lockdowns” has provoked a global decline in demand across
the food service sector, such as restaurants, open markets, catering and hotels [10]. Effective closure
of food service segments has impacted all businesses across the supply chain including farms which
provide the primary produce. To make matters worse, transport restrictions have hindered farmers’
and fishers’ ability to access markets, hence, limiting their productive capacities [9]. Disturbances
downstream from farms can also cause accumulative surpluses, putting extra pressure on storage
facilities, especially for highly perishable commodities.

1.2. Pandemic Effects on Agriculutral Sector

COVID-19 has impacted the agricultural workforce, especially the pool of seasonal agricultural
workers. These are often migrant workers, typically employed in the crop harvesting, who use highly
dexterous and physical skills [11,12]. Lockdowns and restrictions in the mobility of workers across
borders contributed to labor shortages, mainly in countries that rely on seasonal workers. However,
the ability of an agricultural system to exploit workers that can travel between workplaces constitutes
a fundamental condition for its sustainability [13]. Unfortunately, emergency travel bans considerably
decreased the available workforce. Moreover, no certainty exists that seasonal workers would like to
work in countries that have been infected by COVID-19. Additionally, it was noted that many native
workers fell ill or took care of sick members of the family or children, due to the closing of schools,
further impacting the availability of seasonal personnel [14]. These consequences have particularly
affected vegetable and fruit producers as well as garden nurseries and horticulture [15]. However, for
many crops, the harvesting season is fixed and a deficiency of labor can result in production shortages
in the food market and higher prices, making markets even more unforeseeable [16].

Owing to disruptions in logistics and transport services, COVID-19 lockdowns also impacted the
provision of key intermediate products for farmers, such as pesticides, fertilizers and seeds. Additional
supply chain checks and procedures resulted in delays to the transit of these products. Shortages or
high prices in personal protection equipment from COVID-19 infection, such as hand sanitizers and
face masks, caused additional delays and problems [5]. A representative example was China, where
pesticide production declined suddenly after production plants shut down. Delays to the transport of
these intermediate products can disturb supply chains for extended periods from 2020 and beyond [17].

In a nutshell, lockdown measures to contain the spread of COVID-19 caused a cascading effect
on agricultural supply chains, especially of perishable products. In particular, a considerable decline
in labor productivity, higher labor and transport costs, substantial income losses for farmers, food
shortages and an increase in perishable products’ prices, like vegetables and fruits for consumers, was
observed during the first weeks [8]. As a means to document the existing situation in the agricultural
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sector, predicting the potential effects of the COVID-19 pandemic and suggesting measures to mitigate
them, several studies have been conducted. Some of them analyzed solely the impact of the virus on
agricultural production regarding the first infected by COVID-19 countries, namely China [18,19] and
later Italy [7,20–22]. In contrast, some studies dealt with the agricultural sector of countries, which
were later infected by the viral pandemic, including countries from the rest of Asia (India [23,24]
and Iran [25]), Oceania (Australia [26] and New Zealand [27]), Europe (rest of EU [5,28] and the
United Kingdom (UK) [29]) as well as America (Argentine [30], Peru [31], Canada [32–36] and the
US [14,37,38]).

1.3. Policy Approaches to Mitigate the Negative Consequences of the COVID-19 Pandemic on Agriculture

Undoubtedly, the agricultural sector is one of the most precarious and unforeseeable sectors.
This fact has become even more intense because of the COVID-19 pandemic outbreak. The major
short-term concern was to keep farmworkers healthy. For this purpose, farmers, like the entire society,
coped with unprecedented measures in order to contain the virus’ spread. In a few words, precaution
interventions, such as social distancing, travel restrictions, lockdown and self-isolation, proved to
have a cascade effect on agriculture, introducing major limitations for farmworkers that have led to
potentially devastating consequences. In the aftermath of these measures, the mobility of seasonal
workers, especially that of migrant ones, was highly restricted, resulting in delays in harvesting and
increased food losses, mostly affecting perishable goods. The governments of developed countries,
including the US, UK, France, Germany, Spain and Italy, which highly rely on this labor force, urgently
adopted strategies to avoid disturbances owing to the imminent labor shortage. Overall, these strategies
seem to be altered from one day to another, mirroring the problem’s depth.

In the EU, for example, the policies for mitigating the seasonal workers shortage amid the
harvesting period can be briefly analyzed into four axes according to the study of Mitaritonna and
Ragot [8]:

• Substituting seasonal migrant labor with domestic workers: websites were created to put
unemployed individuals and part-time workers in touch with farmers. As a means to encourage
this policy, the workers could combine unemployment benefits with the agricultural wage.
Although this measure seemed to be successful at the first stage, attracting a plethora of applicants,
the recruitment rates were very low, as the applicants wanted to return to their jobs as soon as
possible. In addition to this, extra training costs arose, given that there was an important mismatch
of the required skills.

• Applying deviations from labor laws so as to allow agricultural workers to work more: for
instance, in France, workers were allowed to work also on Sundays and for more hours. In return,
the hours worked further than a defined threshold were paid as overtime.

• Implementing very strict health measures during the reception of the seasonal migrant workers:
to that end, seasonal migrants could enter Germany, for example, exclusively by plane and only
when they were tested for COVID-19. Afterwards, for the first two weeks they should live and
work separately from the other workers. Nevertheless, taking into account the high rates of
COVID-19 cases in Europe, they faced the reasonable workers’ fear of being infected by the virus
if they came to work.

• Regularizing irregular migrants: even though the exact number of them is hard to assess, irregular
migrants are working in the agricultural sector. Their assistance in such a labor shortage crisis
would definitely be beneficial. However, this constitutes a controversial approach, particularly for
countries having very restrictive migration policies.

The aforementioned strategies can help in the emergency situation characterized by a shortage of
workers. It is very hard to single out which policy is the most effective, that is to say which combines
the overcoming labor shortage with the lower costs.
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Another important aspect is that health should be guaranteed throughout the food chain.
To achieve this goal, measures like establishing biosecurity arrangements, enacting stricter employee
health policies, using cashless transactions and gathering and communicating scientific evidence as
soon as possible could help [39]. Limiting the COVID-19 spread in workplaces is another major concern.
The example of the virus clusters in the meatpacking industry in California [14] reveals that COVID-19
may spread rapidly, thus reducing the availability of workers and leading to possible local lockdowns.
More recently, workers from a meat processing industry in Greece [40] contracted COVID-19, with
health officials deciding self-isolation for them in their home and closing the company. One solution to
eradicate such problems would be working in shifts in order to avoid crowding with fewer people
involved in the process by keeping safe distances and using personal protection like face masks, gloves
and antiseptics.

1.4. Aim of the Study

In total, significant progress has been made in identifying the main problems caused by the first
emergency measures to prevent the COVID-19 spread and the subsequent chain reaction in the food
stocks, demand and prices. However, it is of major importance to assess the potential consequences of
the COVID-19 pandemic on agricultural-related occupations. To our knowledge, no study exists in the
relative literature on this topic. Towards this direction, the aim of the present investigation is to examine
the above consequences and suggest ways to ensure the smooth operation of the agricultural sector in
case of a second wave of COVID-19. To this end, since two clear sources of infection occur pertaining
to the virus’ transmission, namely the close proximity of workers and contaminated surfaces, the
individual tasks (based on US Standard Occupational Classification system—SOC) are assessed with
respect to these sources. There is an imperative necessity to manage potential COVID-19 resurgence,
to protect workers and their jobs, as well as assure food supply and security.

2. Materials and Methods

In the absence of a methodology for such an analysis, a new methodology was developed. To meet
this objective, each agricultural occupation was analyzed and characterized based on the individual
tasks comprising this occupation and the corresponding potential risks.

For the analysis of the occupations, the employment and salaries data from the US Bureau of
Labor Statistics (BLS) were implemented. For the standardization of occupations, the US 2018 Standard
Occupational Classification (SOC) system was employed and more specifically, the eight-digit scheme
of the Occupational Information Network (O*NET) classification system [41]. Overall, 17 occupations
related to agriculture were considered for the current investigation. It should be stressed that the jobs
involving aquaculture and logging activities were excluded from the present analysis. The investigated
occupations are summarized in Table 1 along with their eight-digit code and the number of tasks
they encompass.

In order to assess the effect of the pandemic on the total agricultural workforce and on the total
budget allocated to the agricultural occupations’ salaries, the distribution of each occupation in the
above metrics has to be considered. By processing the data provided by the US Department of Labor
statistics (data refer to May 2017), Figure 1a,b presents the annual budget and the workforce distribution
among the selected occupations.
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Table 1. The O*NET categorization of agricultural occupations and the corresponding codes along
with the number of tasks they involve according to [41].

8-Digit O*NET Code Occupation No. of Tasks

11-9013.01 Nursery and Greenhouse Managers 20
11-9013.02 Farm and Ranch Managers 26
13-1074.00 Farm Labor Contractors 8
17-2021.00 Agricultural Engineers 13
19-1011.00 Animal Scientists 9
19-1013.00 Soil and Plant Scientists 20
19-4011.01 Agricultural Technicians 25
19-4011.02 Food Science Technicians 15

45-1011.07 First-Line Supervisors of Agricultural Crop and
Horticultural Workers 24

45-1011.08 First-Line Supervisors of Animal Husbandry and Animal
Care Workers 18

45-2011.00 Agricultural Inspectors 22
45-2041.00 Graders and Sorters, Agricultural Products 5
45-2091.00 Agricultural Equipment Operators 17
45-2092.01 Nursery Workers 21
45-2092.02 Farmworkers and Laborers, Crop 14
45-2093.00 Farmworkers, Farm and Ranch Animals 22
49-3041.00 Farm Equipment Mechanics and Service Technicians 13

With the intention of assessing the risk level of the tasks comprising each occupation, each task
was classified with respect to the contamination risk. Four levels of risk were identified, namely:
minimal, low, moderate and high, by considering the most prevalent virus transmission mechanisms,
namely the proximity of workers and the possibility of touching contaminated surfaces. In brief, a
task has:

• Minimal risk—when it does not require the physical presence of the worker in order to be
performed. Usually, this level includes office tasks that can be carried out remotely (teleworking
potential). Obviously, considering the remote execution of the task, there is no chance of touching
contaminated surfaces.

• Low risk—when it requires the physical presence of the worker in the field/office/laboratory. Little
contact with other people is required, mostly with the same individuals every day, while there is a
little chance of touching contaminated surfaces.

• Moderate risk—when physical human presence is required in the field/office/laboratory. Moderate
contact with other people is needed, mostly with the same people every day. Moreover, contact
with costumers or workers from different places may be observed, while there is a moderate
chance of touching contaminated surfaces.

• High risk—when physical human presence is required in the field/office/laboratory while
considerable contact with other people is observed including customers, workers from different
places and so on. In addition, there is a high chance of touching contaminated surfaces.

Six assessors, namely the authors of this study, independently assessed the level of risk of each
task taking into account their own knowledge and the elaborated knowledge of an interviewed
group of agricultural professionals including farm managers, first-line supervisors of crop and animal
production, and various agricultural workers on horticulture, nursery, and livestock production.
A consensus telemeeting of the assessors was held for the purpose of resolving any disagreement
and arriving at the final result. The assessors have proved expertise in various fields of agricultural
production including occupational health and safety, automation, operations management, agricultural
technologies assessment, and agricultural ergonomics.

As can be seen in Figure 2, for the characterization of each task, the following methodology was
implemented. Each individual task of an occupation is uniquely characterized by one of the four
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defined risk levels. To this end, given the four risk levels, (minimal ( j = 1), low ( j = 2), moderate
( j = 3), or high risk level ( j = 4)), for each one of the n defined tasks composing an occupation, the grade
“1” was assign for the risk level to which the particular task was classified, while the grade “0” was
assigned for the other three levels. For example, if the first task (i = 1) of an hypothetical occupation
was characterized as “moderate”, then X1,3 = 1 and X1,1 = X1,2 = X1,4 = 0. After assigning grades
to all the tasks of an occupation according to the same procedure, the average grade was calculated
providing the percentage of tasks classified at each risk level (wj =

1
n
∑n

i=1 Xi, j·100%, j ∈ [1, 2, 3, 4],
noting that

∑4
j=1 wj = 100%). Finally, by considering the above approach, each occupation receives a

weighted risk level characterization of the tasks it involves, which can be illustrated in the form of a
single bar chart, as can be seen in the right side of Figure 2.

(a) 

 
(b) 

Figure 1. (a) Annual budget and (b) workforce distribution of agricultural occupations; the
correspondence between the codes and occupations is shown in Table 1.
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Figure 2. Methodology for the characterization of the risk level of the tasks comprising an occupation.

3. Results

3.1. Contamination Risk Level Distribution in Agricultural Occupations

The aforementioned methodology was implemented for the 17 occupations including in total 292
individual tasks (an elaborate description of them is provided in [41]), which were assigned to different
risk levels in conformity with the proposed methodology described in Section 2. The contamination
risk level distribution among all the agricultural occupations is illustrated in Figure 3. The high
risk occupation was shown to be “Graders and Sorters, Agricultural Products” (45-2041.00), whose
responsibilities include the activities of grading, sorting and/or classifying agricultural products
by condition, weight, size or color, with 20% of the tasks demonstrating moderate and 80% of the
tasks demonstrating high risk. The next occupation under high risk was “Farm Labor Contractors”
(13-1074.00), who have the responsibility of recruiting and hiring seasonal agricultural workers. They
may also transport workers to the work sites and provide tools and meals for the workers. This
physical interaction engages in a high risk of contamination, either due to close contact with agricultural
workers or the high chance of touching contaminated surfaces. In particular, out of the tasks of the
above occupation, 63% were observed to have high risk, 25% moderate risk, and 13% low risk, while
none of them had minimal risk of being affected by COVID-19.

Vulnerable occupations to the COVID-19 infection, although with lower risk levels, were also
observed to be “Farmworkers, Farm and Ranch Animals” (45-2093.00), “Farmworkers and Laborers,
Crop” (45-2092.02) and “First-Line Supervisors of Agricultural Crop and Horticultural workers”
(45-1011.07). In contrast, the less affected occupations were “Food Science Technicians” (19-4011.02)
and “Farm Equipment Mechanics and Service Technicians” (49-3041.00).

It can be deduced that occupations that are mostly related to the scientific aspects of agriculture
and management, which can be performed remotely or with little contact with other people, have
minimal to low risk of contamination (tasks of minimal and low risk level greater than 50% of the total
number of tasks). On the other hand, occupations that require many people working at the same time
together or require meetings with different people have a moderate to high risk of contamination (tasks
of moderate and high risk level greater than 50% of the total number of tasks).
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Figure 3. Contamination risk level distribution of each agricultural occupation; the correspondence
between the codes and occupations is shown in Table 1.

3.2. Annual Budget and Total Workforce Effect

The worker who is classified in a specific occupation devotes a certain number of working hours
to the execution of the individual tasks of the work. Therefore, the risk level of losing working hours
can also be expressed as the risk level of the entire job position. Consequently, reducing the results to
the workforce, it can be inferred (based on the data presented in Figure 1) that 5% of the total working
time of agricultural employees (in the US-based scenario) are at high risk while 45% at moderate risk
(Figure 4a). Cumulatively, 50% of the agricultural workforce is at moderate to high risk of contracting
the disease in their workplace and the corresponding 50% of workhours are at moderate to high risk
of being lost with the eventual consequences to food security and the economy in general. These
employees mainly belong in occupations that require many people working at the same time together in
close proximity or meeting with different people or/and exchanging tools. These numbers correspond
to the 8% and 46% of the annual salaries, respectively (Figure 4b), meaning that 54% of the agricultural
annual budget for workers’ salaries are at moderate to high risk demonstrating the level of economic
insecurity that is related to the pandemic. In contrast, 31% of the workforce time and 27% of the annual
income are not expected to be influenced by the pandemic, while 19% of the workforce and annual
salaries are at low risk.
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Figure 4. Risk level distribution in (a) the workforce and (b) the annual budget.

4. Discussion and Conclusions

With the object of assessing the potential impact of the consequences of the COVID-19 pandemic
on the agricultural workforce, the well-defined US SOC system was used. In the absence of an existing
methodology, the tasks of all SOC occupations were characterized as having minimal, low, moderate
or a high risk level of getting the virus. The preliminary results of this study revealed the gravity of
the matter, especially for workers of the “Farming, Fishing and Forestry” (45-0000) occupations major
group, who work in close proximity conditions. On the other hand, “Management” (11-0000) and
“Life, Physical and Social Science” (19-0000)-related occupations present lower risk, as a considerable
part of their tasks can be performed remotely. In total, 31% of the workforce in agricultural occupations
and 27% of the corresponding annual budget are not anticipated to be affected by COVID-19, while
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19% of the workforce and corresponding budget are at low risk. However, it was found that 50% of the
agricultural workforce and the 54% of the corresponding salaries are at moderate to high risk, hence,
indicating the economic uncertainty associated with the current pandemic.

The adoption of a series of measures that can increase the resilience and sustainability of the sector
in such urgent situations are imperative. These measures include different strategies to find seasonal
workers, such as substituting seasonal migrant labor with domestic workers, applying deviations from
labor laws, implementing very strict health measures during the reception of seasonal migrant workers
and regularizing irregular migrants [8]. Another way for the mitigation of the existing problems is to
facilitate the transfer of perishable products and logistics by avoiding trade restriction and minimizing
trade costs. This would contribute to decrease the food loss. Moreover, facilitating border procedures
in essential inputs such as fertilizers, veterinary medicines and pesticides by allowing for digital
copies of certificates, for instance, could be beneficial. It would be also very consequential to maintain
international markets open and transparent. Transparency can be accomplished through timely market
information, which stands for information sharing. As a consequence, panic buying can be alleviated
and trust among markets and countries be assured.

As far as the precaution measures pertaining to the spread of the coronavirus are concerned, the
policies also implemented in other sectors have already been adopted [42,43]. In summary, control
measures to protect workers against COVID-19 on farms include:

• Physical distancing: (a) the limitation of close contact by ensuring a 2 m minimum distance. This
distance must also be kept during breaks; (b) the limitation of the number of people working
together in one workspace, especially the closed ones like greenhouses, by working in shifts;
(c) installing signage for maintaining physical distancing; (d) the use of alternative ways of
communication, such as teleconferences and emails instead of face-to-face meetings. If it is
necessary, meeting in outdoor spaces is highly recommended; and (e) if social distancing cannot
be maintained, face masks must be worn, while their usage, taking off and disposal must follow
all the instructions of WHO [44].

• Hygiene practices: (a) all workers should know how to properly wash their hands as well as
avoid touching their mouth and nose. Moreover, a personal hand sanitizer should be provided
to all workers to prevent the multiple usage of a single one. Frequent hand washing should be
encouraged before entering the farm, before and after breaks, or after contact with surfaces and
other people; (b) all non-essential visitors must be kept off the farm. Essential visitors, such as
those needed for the care of the cleaning facilities and animals, must follow all the above practices
concerning both physical distancing and good hygiene. Moreover, visitors should avoid visiting
the same washroom facilities with the farm employees; (c) handling packages received at the farm
must be left untouched for quite some time or disinfected in order to reduce the possibility of the
virus being present on the surfaces; (d) the cleaning frequency of commonly touched surfaces and
areas, like machinery, workstations, farm equipment and washrooms, must be increased; and (e)
wherever possible, each worker should use their own tool, tractor, etc.

• Other precaution measures: (a) pre-authorizing farm visitors; (b) regularly checking workers for
signs of COVID-19, such as shortness of breath, coughing and/or fever. In case someone has any
symptom, they must self-isolate and notify their supervisor as soon as possible to call a doctor
and provide the COVID-19 testing. If the workers test positive, all the other employees that work
in the same environment or came into contact with them must be quarantined. Immediately after,
COVID-19 test must also be provided for them in order to protect their families; (b) with the object
of restricting the COVID-19 pandemic spread, the farms, as far as possible, need to be isolated so
as to minimize the number of infected cases in case of someone contracting COVID-19; (c) farm
employers and supervisors must be kept informed, and train workers about how to protect
themselves from the coronavirus, well communicating the required measures, and following all
national health warning recommendations associated with the COVID-19 pandemic.
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The precaution measures are likely to be resorted, considering the precariousness about imminent
waves of COVID-19. This pandemic, however, is an opportunity to create a fertile ground for
the coordinated efforts of researchers, agricultural practitioners, infectious disease specialists and
policymakers. It is anticipated that this preliminary study can serve as a basis for future research
concerning integrated strategies for ensuring the smooth operation of the food supply chain,
occupational health and jobs’ protection.
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