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Please take over: XAI, delegation of authority,

and domain knowledge∗

Kevin Bauer, Moritz von Zahn, Oliver Hinz

July 15, 2023

Abstract

Recent regulatory measures such as the European Union’s AI Act re-
quire artificial intelligence (AI) systems to be explainable. As such, under-
standing how explainability impacts human-AI interaction and pinpoint-
ing the specific circumstances and groups affected, is imperative. In this
study, we devise a formal framework and conduct an empirical investiga-
tion involving real estate agents to explore the complex interplay between
explainability of and delegation to AI systems. On an aggregate level,
our findings indicate that real estate agents display a higher propensity
to delegate apartment evaluations to an AI system when its workings are
explainable, thereby surrendering control to the machine. However, at
an individual level, we detect considerable heterogeneity. Agents possess-
ing extensive domain knowledge are generally more inclined to delegate
decisions to AI and minimize their effort when provided with explana-
tions. Conversely, agents with limited domain knowledge only exhibit
this behavior when explanations correspond with their preconceived no-
tions regarding the relationship between apartment features and listing
prices. Our results illustrate that the introduction of explainability in
AI systems may transfer the decision-making control from humans to AI
under the veil of transparency, which has notable implications for policy
makers and practitioners that we discuss.

1 Introduction

In recent years, the rapid advancement and adoption of artificial intelligence (AI)
systems across business domains (see, e.g., Brynjolfsson and McAfee, 2017) led
to a growing need for increased transparency in AI-supported decision-making
processes (Mittelstadt et al., 2016). That is because the black box nature of AI
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systems frequently hinders user trust, impedes error safeguarding, and obstructs
knowledge transfers from AI to human users due to the opaque transformation
of inputs into outputs (see, e.g., Bauer et al., 2021).

One approach to address these pitfalls is the use of explainable AI (XAI),
which aims to provide human-interpretable explanations of AI-generated out-
puts, facilitating a more thorough understanding of the underlying mechanisms
and logic employed by AI systems (Miller, 2019; Arrieta et al., 2020). Thereby,
from a business perspective, explainability may contribute to trust in and uti-
lization of AI outputs. Policy makers have also recognized the importance of ex-
plaining AI logic from a consumer perspective, leading them to impose guidelines
and requirements for the transparency, explainability, and human oversight of
AI systems, see, e.g., the European Union’s AI Act (Commission, 2021). Given
the imperative to confront the issues of ”black box” AI from both business and
regulatory standpoints, it is crucial to understand the effects of explainability
on human-AI interaction. This understanding is particularly vital as the effi-
ciency of organizational decision-making processes increasingly hinges upon the
interaction between humans and AI systems (see, e.g., Berente et al., 2021).
Gaining a profound understanding of the specific groups of individuals and cir-
cumstances where explainability may alter various aspects of decision-making
processes that involve AI systems may help anticipate and potentially mitigate
any adverse repercussions associated with the (legally required) switch from AI
to XAI systems.

A key facet of decision-making processes that explainability of AI systems
may affect is the delegation of authority, i.e., the ceasing of decision control
(Agrawal et al., 2019; Athey et al., 2020; Baird and Maruping, 2021). Follow-
ing the seminal model by Aghion and Tirole (1997), there are two types of
authority: formal and real authority. Formal authority pertains to individuals’
formal right to make decisions and have the final say. Real authority, in con-
trast, refers to individuals’ effective control over decisions that arises from being
better informed. Importantly, formal and real authority over a decision do not
necessarily rest with the same individual in organizations. Formal authority al-
ways lies with superiors who have the formal right to make decisions including
the power to eventually override their subordinate’s decision. However, when
subordinates are better informed and do not possess (overly) conflicting objec-
tives, it is optimal for formal authority holders to rubber-stamp subordinates’
suggested decisions instead of exerting effort to become better informed. In
these cases, they effectively relinquish control over the decision. Notably, the
reduction of effort separates the delegation of real authority from leveraging sug-
gestions as decision support: whereas the former is the blind rubber-stamping of
the suggestion, the latter is about thoroughly assessing suggestions to combine
them with one’s own conclusions.

As a tangible example in the real-estate sector, consider a manager who is
formally responsible to evaluate luxury apartments for her clients. To make
informed evaluations, she can do the necessary research on her own, or ask
her subordinate analyst to come up with suggestions. The manager always
has the final say. However, if she passes on the suggested evaluations to her
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clients without doing her own thorough research, it is effectively the analyst
who provides the service, i.e., has control over the evaluation decision. The
distribution of formal and real authority is pivotal because it shapes the exertion
of effort at the individual level, and the flow of information, as well as agency
costs at the organizational level (Aghion and Tirole, 1997).

As AI systems continue to permeate organizations, the delegation of real
authority increasingly shifts to settings where formal authority holders cease
the effective decision control to AI systems instead of other humans (Fügener
et al., 2022). This shift can result in more efficient and data-driven decision-
making. However, the delegation of real authority to AI systems may also
create adverse effects including a loss of human oversight and agency in case
decision-makers, instead of exerting effort themselves, blindly rubber-stamp the
AI suggestion (Berente et al., 2021; Busuioc, 2021; Meske et al., 2022). At the
core of our study lies the notion that AI system explainability adds a new layer
of complexity to human-AI interaction that may either contribute to a more
nuanced delegation of real authority to AI or foster the excessive ceasing of
control to AI systems.

Understanding whether, and if so how and when, explainability affects the
delegation of real authority is crucial as the distribution of decision control typ-
ically affects economic efficiencies (Dessein, 2002). According to prior research,
several determinants shape individuals’ delegation of real authority to a subor-
dinate, including individuals’ level of expertise (Aghion and Tirole, 1997), be-
liefs about the subordinate’s competence (Dessein, 2002), monitoring costs and
trust (Dobrajska et al., 2015), and intrinsic preferences for agency and control
(Bartling et al., 2014). In the context of human-AI interaction, we conjecture
that the explainability of AI systems is another factor shaping the delegation
of real authority because it contributes to bridging information gaps between
the agentic information systems artifact (i. e., the AI system) and the human
user as proposed in a framework by Baird and Maruping (2021). Specifically,
prior research studying the impact of explainability on human-AI interaction
provides mixed evidence regarding trust, and performance beliefs (see, e.g.,
Lim et al., 2009; Szymanski et al., 2021; Zhang et al., 2020; Alufaisan et al.,
2021). Considering that these factors shape the delegation of real authority in
the human-human domain, it is unclear whether explainability of AI systems
counteracts or promotes the delegation of effective decision control.

The study at hand aims to fill our limited understanding of how explain-
ability influences human’s inclination to relinquish decision control to AI by
developing a formal framework and conducting an incentivized empirical field
experiment. Drawing inspiration from theories in economics and information
systems (Aghion and Tirole, 1997; Dobrajska et al., 2015; Baird and Maruping,
2021), we place particular emphasis on exploring the role of users’ existing do-
main knowledge and associated preconceptions about how to utilize available
information to make an informed decision. Specifically, we pose two research
questions:

(i) How does the introduction of explainability affect individuals’ propensity
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to delegate real authority to an AI system?

(ii) Does users’ level of domain knowledge influence the effects of explainabil-
ity, and, if so, under what circumstances?

Our incentivized field experiment involved 153 German real estate agents
tasked with evaluating various apartments in two major German cities. The
study examines three different conditions: agents performing apartment valua-
tions on their own (control condition), agents working alongside an AI system
providing black box price predictions (AI condition), and agents working with
an XAI system offering feature-based explanations in addition to price predic-
tions (XAI condition). The (X)AI system utilized in our study is a machine
learning model accompanied by SHAP explanations (Lundberg and Lee, 2017),
which we developed based on data collected from a prominent German real es-
tate platform. To answer our first research question, we aim to isolate the effect
of explainability on real estate agents’ inclination to use price predictions as
their apartment valuations and reduce their effort, i.e., their ceasing of decision
control. We adopt a conservative approach to defining the delegation of real
authority to the (X)AI system by considering decision control ceased only when
an agent reduces her cognitive effort and simply rubber-stamps the AI predic-
tion. To answer our second research question, we gauge the agents’ expertise
in estimating listing prices for German apartments, as well as their measured
beliefs of how various apartment features influence those prices.

Selecting a real estate appraisal setting is well-suited for addressing our
research questions for multiple reasons. First, the real estate industry, much like
other sectors, has increasingly adopted AI systems for a range of tasks, including
property price estimation (Olick, 2021; Tchuente and Nyawa, 2022) so that
examining the impact of XAI in this context offers a realistic portrayal of the
challenges and opportunities encountered by professionals in the field. Second,
the decision-making process in real estate appraisals typically carries significant
financial consequences for clients, rendering the delegation of real authority to
AI systems highly relevant. Third, real estate price evaluation is characterized
by high complexity, involving numerous features and factors that influence the
final price. This intricate environment provides an ideal opportunity to evaluate
the effectiveness of XAI systems in delivering explanations that aid users in
comprehending and assessing AI-generated predictions.

Our research aims to offer managerial implications regarding the soon-to-
be legally required integration of explainability measures in certain AI-assisted
decision-making processes. With our field experiment, we can shed light on
the question if and how explainability can motivate individuals to delegate real
authority to AI systems depending on their domain knowledge. Based on our
findings, we discuss the consequences of AI system explainability for the variabil-
ity of individuals’ decisions, and their inclination to “fall asleep at the wheel”.
From a more holistic perspective, we elaborate on the relationship between ex-
plainability and organizational decision consistency, which subsequently affects
economic performance as highlighted by Kahneman et al. (2021), and the role
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of expertise among the workforce. Overall, our findings emphasize the need
for careful consideration of the heterogeneous impacts of explainable AI sys-
tems on decision-making processes for different organizational groups to ensure
that explainability can indeed live up to its promise of improving human-AI
collaboration.

The paper proceeds as follows: Section 2 provides our paper’s conceptual
foundations and identifies the research gap we aim to address. Section 3 presents
a formal framework that aims to guide the reader and explains our empirical
study design. Section 4 showcases our results, while Section 5 discusses our
findings and offer concluding remarks.

2 Conceptual foundations

In this section we lay the conceptual groundwork for our paper. We first present
the two core concepts that we consider: eXplainable AI and the delegation of
real authority. Subsequently, we delineate this paper’s contribution to existing
research.

2.1 Explainable artificial intelligence (XAI)

Explainability of intelligent systems has early on garnered considerable attention
in the information systems research community. Initial investigations center on
explanation facilities of expert systems (Ye and Johnson, 1995; Dhaliwal and
Benbasat, 1996; Gregor and Benbasat, 1999), which generally do not employ
statistical machine learning methods and lack self-learning features. Empirical
studies examining the explainability of expert systems demonstrate that expla-
nations improve performance within cooperative problem-solving settings (Gre-
gor, 2001). Pertinent to our research questions, earlier studies on expert systems
reveal that novice users predominantly use explanations for learning purposes,
while experts mainly utilize them for validating conclusions (Ji-Ye Mao, 2000).
Naturally, the knowledge gained from expert system explainability serves as an
informative foundation for our investigation into the explainability of contem-
porary machine learning (ML) systems. Nonetheless, the substantially distinct
nature of the knowledge embodied in prior-generation symbolic AI compared
to contemporary sub-symbolic ML-based AI (see, e.g., Teodorescu et al., 2021;
Berente et al., 2021) necessitates a dedicated examination of modern explain-
ability approaches.

With the development of modern explainability methods for ML-based AI,
research on the impact of XAI on user behavior has seen a considerable resur-
gence (Vilone and Longo, 2021). Nascent research in this domain typically
focuses on how explanations affect users’ attitudes towards, understanding of,
and trust in the AI system (see, e.g., Lu and Yin, 2021). These studies produce
mixed evidence on the consequences of XAI. Although several studies indicate
that explanations can enhance trust and positive perceptions towards the sys-
tem (see, e.g., Dodge et al., 2019; Rader et al., 2018; Yang et al., 2020; Meske
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and Bunde, 2020), other studies provide reversed evidence (see, e.g., Erlei et al.,
2020; Poursabzi-Sangdeh et al., 2021). Other research in this domain studies
the effect of explanations on human learning and demonstrates how explana-
tions shape users’ understanding of the world (Abdel-Karim et al., 2022; Bauer
et al., 2023). While explanations clearly show potential for “machine teaching”
(Abdel-Karim et al., 2022) and may thus enable knowledge transfers from AI
to human users, they also evoke significant cognitive biases that can lead to
harmful side effects (Bauer et al., 2023).

Following recent research in the information systems field examining XAI
(see, e.g., Doshi-Velez and Kim, 2017; ?; Bauer et al., 2023), we conceptualize
XAI as methods that present in human-understandable terms why an ML-based
AI system has made a prediction. In recent years, researchers have developed
various XAI methods (see, e.g., Ribeiro et al., 2016; Lundberg and Lee, 2017;
Koh and Liang, 2017; Lakkaraju et al., 2019) to alleviate problems associated
with the black-box nature (e.g., distrust, lack of accountability and learning,
and error safeguarding) while maintaining a high level of prediction accuracy
(Bauer et al., 2021). A core promise of XAI is to promote effective human-
AI collaboration, allowing humans to better understand, validate, and even
challenge AI-generated output (Miller, 2019). Apart from aiming to improve
decision-making, XAI can facilitate regulatory compliance and risk manage-
ment by making AI systems more transparent and accountable, ensuring that
organizations adhere to ethical and legal guidelines (Mittelstadt et al., 2016).

Our study primarily concentrates on feature-based XAI, hereinafter referred
to as XAI, which communicates the contribution of each input feature to the
prediction. We choose this focus for several reasons. First, such explanations
are extensively employed in practice (Bhatt et al., 2020; ?; Gramegna and Giu-
dici, 2021). Second, they are highly intuitive and easy to comprehend, as they
fulfill most criteria for human-friendly explanations (Molnar, 2020). Third,
these methods are generally applicable to systems utilizing both structured and
unstructured data (see, e.g., Garreau and Luxburg, 2020). Finally, these ap-
proaches can elucidate individual predictions through local explainability, which
may be the only method that complies with current or forthcoming regulations
(Goodman and Flaxman, 2017).

A widely acknowledged state-of-the-art XAI method is SHAP, as recognized
by numerous researchers (Gramegna and Giudici, 2021; Molnar, 2020). SHAP
(Lundberg and Lee, 2017) offers explanations by employing additive feature
attributions; that is, linear models illustrating the numerical influence of each
feature value on the overall black box prediction. Given that SHAP learns these
intelligible “surrogate models” exclusively from input-prediction pairs produced
by the complex model requiring explanation, it can be applied to virtually all
categories of machine learning models. SHAP draws inspiration from coalitional
game theory, considering input features as a group of players collaborating to
yield a payoff (the prediction). SHAP calculates the marginal contribution of
each player to the total payoff, using Shapley values (Shapley, 1953) and a linear
model that assigns weights to instances based on coalition properties. It is worth
noting that SHAP shares a close relationship with Gregor and Benbasat’s (1999)
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seminal characterization of “why and why not explanations” within the realm
of knowledge-based expert systems.

2.2 Delegation of decision authority

The delegation of authority crucially shapes the behavior of individuals within
organizations, and thus eventually the organizations’ overall performance.
Among other things, previous research has shown that authority delegation
impacts the quality of decisions (Jensen and Heckling, 1995), the timeliness of
decisions (Patacconi, 2009), and employees’ intrinsic motivation (Benabou and
Tirole, 2003). The delegation of authority inherently trades off improving de-
cision quality by utilizing others’ better information with losing control over
delegated decisions which may result in agency or some intrinsic costs for the
delegating individual (Holmström, 1979). One approach to conceptualize this
trade-off is the distinction between formal and real authority as proposed by
Aghion and Tirole (1997). Formal authority is the right to decide, i. e., hav-
ing the final say, whereas real authority represents the effective control over
decisions due to better information, i. e., actually choosing the action. In or-
ganizations, superiors who always hold the formal right to decide may delegate
the real authority to subordinates, depending on the balance between the sub-
ordinate’s competence and the superior’s need for control.

The delegation of formal and real authority has been widely studied in the
context of economics as well as operations and management research. Prior work
in this domain has delved into the intricate dynamics that influence decision-
making, addressing factors such as information asymmetry, trust, and interest
alignment (Aghion and Tirole, 1997; Eisenhardt, 1989). The delegation of real
authority can enhance decision-making efficiency, effort provisions, and the in-
formation flow between individuals; but also create moral hazard and overre-
liance issues (Dessein, 2002; Dobrajska et al., 2015; Bartling et al., 2014). Fac-
tors determining the delegation of authority from one person to another include
the delegators’ level of expertise (Aghion and Tirole, 1997), beliefs about the
delegatee’s competence (Dessein, 2002), monitoring costs and trust (Dobrajska
et al., 2015), and intrinsic motives to make decisions (Bartling et al., 2014).

As AI systems increasingly permeate various industries, the delegation of real
authority has evolved from a human-human context (e. g., Dominguez-Martinez
et al., 2014; Dobrajska et al., 2015) to a human-AI context (Leyer and Schneider,
2019; Fügener et al., 2022; Baird and Maruping, 2021; Candrian and Scherer,
2022). Consequently, recent research has begun exploring the delegation of au-
thority to AI by investigating when and how humans use AI advice as decision
support and comparing it to settings where other humans provide this support.
This research suggests that an individual’s willingness to utilize AI (versus hu-
man) advice as decision support depends on factors such as trust in the system,
perception of the system, and task nature (Dietvorst et al., 2015; Logg et al.,
2019; Castelo et al., 2019; Shrestha et al., 2019). The studies on individual
utilization of AI as decision support contribute significantly to understanding
how AI impacts human decision-making. However, they do not account for sit-
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uations where human decision-makers, while retaining formal decision-making
rights, delegate real authority to AI systems, relinquishing their effective control.

In distinguishing between the delegation of real decision authority and de-
cision support, it is imperative to recognize the differential implications for
the effort expended by the advice recipient. In the case of delegation, the
advice recipient effectively reduces her efforts, relinquishing control to the ad-
vice provider, thereby rendering her role largely perfunctory in nature. In other
words, she assumes a passive position, often merely rubber-stamping the recom-
mendations forwarded by the advice giver. By contrast, when advice functions
as decision support, the advice recipient retains and typically increases her level
of engagement in the decision-making process. Rather than simply ratifying the
advice, she conscientiously assimilates it into her decision-making deliberations.
This approach invariably necessitates effort from the advice receiver.

The distinction between authority delegation and decision support is crucial
because it highlights the difference between a transfer of control from humans to
machines reflecting radical shifts in power structures and collaborative human-
AI interactions (Baird and Maruping, 2021). As an illustration, consider a
scenario wherein a real estate manager, responsible for appraising a variety of
apartments, has access to an AI system that provides estimations based on
observable apartment features. In one approach, the manager could diligently
scrutinize each apartment, treating the AI prediction as one amongst many fac-
tors – a form of decision support. In this case, the manager retains control and
invests effort in reconciling the AI’s advice with other relevant considerations
such as her own experience with given neighborhood amenities or market dy-
namics. Conversely, the manager might opt to forego processing all the available
information, basing the valuation solely on the AI’s estimated apartment price.
By doing so, the manager effectively delegates real authority to the AI system.
This scenario, where the manager minimizes personal effort and relinquishes
authority to the AI, mirrors a form of automated decision-making.

While these approaches reflect two distinct ways of utilizing advice, it’s im-
portant to recognize that the boundary between decision support and delegation
is not always clear-cut. There are scenarios where a manager might rely more
heavily on the AI’s advice while still incorporating some level of personal eval-
uation. For example, Baird and Maruping (2021) view delegation as a broad
concept that applies “[..] whenever an individual or collective leverages IS ar-
tifacts to perform tasks they would otherwise have to do themselves.” To gain
insights into how AI system explainability may affect humans’ delegation of real
authority to machines, we examine individuals’ propensity to use an AI system’s
continuous scale prediction as their final decision together with the effort they
exert in the task.

2.3 Contribution to the literature

We contribute to three streams of literature in the information systems field.
Human-XAI interaction. The first and most closely related line of work
explores the interplay between explainability and users’ interaction with AI
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systems. A central tenet of XAI is that by providing individuals with an expla-
nation about why an AI system produces its prediction, users are better able
to identify the cases in which AI’s reasoning was incorrect so they can overrule
such a prediction. However, evidence on XAI’s efficacy to enable the detection
of prediction errors is mixed. Some empirical studies indicate that explainability
decreases users’ ability to identify inaccurate predictions (Bansal et al., 2021;
Poursabzi-Sangdeh et al., 2021; Buçinca et al., 2021). For instance, Szyman-
ski et al. (2021) show how explanations with a visual component may lead to
misattributed trust. Bussone et al. (2015) provide complementary evidence in
a medical diagnosing context. Chen et al. (2023) conduct a think-aloud, mixed-
methods study and find that feature-based explanations may reduce overall
decision performance. By contrast to these studies, Zhang et al. (2020) and
Alufaisan et al. (2021) do not find XAI to have an impact on trust in AI and
decision performance. Some studies, such as Yang et al. (2020) and Wang and
Yin (2021), even find some evidence that XAI can actually reduce users’ abil-
ity to detect incorrect predictions. This capacity, however, largely depends
on the properties of the decision making task (Wang and Yin, 2021). Despite
the growing importance of understanding how explainability affects human-AI
collaboration, research has so far been unable to reconcile these differential
findings. Other potential pitfalls of explainability seem to encompass reasoning
errors such as backward reasoning and confirmation bias (Chromik et al., 2021;
Szymanski et al., 2021), which overall may foster user biases and even impair
decision-making (Poursabzi-Sangdeh et al., 2021; Ghassemi et al., 2021). In
a recent paper, Bauer et al. (2023) provide evidence that explainability may
induce biases that persist over time, impair decision-making in the long term,
and even spill over to related yet disparate domains. These adverse effects may
occur because users heuristically evaluate explanations – e.g., narrative heuris-
tic or availability heuristic – instead of engaging in cognitively effortful analysis
(Buçinca et al., 2021).

While much of the existing literature focuses on how XAI influences user
trust in and perceptions of AI systems, as well as users’ ability to detect in-
correct predictions, the question of whether XAI promotes users’ delegation of
real authority – and thus a form of control relinquishment to machines – re-
mains unanswered. Our paper takes an initial step in this direction. On the
one hand, we examine cases where users effectively let the AI make the deci-
sion for them, while always maintaining the formal right of having the final
say. To the best of our knowledge, we are the first to consider this case of del-
egating real authority. On the other hand, we also complement prior research
by emphasizing heterogeneities concerning users’ levels of domain knowledge
and associated preconceptions about the relationship between features and AI
predictions. Examining whether, and if so, for whom and when, explainability
impacts individuals’ propensity to grant AI systems effective decision control
is crucial for anticipating potential shifts in task allocation and effort exertion
within organizations. Moreover, our novel insights into potential sources of het-
erogeneity regarding the impact of XAI may help reconcile the currently mixed
empirical evidence presented in related studies.
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Algorithm aversion and appreciation. The second stream of literature
that our work complements investigates the conditions under which humans are
hesitant or willing to process AI-generated advice, exhibiting either algorithm
aversion or appreciation, respectively. Algorithm aversion entails a tendency for
individuals to undervalue machine-generated advice in comparison to human
advice, including their own, even when they acknowledge that the machine’s
guidance is more accurate (Grove and Meehl, 1996; Grove and Lloyd, 2006;
Önkal et al., 2009; Dietvorst et al., 2015). Conversely, recent studies (see, e.g.,
Logg et al., 2019; Gunaratne et al., 2018) have identified instances of algorithm
appreciation, where people demonstrate a preference for algorithmic advice over
human counsel. Several factors influence the occurrence of algorithm aversion
or appreciation, including the perceived subjectivity of the task (Yeomans et al.,
2019; Castelo et al., 2019), the capacity to modify predictions (Dietvorst et al.,
2018), the observation of algorithmic errors (Dietvorst et al., 2015), and the
disparity between actual and expected predictive performance (Jussupow et al.,
2020). Studies by Longoni et al. (2019) and Starke et al. (2022) further indi-
cate that the perceived fairness of algorithms can impact the level of algorithm
aversion or appreciation, while Gaube et al. (2021) provides evidence that high-
expertise users exhibit stronger algorithm aversion than low-expertise users.

Our paper complements this literature by providing additional evidence on
the heterogeneous nature of algorithm aversion and appreciation. Specifically,
we contribute to the limited number of studies indicating that the explainabil-
ity of AI systems may alleviate algorithm aversion, and we demonstrate how
this effect depends on users’ domain knowledge and associated preconceptions
about how input features relate to the evaluation of apartments. Gaining a bet-
ter understanding of the complex nature of algorithm aversion and the factors
that may exacerbate or mitigate it is important from a business perspective be-
cause it enables organizations to harness the full potential of AI systems while
ensuring that employees remain engaged in the decision-making process. This
understanding can help guide the development and implementation of AI and
explainability technologies that foster trust and collaboration between humans
and machines, ultimately enhancing organizational effectiveness and efficiency.
Automation bias in decision-making. Finally, at a higher level, our work re-
lates to existing literature on decision-making automation (see, e.g., McLeod Jr
and Jones, 1987; Brancheau and Wetherbe, 1987; Bucklin et al., 1998; Heimbach
et al., 2015). Previous work suggests that decision support systems, and, more
recently, AI, can enhance decision-making by providing data-driven insights
into potential future states of the world, thereby augmenting decision-making
efficacy (Arnott and Pervan, 2015; Agrawal et al., 2019). However, the ready
availability of these systems may inadvertently promote an excessive reliance
on decision support, adversely affecting decision-making performance (see, e.g.,
Mosier et al., 1998; Skitka et al., 1999). This tendency, also known as au-
tomation bias, could pose considerable challenges in contexts where intelligent
systems are prevalent (Goddard et al., 2012b), as it implies a relinquishment of
human agency and responsibility in the final decision-making process. With the
growing integration of AI in organizations, this issue becomes particularly signif-
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icant in high-stakes domains, where it could unintentionally exacerbate machine
bias (Angwin et al., 2016; Green and Chen, 2019, see, e.g.,), paradoxically even
under the guise of human control over transparent algorithmic decision-making.
A seminal study by Parasuraman and Riley (1997) attributes automation bias
to users’ excessive confidence in the infallibility of systems. Subsequent studies
support these claims and further associate automation bias with the reduction in
cognitive load (Mosier et al., 1998; Lyell and Coiera, 2017). Additional research
suggests that automation bias may also depend on factors such as technologi-
cal literacy (Jacobs et al., 2021), user expertise (Gaube et al., 2021), and task
subjectivity (Yeomans et al., 2019).

Our research contributes to this literature by investigating the conditions
under which explanations might inadvertently promote excessive automation
of decisions, i.e., facilitating automation bias. With the advent of regulations
calling for AI explainability, such as the EU’s AI Act and the Algorithmic Ac-
countability Act in the US, it is imperative to discern whether explanations
enhance users’ ability to accurately assess the correctness of AI predictions, or
conversely, if they instigate an overreliance on AI outputs, which subsequently
diminishes decision-making performance. Comprehending such unanticipated
side effects of explainability could guide policy formulation and encourage best
practices, thus potentially preventing XAI misuse or unintentional harm in crit-
ical decision-making processes.

3 Formal framework and empirical study design

3.1 Formal framework

In this subsection, we develop a simple theoretical framework to formally illus-
trate the mechanisms we consider and derive propositions to investigate. The
framework is inspired by Agrawal et al. (2019)’s model. Notably, we do not
intend the framework to be a complex and all-encompassing theory. Instead,
our objective is to guide the reader by giving a structured overview of the mech-
anisms we are interested in. We present our framework in the context of our
experimental design. However, it is also applicable to other decision-making
processes where individuals have access to AI predictions, e.g., stock price or
sales forecasting.

Following our experimental design, individual i’s task is to estimate the
listing price pj of apartment j. Each real estate agent i ∈ N observes apartment
characteristics Xj and exerts cognitive effort ei ∈ [0, 1] to come up with an
informed evaluation about the apartment price. Exerting cognitive effort is
increasingly costly for an agent. Without loss of generality, let the convex

function c(ei) =
e2i
αi

describe the relation between efforts and costs where αi > 0
reflects agent i’s level of domain knowledge regarding apartment valuation.

With probability e the agent is able to make sense of the apartment char-
acteristics Xj and come up with an appropriate evaluation that yields a payoff
πH . Conversely, with probability (1 − e), the agent is unable to make sense
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of the information about an apartment so she effectively makes an uninformed
guess. In this case, she earns a low payoff πL with πH > πL. Hence, in the
absence of an artificial intelligence (AI) system that provides a price prediction
– our control condition – agent i’s maximization problem can be described as:

max
e

e · πH − (1− e) · πL − e2i
αi

. (1)

Now consider an AI system that uses the observable apartment characteris-
tics Xj to produce a prediction for the apartment price. The model’s predictions
are correct with probability E ∈ [0, 1]. In other words, E effectively represents
prediction accuracy. We allow agents to form subjective beliefs about the pre-
diction accuracy µ(E) ∈ [0, 1]. For simplicity we assume that agents only make
use of the AI system, if they fail to make sense of the observable information in
which case they take over the prediction as their apartment valuation, i.e., they
delegate real authority.

Relying on the prediction of the system, however, comes at a cost ω reflecting
an intrinsic discomfort of losing agency or control (see, e.g., Bartling et al.,
2014). Following this intuition, we can augment the maximization problem
(1) to account for agents’ access to an AI prediction as follows:

max
e

e · πH − (1− e) · (µ(E)πH + (1− µ(E))πL − ω)− e2i
αi

(2)

Notably, in this setting, e can be understood as the inverse degree of rubber-
stamping the prediction of the AI system: agents will more likely use the pre-
diction as their evaluation when they do not succeed in making sense of the in-
formation. The main notion we examine in this study is whether explainability
fosters the delegation of real authority to the AI system. Following arguments
from the literature, providing explanations on top of predictions affect trans-
parency, user understanding, fairness perceptions, and trust in the AI system
(see, e.g., Gregor and Benbasat, 1999; Abdul et al., 2018; Peters et al., 2020).
These effects can be understood as changing both, the costs ω(IExpl) agents
experience when they rely on the AI system, and their subjective beliefs about
the accuracy of the prediction µ(E|IExpl), where IExpl is an indicator variable
that is equal to 1 if explanations accompany predictions. Computing the first
order condition of equation (2) and rearranging it to depict how the optimal
effort level e∗ depends on payoff structures, intrinsic costs, and the subjective
prediction accuracy shows that

e∗ =
(1− µ(E|IExpl)) · (πH − πL) + ω(IExpl)

2αi
. (3)

Our paper aims to explore whether, and if so for whom and when, ex-
plainability increases the delegation of real authority to the AI system, i.e.,
increases agents’ likelihood to rubber-stamp the AI prediction and reduce e∗.
Following the results of previous work on human-XAI interaction, we conjecture
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that ∂ω
IExpl

< 0 because explainability may provide agents with a better under-

standing of why the system recommends a certain appraisal, thereby enhancing
their sense of control and agency. As e∗ positively depends on the costs ω, an
explainability-driven decrease in costs should lead to more delegation.

Proposition 1 Explainability reduces real estate agents’ intrinsic costs of re-
lying on an AI prediction and, thereby, can increase their ceasing of effective
decision control to the AI system.

Regarding the role of explainability for subjective beliefs µ(E|IExpl), the di-
rection of the effect is more complex. While an increase in subjective accuracy
beliefs should translate into more delegation, it is ex-ante unclear whether ex-
plainability does actually lead to higher accuracy beliefs. On the one hand, with
explainability helping agents to identify when predictions are incorrect, subjec-
tive accuracy beliefs may converge to the true accuracy of the system. In this
case, the impact of explainability on the delegation of real authority depends on
whether agents’ prior subjective beliefs were too high or too low. On the other
hand, it may be possible that agents interpret explanations in an incorrect or
biased way so that they inappropriately adjust their subjective accuracy beliefs
up- or downwards.

Proposition 2 Explainability affects real estate agents’ subjective beliefs about
the accuracy of AI predictions and, thereby, can increase or decrease their ceas-
ing of effective decision control to the AI system.

3.2 Design

Overview. In our empirical study that took place in the field with actual
human experts, we conducted an incentivized experiment that allowed us to
(i) exogenously manipulate individuals’ access to (X)AI systems, (ii) measure
their domain knowledge and preconceptions regarding input features and their
relationship to predictions, and (iii) maintain strict control over potential con-
founding factors such as prior experience with the specific XAI system or or-
ganizational structures. This approach enables us to isolate the causal effects
of explainability and focus on the treatment heterogeneities of primary inter-
est. In total, 153 real estate experts participated in the empirical study that
we conducted with the help of our industry partner, the Real Estate Associa-
tion Germany (IVD). In the study, the experts evaluated the listing price per
square meter (in Euros) of various apartments, which we had previously gath-
ered from a large online platform.1 To elicit genuine beliefs, we compensated
participants based on their decision-making performance. Due to Covid-19 re-
strictions, we implemented the field study as an online experiment using oTree

1We scraped data from a large online platform in February 2022. We collected observations
for all apartments listed for sale in the seven major cities of Germany (“A-Cities”). We
constructed a dataset consisting of eight apartment attributes and the listing price directly
obtained from the platform, and two additionally collected features from public statistics. We
provide summary statistics in the supplementary material (Table 4).
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(Chen et al., 2016), Python, and HTML.2 Participants were presented with ten
apartment attributes to facilitate informed evaluations, without receiving inter-
mediate feedback. In order to mitigate task complexity and prevent information
overload, we fixed seven apartment features across all stages, leaving only three
characteristics that varied: location (Frankfurt or Cologne), presence of a bal-
cony (yes or no), and the green voter share in the district (below city average,
city average, or above city average). We provide screenshots of the interfaces in
the supplementary material. Our experimental design comprises an introduc-
tory stage and a main stage, which we describe in detail below (see Figure 1 for
an overview).3

Introductory Stage

4 listing price estimations, no aid

Main Stage (Treatment manipulation) 

8 listing price estimations, no aid, AI aid, XAI aid

Figure 1: Experimental stages

Introductory stage. During the introductory stage, we measured real estate
agents’ preconceptions regarding the impact of the three varying apartment
attributes on the overall listing price. Specifically, agents evaluated four ran-
domly selected apartments, each with different combinations of these attributes.
They submitted evaluations by indicating the marginal contributions of each at-
tribute to the price using a slider, which ranged from -2,500€ to +2,500€ in
increments of 50€. We initially set the marginal contributions and overall price
estimation to 0€ and the average listing price (9,600€), respectively. We calcu-
lated the final listing price evaluation for an apartment as 9,600€ plus the sum
of the entered marginal contributions of the three variable features. Addition-
ally, participants rated their confidence in both the marginal contributions and
the resulting price estimation on a five-point scale.
Main stage. In the main stage of our experiment, participants evaluated eight
randomly selected apartments. As in the introductory stage, they observed ten

2See the supplementary material for details on the experimental procedures including pay-
ments, instructions, and screenshots.

3Note that the two stages we focus on in this paper were followed by two additional stages
that we analyze in another paper (blinded for peer review). The isolated analyses of the
first two stages are methodologically sound because participants were never aware of any
subsequent stages of the study. As a result, later stages could by design not have affected
participants’ behavior in any previous stages, e.g., through evoking strategic choices that aim
to optimize behavior across all stages.
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apartment attributes, with the same three characteristics varying across apart-
ments. Unlike the previous stage, participants directly entered their estimated
listing price on a continuous scale, requiring only that the final evaluation be
greater than 0. As a reference point, we reminded participants of the average
listing price for an apartment in our sample.

Crucially, we introduced our between-subject treatment variation during this
stage of the experiment. There were three distinct treatment variations, differ-
ing only in terms of the availability and explanation facilities of an AI system.
In the NoAid condition, which served as our between-subject control, real estate
agents submitted their evaluations without any assistance from an AI system.
Participants in the AI condition were provided with opaque listing price predic-
tions from a stationary, non-learning AI system, which had been trained on 4,975
collected observations.4 In the XAI condition, participants not only observed
predictions from the same underlying AI system but also received numerically
presented SHAP values for the three variable apartment characteristics, which
represented the marginal contributions to the AI’s prediction in Euros. In other
words, the AI and XAI conditions differed only in the provision of SHAP ex-
planations. After evaluating all eight apartments in this stage, participants in
the AI and XAI conditions completed a survey addressing their trust, degree of
reliance, and perceived transparency of the AI system. At the end of the exper-
iment, participants in all treatment conditions filled out our socio-demographic
survey containing items such as their age, domain knowledge, and overconfi-
dence.

It is important to note that since the predictions are continuous in nature, it
is arguably unlikely that real estate agents’ evaluations would exactly match the
AI prediction unless they actually observed it in the AI and XAI conditions.5

The continuous nature of predictions is a crucial aspect of our study. Specifically,
we contend that, relative to the between-subject control condition, any increase
in real estate agents’ propensity to select the prediction as their evaluation that
is accompanied by a reduction in effort represents an implicit relinquishing of
control over the decision to the underlying AI. By comparing these patterns for
the AI and XAI conditions, we are able to isolate the causal effect of presenting
SHAP explanations alongside predictions.

4 Results

This section presents our findings in two steps. First, we investigate on an
aggregate level whether the provision of feature-based explanations affects the
tendency of real estate agents to effectively delegate decision-making to an AI
system. Second, we consider the roles of domain knowledge and the alignment
between beliefs about how apartment characteristics influence listing prices and

4The AI system is a random forest that achieves a performance of R2 = 0.72 on unseen
test data. See the supplementary material for additional information.

5In fact, the evaluation of participants in the control condition equaled the underlying
prediction by chance merely on 2.8% of the cases.
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the observed SHAP explanations. Our analyses focus on two variables: agents’
likelihood to rubber-stamp the prediction of the AI system and the time they
spend on apartment valuations. We always report results for the AI and XAI
treatment conditions relative to the between-subject control condition, where
participants had no access to any aid, allowing us to isolate the effects at-
tributable to the provision of black box predictions and explanations.

4.1 Explainability and delegation of real authority

(a) Delegation of decision (b) Effort provided

Figure 2: Aggregate level findings
Notes: Relative to the control condition, panel (a) depicts the change in the average prob-
ability with which evaluations equal AI predictions; panel(b) depicts the average change
in the time agents spent to evaluate apartments. Whiskers represent 95% confidence
intervals. We show results separately for the AI and XAI conditions.

Figure 2a illustrates the average change in the frequency of participants’
apartment valuations matching the AI system predictions relative to our control
condition. Different bars depict the results for our AI and XAI conditions.

The figure reveals that the provision of SHAP explanations alongside pre-
dictions increases the likelihood that real estate agents’ apartment valuations
equal the system’s predictions. Compared to the No Aid control condition –
where evaluations equal predictions by chance in 2.8% of the cases – the likeli-
hood that AI participants’ apartment valuations match the observed prediction
rises by 28.3 percentage points. Real estate agents in the XAI condition who
observed SHAP explanations in conjunction with predictions exhibit an even
stronger inclination to adopt the observed prediction as their apartment valua-
tion. Specifically, relative to the control condition, XAI participants’ evaluations
are 40 percentage points more likely to equal the observed prediction. In other
words, the additional provision of explanations further elevated the likelihood
of evaluations equalling predictions by 11.7 percentage points. The difference
in the percentage point increases between the AI and XAI conditions is both
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economically (+27.3%) and statistically highly significant (p < 0.01, F -test; see
column (1) of Table 2).

But does this explainability-driven increase reflect a more pronounced dele-
gation of real authority? To answer this question we inquire into agents’ efforts
when evaluating apartments. Utilizing the change in time real estate agents
spend appraising apartments as a proxy for the change in invested efforts, we
find evidence supporting this conjecture. Figure 2b presents the average change
in time real estate agents took to evaluate apartments across our treatment
conditions (relative to the control condition).

Our findings reveal that explainability not only increases the likelihood that
apartment valuations equal predictions, but also decreases the time real estate
agents devote to evaluating apartments. Compared to control participants who
required on average 193 seconds, observing black-box predictions extends evalu-
ation time by an average of 48 seconds (+24.9%). However, the average relative
increase for real estate agents who observed explanations alongside predictions
amounts to only 23 seconds (+11.9%). Put differently, real estate agents who
observed explanations together with predictions took about 25 seconds less to
evaluate apartments compared to their counterparts who observed black box
predictions, which is in support of the notion that explainability entails an
increase in the delegation of real authority. While the difference is economi-
cally significant (-10.4%), it is marginally statistically insignificant (p = 0.14,
Wilcoxon rank-sum test).6

Considering the formal framework we derive in Section 3.1, the reader may
naturally wonder whether the impact of explainability originates from a change
in real estate agents’ subjective accuracy beliefs or intrinsic costs of using the AI
system. To provide insights into the mechanism underlying the observed effect,
we compare the difference in AI and XAI participants’ estimated accuracy of
the AI system and their reported trust calibrations (Komiak and Benbasat,
2006) by means of regression analyses. Specifically, we examine the impact
of explainability on the accuracy they believe the system to have, which we
interpret as subjective accuracy beliefs, and the impact on levels of trust in
the system’s competence and integrity, as well as emotional trust – which we
consider as inverse proxies for intrinsic costs of using the system.

Regression results reported in Table 1 indicate that explainability does not
affect real estate agents’ beliefs about the accuracy of predictions (column 1),
however, increases parts of real estate agents’ trust in the system (columns 2
and 3). Controlling for the accuracy belief and trust measures when regressing
participants’ likelihood to use predictions as their evaluations on treatment
dummies, we find that the magnitude of the treatment effect of explainability
decreases by about 20% (see Table 5 in the appendix). Interpreting these

6Figure 2b further indicates that showing black box predictions alone increased the time
real estate agents took to evaluate apartments. This increase may depict that real estate
agents tried to make sense of the prediction and spent cognitive efforts to decide whether they
can rely on it. Against this background, the pure AI treatment effect on the propensity to
use the prediction as their final evaluation may not represent an increase in the delegation of
real authority. Instead, it may actually reflect the outcome of thoughtful consideration.

17

Electronic copy available at: https://ssrn.com/abstract=4512594



(1) (2) (3) (4)
Dep. variable: Acc. belief Comp. trust Emo. trust Integr. trust

Observing explanation -2.56 0.6* 0.57** 0.4
(3.784) (0.328) (0.270) (0.273)

N 98 98 98 98
p 0.000 0.000 0.000 0.000
R2 0.196 0.214 0.3 0.155

Table 1: Subjective accuracy beliefs and intrinsic costs.

Notes: We depict results from OLS regression models with robust standard errors. In
different columns, the dependent variable equals the accuracy beliefs and different trust
measures following (Komiak and Benbasat, 2006). As we measured accuracy beliefs and
trust only in treatments where participants actually interacted with an AI system, we can
only include observations from the AI and XAI treatments. As independent variables, we
include a treatment dummy for XAI and controls on agents characteristics. We denote
significance levels by ∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01.

findings from the perspective of our framework suggests that explainability
affects the delegation of real authority to the AI system not by increasing
subjective accuracy beliefs, but reducing the intrinsic costs associated with
using the system.7

Result 1: Explainability fosters users’ inclination to delegate the evaluation to
the AI system. This effect seems not to stem from changes in subjective beliefs
about the system’s performance but only from the intrinsic costs of using the
system.

What remains open thus far is which individuals are enticed to delegate real
authority to the AI upon receiving explanations, and under what circumstances.
Comprehending the factors that moderate the explanation-driven increase in
delegation can aid in devising strategies to counteract an excessive delegation
of real authority to the AI. Such strategies can help mitigate concerns that
explainability effectively increases automation of decisions under the disguise
of transparency. We examine potential sources of heterogeneity in the next
subsection.
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(a) Delegation of decision (b) Effort provided

Figure 3: Treatment heterogeneities
Notes: Relative to the control condition, panel (a) depicts the change in the average
probability with which evaluations equal AI predictions; panel(b) depicts the average
change in the time agents spent to evaluate apartments. Whiskers represent 95% confi-
dence intervals. Lines with different symbols show results separately for real estate agents
with high and low domain knowledge. We show results separately for the AI and XAI
conditions.

4.2 The role of domain knowledge

Figure 3 portrays treatment heterogeneities for our variables of main interest
based on real estate agents’ self-reported domain knowledge in estimating apart-
ment listing prices. We categorize agents as possessing relatively low (high) do-
main knowledge if their self-reported expertise is less than or equal to (greater
than) the study median of 5. Similar to our aggregate-level analyses, Figures 3a
and 3b present the average change in the likelihood that real estate agents’
apartment valuations match the predictions, and the average change in the
time required to evaluate apartments, respectively.

Figure 3a suggests that the explainability-driven increase in the likelihood
of evaluations equalling predictions originates from individuals with high do-

7Notably, when we assess real estate agents’ performance using the mean absolute difference
between their evaluations and the true listing price we find that the explanation-driven increase
in delegating decision authority to AI does not lead to improved evaluations. In particular,
relative to those in the AI condition, participants exposed to explanations exhibit a 10.5%
increase in the mean absolute error. This difference is economically, however, not statistically
significant (p = 0.25, Wilcoxon rank-sum test). Notably, our AI system outperforms real
estate agents in the control condition by approximately 8% (based on the mean absolute
error), i.e., could potentially improve the agents’ valuation performance. Yet, the heightened
reliance on predictions accompanied by explanations appears to impair agents’ performance.
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main knowledge. Compared to the control condition, the likelihood that low
and high domain knowledge agents’ evaluations in the AI condition match pre-
dictions respectively rises by 41.1 and 10.7 percentage points (from 1.7% and
4.2% in the control). This observation is in line with our formal framework
which suggests that domain knowledge as such reduces incentives to delegate.
Examining treatment heterogeneities of explainability, we observe that provid-
ing SHAP explanations in addition to predictions further elevates the likelihood
of low (high) domain knowledge agents’ evaluations aligning with predictions
by 8.1 percentage points (25.5 percentage points). In contrast to individuals in
the AI condition, the likelihood that low and high domain knowledge agents in
the XAI condition rubber-stamp predictions increases by +15.7% and +184.5%,
respectively.

We evaluate the statistical significance of these patterns through regression
analyses and present our findings in column (2) of Table 2. In these analyses,
the dependent variable is a dummy variable indicating whether an agent’s eval-
uation matches the AI system’s prediction for a specific apartment. To account
for potential confounding factors, we include additional controls such as agents’
age, risk aversion, observed prediction, and overconfidence level, and cluster ro-
bust standard errors at the individual level.8 The reported estimates confirm
that explainability only influences the propensity to adopt the prediction as
their evaluation for agents with high domain knowledge. Estimates in column
(2) depict an economically and statistically significant treatment heterogeneity
concerning domain knowledge (see β5) and a highly significant overall treatment
effect for high domain knowledge agents (β2 + β5). Due to the heterogeneous
explanation treatment effect, the observed gap between low and high domain
knowledge agents regarding the rubber-stamping of predictions narrows sub-
stantially from 27.8 percentage points in the AI condition to 8.2 percentage
points in the XAI condition. Consequently, the evaluations of low and high
domain knowledge agents become more similar under explainability.

Investigating changes in the time required by real estate agents with varying
levels of domain knowledge to evaluate apartments (see Figure 3b) depicts that
neither predictions nor explanations significantly affect low domain knowledge
agents’ effort provision. In stark contrast, real estate agents with high domain
knowledge substantially increase the time spent on apartment evaluations when
exposed to a black box prediction (+146 seconds). Crucially for our research
questions, we find that showing SHAP values reduces the time they spend by
108 seconds. It appears that high domain knowledge agents exert extra ef-
fort to scrutinize black box predictions; however, when explanations accompany
predictions, they revert to effort levels similar to those in the control condi-
tion, which amount to 193 seconds. The observation that explainability raises
rubber-stamping of predictions, while simultaneously reducing the time invested
to evaluate apartments underscores that the explanation-driven increase in the
delegation of real authority underlies considerable heterogeneity.

Additional regression analyses (see Tables 6 and 7 in the supplementary ma-

8Note: our results are robust to the additional inclusion of apartment fixed effects.
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Dep. variable: (1) (2)
Evaluation equals AI prediction

Observing prediction (β1) 0.252*** 0.384***
(0.054) (0.072)

Additionally observing explanation (β2) 0.178*** 0.092
(0.064) (0.098)

High expertise 0.101*
(0.060)

High expertise*Observing prediction (β4) -0.347***
(0.106)

High expertise*Observing explanation (β5) 0.234*
(0.131)

F-test: β1 + β4 0.627
F-test: β2 + β5 0.000

N 1,182 1,182
p 0.000 0.000
R2 0.283 0.304

Table 2: Delegation and domain knowledge.

Notes: We depict results from random effects GLS regression models with robust stan-
dard errors clustered on the individual level and reported in parentheses. In all columns,
the dependent variable is equal to one when real estate agents’ evaluation coincides with
the prediction and zero otherwise. As independent variables, we include treatment dum-
mies, a dummy indicating agents’ level of expertise, and their interaction effects. The
control condition where agents did not observe any prediction or explanation serves as the
reference category. Additionally, we include controls on agents’ gender, age, level of risk
aversion, academic degree, confidence in their evaluation, familiarity with AI technology,
and degree of overconfidence. We denote significance levels by ∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗

p < 0.01.

terial) suggest that the domain knowledge-driven heterogeneity of explanations
can again, at least in part, be traced back to changes in the intrinsic costs of
relying on the system, but not to changes in the subjective accuracy beliefs.
Specifically, explainability only significantly increases the trust in the system’s
competence and emotional trust for high domain knowledge experts for whom
we observe an increased inclination to rubber-stamp explained predictions. We
do not observe any effects for agents with low domain knowledge. This finding
may help clarify why numerous recent studies have uncovered limited evidence
on the theorized effects of explanations on trust calibration (see, e.g., Jacobs
et al., 2021). Following our results, critical individual differences such as the
level of domain expertise may play a determining role in whether explainability
can foster trust.

Result 2: The effects of explainability on real authority delegation only occur
for high domain knowledge individuals.

In the final step of our analysis, we aim to better understand this heterogene-
ity by examining the role of the alignment between SHAP explanations and real
estate agents’ preconceptions about how apartment characteristics contribute
to listing prices. Specifically, we ask whether the increase in delegation for high
domain knowledge agents is a general phenomenon associated with the provision
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of explanations as such regardless of the explanation-preconception alignment
– e.g., due to an epistemic curiosity: a preference for knowledge that motivates
them to eliminate information gaps (Litman, 2008). Alternatively, it may also
be the case that explanations often corroborate high domain knowledge agents’
preconceptions, allowing them to validate what they already assume to be true.
Relatedly, for agents with low domain knowledge, the absence of an explanation
treatment effect may result from their lack of pronounced preconceptions about
how apartment features relate to listing prices. Having no clear preconceptions
may render seeing explanations to validate the AI system’s reasoning mute so
that we do not find a treatment effect.

We investigate the role of explanation-preconception alignments using re-
gression analyses. We repeat the analyses reported in Table 2 separately for
evaluations where real estate agents’ preconceptions, measured in the introduc-
tory stage, align or conflict with observed SHAP values (see Table 3).

We define agents’ preconceptions and SHAP explanations for a given apart-
ment as aligned when the average absolute difference between SHAP values
and measured preconceptions is below the median of the distribution (which
equals 1275 Euro). According to this definition, preconceptions of agents with
low (high) domain knowledge contradict explanations in 48.2% (53.3%) of the
cases.9

Table 3 presents the results of our regression analyses. The two main in-
dependent variables of interest are β2 and β5, representing the pure effect of
providing explanations and the corresponding treatment difference for agents
with high domain knowledge, respectively. Columns (1) and (2), and (3) and
(4) respectively display results for the subsamples of apartment evaluations
where agents’ preconceptions about how apartment characteristics contribute
to listing prices and SHAP values were highly and lowly aligned.10

The results suggest that individuals’ response to explainability is sensitive
to the explanation-preconception alignment only for real estate agents with low
domain knowledge. When explanations align with agents’ preconceptions about
how apartment characteristics affect listing prices, the additional provision of
explanations increases the likelihood that evaluations equal predictions by about
20 percentage points (p < 0.05, see β2 column (2)). Notably, we find no signifi-
cant treatment heterogeneities (p = 0.42) concerning agents’ domain knowledge
(see β5). Therefore, when explanations validate individuals’ preconceptions, ex-
plainability increases real estate agents’ likelihood to rubber-stamp predictions,

9Notably, when there is alignment, the AI system’s prediction and an agent’s apartment
valuation would naturally be more similar. However, our regression analyses include a dummy
variable indicating whether agents observed explanations in addition to the prediction. Hence,
we are able to isolate the effect of observing explanations that are aligned with preconceptions
from the effect attributable to the alignment of evaluations and predictions. That is because
the dummy variable indicating that agents observed the prediction as such captures the lat-
ter effect. In our control condition, the absolute difference in evaluations and predictions
for apartments is 25.3% lower when the elicited reasoning of how apartment characteristics
contribute to listing prices and SHAP explanations have a high compared to a low alignment
(1021 Euro vs. 1367 Euro, respectively)

10Note: our results are robust to the additional inclusion of apartment fixed effects.
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Explanation-preconception alignment

Dep. variable: High Low

Evaluation equals AI prediction (1) (2) (3) (4)

Observing prediction (β1) 0.294*** 0.403*** 0.224*** 0.357***
(0.059) (0.077) (0.060) (0.082)

Observing explanation (β2) 0.206*** 0.191** 0.210*** 0.088
(0.067) (0.093) (0.073) (0.109)

High expertise 0.056 0.106*
(0.068) (0.064)

High expertise*Observing prediction (β4) -0.294** -0.345***
(0.118) (0.111)

High expertise*Observing explanation (β5) 0.124 0.279**
(0.136) (0.142)

F-test: β1 + β4 0.214 0.876
F-test: β2 + β5 0.001 0.000

N 591 591 591 591
p 0.000 0.000 0.000 0.000
R2 0.331 0.351 0.258 0.281

Table 3: The role of the alignment of human and AI reasoning.

Notes: We depict results from random effects GLS regression models with robust stan-
dard errors clustered on the individual level and reported in parentheses. In all columns,
the dependent variable is equal to one when real estate agents’ evaluation coincides with
the prediction and zero otherwise. As independent variables, we include treatment dum-
mies, a dummy indicating agents’ level of expertise, and their interaction effects. The
control condition where agents did not observe any prediction or explanation serves as the
reference category. Additionally, we include controls on agents’ gender, age, level of risk
aversion, academic degree, confidence in their evaluation, familiarity with AI technology,
and degree of overconfidence. We denote significance levels by ∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗

p < 0.01.

regardless of their domain knowledge level.
In contrast, when the explanation-preconception alignment is low, explain-

ability only increases the likelihood that appraisals equal predictions for agents
with high domain knowledge (see β5 in column (4)). Specifically, high do-
main knowledge agents’ evaluations are 27.9 percentage points more likely to
equal predictions (p < 0.05). For agents with low domain knowledge, however,
providing explanations alongside predictions has no significant effect on their
rubber-stamping of predictions (p = 0.36, see β2).

We perform complementary analyses to examine how the explanation-
preconception alignment relates to the time spent by low and high domain
knowledge agents to evaluate apartments.11 Our analyses uncover a strong pos-
itive correlation (Spearman’s ρ = 0.46, p < 0.07) between the time that low
domain knowledge agents in the XAI treatment spent evaluating apartments
and the proportion of encountered apartments with misaligned preconceptions
and explanations. This correlation suggests that the increased propensity of

11Note that we do not observe the time real estate agents spent on the evaluation of
individual apartments but only on the aggregate, mainly due to privacy concerns on the
part of our industry partner. As a result, we are unable to use regression analyses on the
individual×apartment level when it comes to the time required to appraise apartments.
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low domain knowledge agents to rubber-stamp predictions when preconcep-
tions align with explanations reflects an increased delegation of real authority.
Given that they require more time to evaluate apartments when preconceptions
and explanations are misaligned, it seems that explanations promote scrutiny
of these instances and ultimately discourage rubber-stamping predictions. For
high domain knowledge agents in the XAI treatment, we do not observe a sig-
nificant correlation (Spearman’s ρ = 0.09, p = 0.61), implying that their overall
reduction in evaluation time does not depend on the explanation-preconception
alignment. A possible interpretation of this outcome is that explainability ad-
dresses a general need of high domain knowledge agents to be able to retrace
the reasoning behind delegated decisions which, however, does not depend on
the actual nature of the explanation.

Result 3: Explainability can increase low domain knowledge individuals’ del-
egation of real authority, however, only when explanations match their precon-
ceptions. For high domain knowledge individuals, explainability generally fosters
delegation of real authority.

5 Discussion and conclusion

5.1 Discussion of results

This research delves into the intricate dynamics between explainability and the
delegation of real authority to AI systems, with a focus on the realm of real estate
valuations. Our findings indicate that agents with high domain knowledge are
more inclined to delegate real authority to AI when given explanations, whereas
those with low domain knowledge demonstrate increased delegation only when
their preconceptions correspond with the provided explanations. Interpreting
our results from the perspective of a derived framework, explainability appears
to cultivate authority delegation due to a decrease in high domain knowledge
agents’ intrinsically experienced costs of using the system. These insights under-
score the significance of acknowledging individual variations, such as domain ex-
pertise, in the design and implementation of explainable AI systems, to promote
a fruitful partnership between humans and AI while averting undue dependence
on AI-generated outcomes under the disguise of transparency.

Our aggregate level finding that users are more inclined to rubber-stamp
AI predictions when systems are explainable implies a convergence of organiza-
tional decision-making, reducing the variability and inconsistency in judgments
and decisions made by individuals, i. e., reduce noise (Kahneman et al., 2021).
Following arguments by Kahneman et al. (2021), this noise reduction in deci-
sions may streamline operations, enhance coordination among team members,
and facilitate the establishment of standardized procedures, which could even-
tually translate into higher organizational performance. However, more stan-
dardized decision-making may also limit the diversity of perspectives and ideas,
potentially stifling innovation and adaptability within organizations (Nemeth
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and Kwan, 1987).
From a more socio-technical perspective, our results show how explainable

AI systems can inadvertently lead to automation bias. Automation bias refers to
the human tendency to completely and inadequately rely on recommendations
made by automated systems (Parasuraman and Manzey, 2010). An increase in
automation bias can entail harmful consequences (Prunkl, 2022; Banks, 2018)
and potentially outweigh the gains of explainable AI. In light of potential biases
and erroneous behaviors of AI systems, explainability may inadvertently cause
humans in the loop to “fall asleep at the wheel” so that unfair or incorrect AI
recommendations become implemented more often – even under the disguise of
a human in the loop who can check the reasoning of the system.

A different lens to interpret our results is the theoretical framework on del-
egation to and from agentic IS artifacts (Baird and Maruping, 2021). In this
framework, delegation between human users and agentic artifacts is fluid and
can shift back-and-forth during interactions. Here domain knowledge may rep-
resent an endowment of the human user, whereas explainability may constitute
an endowment of the agentic artifact (i. e., the AI system) that promotes dele-
gation through improved coordination. Specifically, the agentic artifact updates
the human user on the task completion by disclosing its prediction and a cor-
responding explanation. Thereby, the artifact both grants the ability and del-
egates the responsibility to intervene. The human user, however, may directly
follow the prediction, effectively delegating the ultimate decision back to the
agentic artifact. Our findings underline the importance of delegation as a the-
oretical framework for understanding new technologies such as explainable AI
and enabling the “next generation of research on IS use” (Baird and Maruping,
2021).

5.2 Implications

Our results entail practical implications for managers and policymakers. For
management, our results suggest at least three factors to consider when as-
sessing how the implementation of explainability will affect the quality of de-
cisions in the organization: workers’ domain knowledge, workers’ beliefs about
feature-label relationships, and the degree of complementarity between the AI
and workers’ evaluation. For example, the AI system may outperform human
workers with little complementarity and, as a consequence, the delegation of
real authority to the AI system is beneficial. Here XAI would improve decisions
by steering workers with high domain knowledge toward higher delegation. By
contrast, XAI would have little to no effect on the delegation of workers that
exhibit both low domain knowledge and little alignment in their beliefs about
feature-label relationships with explanations. Hence, our results enable manage-
ment to understand how XAI affects delegation within their particular workforce
and, if applicable, can inform accompanying measures. Such measures could,
e. g., focus on aligning the beliefs of workers with low domain knowledge and
AI explanations by means of “machine teaching” (Abdel-Karim et al., 2022).
Needless to say, in cases of high complementarity between AI and workers’ eval-
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uation, an increased delegation of real authority may imply overreliance and
poorer decisions. Here our results suggest that introducing XAI should be met
with caution. While management may still choose to implement XAI (e. g.,
due to upcoming regulation), they should accompany the implementation with
measures promoting hybrid decision-making (Hemmer et al., 2021).

Management also needs to consider potential side effects of an explainability-
driven increase in automation bias. Prior research has shown that automation
bias may lead to decisions that are not in the best interest of the company,
its employees, or its customers (Cummings, 2006). This can result in missed
opportunities, reduced competitive advantage, and potential financial losses.
Moreover, automation bias may entail negative long-term effects on the com-
pany’s employees and undermine both their skills and engagement. Specifically,
over time, increased automation bias means that employees have less opportu-
nity to develop or maintain human problem-solving and decision-making skills,
leading to their decline (Sheridan, 2002). As employees become more reliant on
automated systems, they may also feel less responsible for their work and less
engaged with their tasks, which can negatively impact job satisfaction, produc-
tivity, and employee retention (Kaplan and Haenlein, 2019). Considering the
risks associated with an increase in automation bias, management should care-
fully monitor the side effects of XAI. Possible measures to mitigate automation
bias in organizations include highlighting individual accountability of employees
in the workplace (cf. Goddard et al., 2012a).

Our findings hold significant implications for policymakers currently engaged
in drafting regulations for equitable and explainable AI systems. A fundamental
proposition of explainable AI is the improvement of human oversight, thereby
serving as a safeguard against erroneous or biased outputs (Bauer et al., 2021).
However, our results illustrate that the introduction of explanations may in-
centivize human users to delegate more authority to AI and invest less time in
checking the validity of AI outputs. Should greater explainability of AI sys-
tems indeed lead to a decrease in user engagement with AI outputs, it casts
doubt on the prospect of enhanced human oversight through explainable AI.
Furthermore, considering the delegation of authority to AI through the lens of
automation bias, our results indicate that explainable AI (XAI) might indeed
reduce accountability, responsibility, and human autonomy. Prior research has
demonstrated that automation bias can result in a diffusion of responsibility,
where individuals and organizations are less inclined to assume responsibility
for the repercussions of their decisions (Banks, 2018). An amplified automa-
tion bias could also contribute to a decline in human autonomy and agency
within the decision-making process, potentially undermining the dignity and
self-determination of individuals (Prunkl, 2022). Consequently, policymakers
should endeavor to extend regulations beyond merely mandating the provision
of explanations, ensuring that effective human oversight is maintained, and au-
tomation bias is mitigated. For instance, more nuanced regulations could neces-
sitate that personnel interacting with XAI systems undergo preparatory training
measures to foster critical engagement with AI explanations.
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5.3 Future research direction

Our study entails several limitations that present interesting opportunities for
future research. One limitation of our study is the domain specificity that
naturally arises when studying our research questions in a real-world setting.
As outlined in Section 1, our setting of real estate appraisals is well-suited
due to the growing role of AI in the industry, the financial consequences of
evaluations, the complex relationship between numerous features and the final
price, and the varying levels of domain knowledge of real estate professionals.
However, there exist many different settings in which XAI systems may shape
the delegation of authority and where results may vary. Other settings which
we deem highly relevant due to the arguably strong impact of AI on human
lives include automated hiring (van den Broek et al., 2021), medical diagnosing
(Jussupow et al., 2021), and credit scoring (Khandani et al., 2010). Future
research could explore these settings and test the generalizability of our findings.

A possible limitation is the choice of SHAP values to provide explanations.
As described in Section 1, SHAP values represent a feature-based XAI method
that is both among the most widespread in practice (Bhatt et al., 2020) and
presumably necessary to comply with upcoming regulation (Goodman and Flax-
man, 2017). While SHAP values seem a natural choice for our study, we ac-
knowledge that there exist other relevant forms of explanations for AI systems,
such as example-based explanations (Mittelstadt et al., 2019) or counterfactual
explanations (Fernández-Loŕıa et al., 2022). While it is not within the scope of
this paper to investigate and compare the relationship between various forms
of explanations and the delegation of authority, future research should examine
whether and why the effects we observed would differ if users were provided
with these forms.

Another limitation is the absence of feedback on the decision outcomes in
our experiment. We refrain from giving feedback as it both reduces complex-
ity to enable the clear isolation of explanation-driven effects and represents a
more realistic reflection of reality (in which many AI-supported decisions do not
produce immediate feedback). Examples of real-world use cases without feed-
back include hiring decisions that are supported by an on-the-job performance
predicting AI system, investment decisions backed by a return predicting AI
system, and drug treatment decisions aided by an effectiveness predicting AI
system (Bauer et al., 2023). Notwithstanding these reasons, feedback – and
the ability to learn from it – may have an interesting and substantial effect on
the delegation of authority to AI systems, which we leave to future research to
explore further.

5.4 Concluding remark

The study at hand sheds light on the complex and nuanced effects of explainabil-
ity on users’ willingness to delegate real authority to AI systems, and thus effec-
tively cease control to machines. Our findings highlight that the introduction
of explainability in organizations may have unforeseen, complex consequences
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that affect different employees differently. While it is by no means our intention
to advocate for keeping AI logic concealed, our research emphasizes the impor-
tance of understanding the multifaceted implications of making AI explainable
by underscoring how individual differences in users’ characteristics may cause
them to respond differently to XAI. As AI continues to permeate various indus-
tries and explainability is increasingly required, understanding and addressing
these individual-level differences will be crucial in harnessing the full potential
of AI while mitigating potential risks associated with explainability.
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6 Appendix

Information on real estate data and the AI system

We obtained the dataset by crawling apartments listed on a large online plat-
form in February 2022. Specifically, we considered apartments listed for sale
in the seven major cities of Germany (“A-cities”) and scraped multiple differ-
ent attributes reflecting the number of rooms in the apartment or whether it
has a balcony. We disregarded apartments for which the information on one
or several attributes was missing. In order to characterize the location of the
apartment within the city, we joined third-party data from public statistics:
the share of voters for the German green party and the unemployment rate.
Both attributes are captured on the level of districts and, subsequently, bagged
to lower, mid, and upper third within the respective city. For example, if an
apartment in Berlin is in the low third for unemployment, then it is located in
a district for which the unemployment rate is below the average unemployment
rate in Berlin. We further treat the top 0.5% of apartments with regard to the
listing price as outliers and exclude them from our data. The final, preprocessed
dataset comprises 5090 apartments and is described in Table 4.

Continuous attributes average standard dev 0.25 quantile median 0.75 quantile

Listing price/m2 [€]: 7158.55 3217.37 4500.0 6500.0 8500.0
Construction [year]: 1971.18 43.07 1937.0 1972.0 2018.0

Nmbr of rooms: 2.72 1.25 2.0 3.0 3.0
Floor (storey): 1.80 2.56 0.0 1.0 3.0

Ordinal attributes lower third mid third higher third

Unemployment 44.7% 30.8% 24.6%

Green party electorate 39.1% 25.8% 35.1%

Binary attributes Yes No

Basement 68.1% 31.9%
Elevator 45.3% 54.7%

Balcony 60.1% 39.9%

Garden 21.5% 78.5%

Multicat. attributes Distribution (shares)

City Berlin (39.2%), Hamburg (19.4%), Munich (16.1%)

Cologne (8.9%), Frankfurt (7.0%), Stuttgart (4.8%)

Dusseldorf (4.7%)

Table 4: Descriptive statistics of real-estate data.

Notes: We scraped the data from a large real-estate platform in Germany and joined the ordinal attributes
(unemployment and green party electorate) by drawing from public statistics. We considered the seven major
cities in Germany (“A-Cities”). We excluded real-estate for which the price or any of the remaining attributes
were not listed. This left us with 5090 observations.

We randomly split the data into different sets for training (95%) and testing
(5%) of our AI system, following common conventions. Moreover, we ensure
that the apartments directly featured in our experiment fall into the test set.

Our AI system is based on a random forest. To yield a prediction, the random
forest averages across the predictions of multiple, randomized decision trees. In
our case, the random forest predicts the listing price per square meter based on
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the remaining 10 attributes as predictors. We determine the hyperparameters
for the random forest by applying a grid search in a 5-fold cross-validation on
the training set. Subsequently, we assess the performance of our AI system
based on the test data (R2 = 0.72).

Our explanations are based on SHAP values. We compute SHAP values for
all predictors using the tree implementation of the SHAP value method. As a
result, for each of the 8 apartments featured in the experimental main stage, we
yield both the predicted listing price per square meter and the contribution of
each of the 10 predictors.

Additional analyses on trust and domain knowledge

Dep. variable: (1) (2)
Evaluation equals prediction

Observing explanation (b2) 0.223*** 0.18***
(0.062) (0.049)

Accuracy belief 0.005**
(0.002)

Comp. trust 0.031
(0.037)

Emo. trust 0.08***
(0.027)

Integr. trust -0.034
(0.022)

N 782 782
p 0.000 0.000
R2 0.284 0.468

Table 5: Trust calibrations and domain knowledge.

Notes: We depict results from random effects GLS regression models with robust standard
errors clustered on the individual level and reported in parentheses. As we measured trust
only in treatments where participants actually interacted with an AI system, we can only
include observations from the AI and XAI treatments. In all columns, the dependent
variable is equal to one when real estate agents’ evaluation coincides with the prediction
an zero otherwise. As independent variables, we include a treatment dummy, subjective
accuracy beliefs, and the three trust measures. We include controls on agents’ gender,
age, level of risk aversion, academic degree, confidence in their evaluation, familiarity
with AI technology, and degree of overconfidence. We denote significance levels by ∗

p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01.
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(1) (2) (3) (4)
Dep. variable: Acc. belief Comp. trust Emo. trust Integr. trust

Observing explanation (β1) 0.548 0.337 0.289 0.448
(4.982) (0.393) (0.432) (0.398)

High expertise (β2) 1.018 -0.673 -1.217* 0.396
(5.708) (0.521) (0.636) (0.564)

High expertise*Observing explanation (β3) -5.329 0.602 0.922 -0.225
(7.293) (0.587) (0.684) (0.633)

F -test: β1 + β3 0.41 0.04 0.03 0.65

N 98 98 98
p 0.000 0.000 0.000
R2 0.183 0.297 0.228 0.141

Table 6: Trust calibrations and domain knowledge.

Notes: We depict results from OLS regression models with robust standard errors. In
different columns, the dependent variable equals accuracy beliefs and different trust mea-
sures following Komiak and Benbasat (2006). As we measured trust only in treatments
where participants actually interacted with an AI system, we can only include observa-
tions from the AI and XAI treatments. As independent variables, we include a treatment
dummy for XAI, a dummy indicating agents’ level of expertise, and the interaction effect.
We include controls on agents’ gender, age, level of risk aversion, academic degree, con-
fidence in their evaluation, familiarity with AI technology, and degree of overconfidence.
We denote significance levels by ∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01.

Table 6 reports results from OLS regression analyses where participants’
subjective accuracy and reported levels of emotional and cognitive trust in the
AI system serve as dependent variables. In columns (1), (2), (3), and (4),
we respectively show results for subjective accuracy beliefs, cognitive trust in
competence, emotional trust, and cognitive trust in integrity measure (Komiak
and Benbasat, 2006). As independent variables, we use a treatment dummy
for whether or not participants observed explanations on top of predictions, a
variable indicating that they possess a high level of domain knowledge, and a
corresponding interaction term. We report robust standard errors in parenthe-
ses.

Reported results suggest that real estate agents with a high level of domain
knowledge exhibited lower trust in the competence and lower emotional trust
in a black box AI system than their low domain knowledge counterparts (see
β2 in columns (2) and (3)). This difference may originate from the inability
to determine the inner logic that the AI system applies to arrive at a certain
output. We further find that the additional provision of explanations on top
of predictions has a significantly positive impact on these two trust measures
(see β1 + β3), increasing high expertise agents’ trust in the AI to levels that
are insignificantly different from agents with low domain knowledge (see F -
tests). Notably, we do not find a significant XAI treatment effect for agents
with low domain knowledge, emphasizing the heterogeneous nature of XAI on
trust calibrations in our study.

Table 7 shows results from regression analyses, where the dependent vari-
able is a dummy indicating that a real estate agent’s evaluation of an apartment
equaled the prediction of our AI system. As independent variables of main in-
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Dep. variable: (1) (2)
Evaluation equals prediction
Observing explanation (β1) 0.101 0.077

(0.089) (0.071)
High expertise -0.241** -0.118

(0.107) (0.087)
High expertise*Observing explanation (β3) 0.281** 0.219**

(0.133) (0.103)
Acc. belief 0.006***

(0.002)
Comp. trust 0.023

(0.038)
Emo. trust 0.076***

(0.029)
Integr. trust -0.031

(0.022)
N 782 782
p 0.000 0.000
R2 0.304 0.477

Table 7: Delegation of evaluations and domain knowledge.

Notes: We depict results from random effects GLS regression models with robust standard
errors clustered on the individual level and reported in parentheses. As we measured trust
only in treatments where participants actually interacted with an AI system, we can only
include observations from the AI and XAI treatments. In all columns, the dependent
variable is equal to one when real estate agents’ evaluation coincides with the prediction
and zero otherwise. As independent variables, we include treatment dummies, a dummy
indicating agents’ level of expertise, their interaction effect, subjective accuracy beliefs,
and the three trust measures. We include controls on agents’ gender, age, level of risk
aversion, academic degree, confidence in their evaluation, familiarity with AI technology,
and degree of overconfidence. We denote significance levels by ∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗

p < 0.01.

terest, we include treatment dummies, a variable indicating that they possess
a high level of domain knowledge, and a corresponding interaction term. We
report robust standard errors that we cluster at the individual level in paren-
theses. Our study’s control condition where real estate agents did not observe
a prediction serve as the reference category. Columns (1) and (2) merely differ
regarding the inclusion of the additional control variables measuring subjective
accuracy beliefs and trust in the AI system. We include these measures in col-
umn (2) to examine whether the XAI-driven increase in high expertise agents’
trust in the AI system (see Table 6) can, at least partially, account for the in-
crease in their reliance on the prediction, i.e., we effectively test for a mediation
effect.

A comparison of columns (1) and (2) reveals that the inclusion of the trust
measures causes the coefficient β3 to become considerably smaller in magnitude
(-22.1%). Considering that both the coefficient for subjective accuracy beliefs
and for emotional trust are statistically significant and increase for high expertise
agents through explainability, these results support the notion that the XAI-
driven increase in high expertise agents’ overreliance on predictions is driven by
an increase in these two trust dimensions – at least partially.
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