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CONVEX MONOTONE SEMIGROUPS AND THEIR GENERATORS
WITH RESPECT TO Γ-CONVERGENCE

JONAS BLESSING∗,1, ROBERT DENK∗,2, MICHAEL KUPPER∗,3, AND MAX NENDEL∗∗,4

Abstract. We study semigroups of convex monotone operators on spaces of contin-
uous functions and their behaviour with respect to Γ-convergence. In contrast to the
linear theory, the domain of the generator is, in general, not invariant under the semi-
group. To overcome this issue, we consider different versions of invariant Lipschitz
sets which turn out to be suitable domains for weaker notions of the generator. The
so-called Γ-generator is defined as the time derivative with respect to Γ-convergence
in the space of upper semicontinuous functions. Under suitable assumptions, we
show that the Γ-generator uniquely characterizes the semigroup and is determined
by its evaluation at smooth functions. Furthermore, we provide Chernoff approxima-
tion results for convex monotone semigroups and show that approximation schemes
based on the same infinitesimal behaviour lead to the same semigroup. Our results
are applied to semigroups related to stochastic optimal control problems in finite
and infinite-dimensional settings as well as Wasserstein perturbations of transition
semigroups.
Key words: Convex monotone semigroup, Γ-convergence, Lipschitz set, comparison
principle, Chernoff approximation, optimal control, Wasserstein perturbation.
MSC 2020: Primary 47H20; 47J25; Secondary 35K55; 35B20; 49L20.

1. Introduction

The link between operator semigroups and abstract Cauchy problems through the
infinitesimal behaviour of the semigroup is a classic question in the theory of partial
differential equations. A fundamental result is that strongly continuous semigroups of
bounded linear operators on Banach spaces are uniquely characterized by their infinites-
imal generator. In a nonlinear setting, Alvarez et al. [1] provide an axiomatic foundation
for viscosity solutions to fully nonlinear second-order partial differential equations based
on monotone semigroups which are defined on the space of bounded uniformly contin-
uous functions and satisfy suitable regularity and locality assumptions. This approach
was picked up later by Biton [6] for semigroups on more general spaces of continuous
functions with a certain behaviour at infinity. While these works mainly focus on the
existence and axiomatization of second-order differential operators through semigroups,
the uniqueness of the associated semigroups in terms of their generator is not yet fully
clarified, cf. the discussion in [6, Section 5]. The key ideas of viscosity solutions are
local comparisons with smooth functions and regularizations by introducing additional
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2 CONVEX MONOTONE SEMIGROUPS

viscosity terms. We refer to Fleming and Soner [22, Chapter II.3] for an intuitive discus-
sion on viscosity solutions in an operator-theoretic setting based on abstract dynamic
programming principles. In the present paper we follow a different approach which is
closer to the theory of linear semigroups and based on invariant sets which are suitable
domains for a weaker definition of the generator. In order to provide uniqueness results
for semigroups based on their infinitesimal behaviour, it is crucial that the domain of
the generator is invariant under the semigroup. If we drop the linearity, the invariance
may fail, see [17, Example 5.2]. Additionally, the domain might be even empty, see
Crandall and Liggett [14, Section 4]. For convex semigroups, the invariance can, in gen-
eral, only be guaranteed for spaces with order continuous norm, see [16]. In contrast to
Lp-spaces and Orlicz hearts, which might be too large to handle the nonlinearity, spaces
of continuous functions lack this property. Hence, we are looking for an invariant set
on which we can define the generator in a weaker form such that the semigroup still
represents the unique solution to the associated abstract Cauchy problem. Similar to
Rademacher’s theorem, it turns out that Lipschitz continuous paths of the semigroup
are differentiable in a weaker sense, i.e., the generator can be defined with respect to
Γ-convergence.

Let S := (S(t))t≥0 be a strongly continuous semigroup of convex monotone operators
on a suitable space of continuous functions. On the so-called upper Lipschitz, which is
invariant under the semigroup, we can define the upper Γ-generator

A+
Γ f := Γ- lim sup

h↓0

S(h)f − f
h

.

Likewise we define the Γ-generator AΓf if the limes superior in the previous equation
can be replaced by a Γ-limit. Since the function A+

Γ f is merely upper semicontinuous,
an extension of S to the set of all upper semicontinuous functions is necessary in order
to define the term S(t)A+

Γ f . For that purpose, we follow the ideas of Beer [4]. Under
the assumption that S is continuous from above, there exists a unique extension which
is upper semicontinuous with respect to Γ-convergence. The latter property is crucial
for our work. Moreover, on the set of upper semicontinuous functions, the concept
of Γ-convergence satisfies desirable stability properties, see, e.g., Dal Maso [15] and
Rockafellar and Wets [38].

Our first main result is a comparison principle which implies, in particular, that con-
vex monotone semigroups are uniquely determined by their upper Γ-generator on their
upper Lipschitz set, see Theorem 2.10 and Corollary 2.11. Second, under additional
assumptions, we show that AΓf = Γ- limn→∞AΓfn if (fn)n∈N is a suitable approxi-
mating sequence for f , see Theorem 3.4. Typically, the approximating sequence can be
constructed via convolutions with mollifiers or sup-inf-convolutions. In particular, we
obtain an explicit description of AΓf if, for smooth functions, the Γ-generator is given
as a convex functional of certain partial derivatives. It was shown in Alvarez et al. [1]
and Biton [6] that this is the case for typical fully nonlinear PDEs. Third, we study
approximation schemes of the form

S(t)f = lim
l→∞

(
I(2−nlt)

)2nl t
f

which are known as Chernoff approximations [11, 12] or Trotter formulae [42, 43]. In
this case, key properties of S can be obtained from the corresponding properties of I,
see Theorem 4.3 and Theorem 4.6.



CONVEX MONOTONE SEMIGROUPS 3

The semigroups we consider are upper semicontinuous with respect to Γ-convergence
and sequentially continuous in buc1, see Lemma 2.6 and Lemma 2.7. The idea of
weakening topological properties of the semigroup is already present in the literature.
Goldys and Kocan [24], van Casteren [44], Kunze [30] and Kraaij [28] study linear semi-
groups in strict topologies, see also Kraaij [26] and Yosida [46] for semigroups in locally
convex spaces. Furthermore, equi-continuity in the strict topology is suitable for stabil-
ity results. Kraaij [29] provides convergence results for nonlinear semigroups based on
the connection between viscosity solutions to Hamilton–Jacobi equations and pseudo-
resolvents and, in [27], Γ-convergence of functionals on path-spaces is established. A
classical approach to nonlinear semigroups concentrates on the study of maximal mono-
tone or m-accretive operators, see, e.g., Barbu [2], Bénilan and Crandall [5], Brézis [9],
Kato [25] and the references therein. However, there exist simple examples of operators
which are accretive but not m-accretive, see, e.g., [17, Example 5.2]. This obstacle was
one of the motivations for the study of viscosity solutions to fully nonlinear equations,
cf. Lions [32], Crandall et.al. [13] and Evans [19, Section 4].

In Section 5, the abstract results are applied to several classes of examples. In
Subsection 5.1, we show that dynamic stochastic optimal control problems for drift and
volatility controlled diffusions can be approximated by iterating a corresponding static
control problem, where we only take simple deterministic controls. Moreover, the study
of the so-called symmetric Lipschitz set yields a regularity result for the corresponding
PDE even in the degenerate case. In Subsection 5.2, we show that, in the sublinear
case, the previous approximation result can be lifted to an infinite-dimensional setting.
In Subsection 5.3, we show that non-parametric Wasserstein perturbations of transition
semigroups asymptotically coincide with perturbations which have a finite-dimensional
parameter space. As a byproduct, we recover the Talagrand T2 inequality for the normal
distribution.

2. Comparison of convex monotone semigroups on Lipschitz sets

2.1. Setup and Γ-convergence. Let (X, d) be a complete separable metric space and
denote by B(x, r) := {y ∈ X : d(x, y) ≤ r} the closed ball with radius r ≥ 0 around
x ∈ X. We endow the set of all functions with the pointwise order, i.e., f ≤ g if and
only if f(x) ≤ g(x) for all f, g : X → [−∞,∞) and x ∈ X. All order-related notions
(sup, inf, max, min, lim sup, etc.) for such functions are understood with respect to this
order. We define f ∨g := max{f, g}, f ∧g := min{f, g}, f+ := f ∨0 and f− := −(f ∧0)
for all f, g : X → [−∞,∞), where f−(x) :=∞ if f(x) = −∞.

We slightly relax the supremum norm in order to include unbounded functions with
controlled growth behaviour at infinity. For this, we fix a bounded continuous function
κ : X → (0,∞) and consider the κ-weighted supremum norm

‖f‖κ := sup
x∈X
|f(x)|κ(x) ∈ [0,∞] for all f : X → [−∞,∞).

Let Cκ be the space of all continuous functions f : X → R with ‖f‖κ < ∞ and Uκ be
the set of all upper semicontinuous functions f : X → [−∞,∞) with ‖f+‖κ < ∞. If
κ ≡ 1, then ‖ · ‖κ is the usual supremum norm ‖ · ‖∞, Cκ coincides with the space Cb

of all bounded continuous functions and Uκ is the set Ub of all upper semicontinuous
functions which are bounded above by a real constant. Since the mapping

Cκ → Cb, f 7→ fκ

1A sequence converges buc if and only if it is bounded and converges uniformly on compacts. On
Polish spaces, a sequence converges buc if and only if it converges in the strict topology, see [39].
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is an order-preserving linear isometric isomorphism, the space Cκ is a Banach lattice.
Note that

Uκ = (Cκ)δ :=
{

inf
n∈N

fn : (fn)n∈N ⊂ Cκ

}
.2

Let (fn)n∈N ⊂ Uκ be a sequence and f ∈ Uκ. We write fn ↓ f if (fn)n∈N decreases
pointwise to f . If fn and f are real-valued, we say that fn → f uniformly on compacts
if supx∈K |f(x)− fn(x)| → 0 for every compact set K ⊂ X. Furthermore, a set F ⊂ Uκ

is called bounded if supf∈F ‖f‖κ <∞ and bounded above if supf∈F ‖f+‖κ <∞.

Definition 2.1. For every sequence (fn)n∈N ⊂ Uκ, which is bounded above, we define(
Γ- lim sup

n→∞
fn

)
(x) := sup

{
lim sup
n→∞

fn(xn) : (xn)n∈N ⊂ X with xn → x
}
∈ [−∞,∞)

for all x ∈ X. Moreover, we say that f = Γ- limn→∞ fn with f ∈ Uκ if, for every x ∈ X,
• f(x) ≥ lim supn→∞ fn(xn) for every sequence (xn)n∈N ⊂ X with xn → x,
• f(x) = limn→∞ fn(xn) for some sequence (xn)n∈N ⊂ X with xn → x.

For every t ≥ 0 and (fs)s≥0 ⊂ Uκ, which bounded above, we define

Γ- lim sup
s→t

fs := sup
{

Γ- lim sup
n→∞

fsn : sn → t
}
∈ Uκ.

Furthermore, we say that f = Γ- lims→t fs with f ∈ Uκ if f = Γ- limn→∞ fsn for all
sequences (sn)n∈N ⊂ [0,∞) with sn → t.

For further details and a summary of basic results on Γ-convergence, we refer to
Appendix A. The following geometric characterization of the Γ- lim sup is based on
the work of Beer [4]. We will use it throughout this work to link Γ-convergence with
monotone convergence and Γ-upper semicontinuity with continuity from above.

Remark 2.2. For every f ∈ Uκ, there exists a family (f
ε
)ε>0 ⊂ Uκ with

f
ε ↓ f as ε ↓ 0 and − 1

ε ≤ f
ε
κ ≤ ‖f+‖κ + ε for all ε > 0.

Furthermore, let (fn)n∈N ⊂ Uκ be bounded above. Then, it holds Γ- lim supn→∞ fn ≤ f
if and only if, for every ε > 0 and K ⊂ X compact, there exists n0 ∈ N such that

fn(x) ≤ f ε(x) for all x ∈ K and n ≥ n0.

The family (f
ε
)ε>0 is explicitly constructed in Appendix A.

2.2. Convex monotone semigroups on Lipschitz sets. Let S := (S(t))t≥0 be a
family of operators S(t) : Cκ → Uκ. The norm generator is defined by

A : D(A)→ Cκ, f 7→ lim
h↓0

S(h)f − f
h

,

where the domain D(A) consists of all f ∈ Cκ such that S(t)f ∈ Cκ for all t ≥ 0,
the previous limit exists with respect to the norm ‖ · ‖κ and S(s + t)f = S(s)S(t)f
for all s, t ≥ 0. As previously discussed, the assumption S(t) : D(A) → D(A) for all
t ≥ 0 is, in general, too restrictive. We point out that this problem can not be avoided
by restricting the semigroup and the generator to a subspace of Cκ. Hence, instead of
considering the largest set on which the right derivative of the trajectories t 7→ S(t)f
exists with respect to the norm, we consider the largest set on which the trajectories
are merely (upper) Lipschitz continuous. For these trajectories the right derivative can
still be defined as a limes superior. This brings us to the following crucial definition.

2It holds f(x) = infn∈N supy∈X
1

κ(x)

(
max{(fκ)(y),−n} − n2d(x, y)

)
for all f ∈ Uκ and x ∈ X.



CONVEX MONOTONE SEMIGROUPS 5

Definition 2.3. The upper Lipschitz set LS+ consists of all f ∈ Cκ such that
(i) S(t)f ∈ Cκ for all t ≥ 0,
(ii) S(s+ t)f = S(s)S(t)f for all s, t ≥ 0,
(iii) there exist h0 > 0 and c ≥ 0 with

(
S(h)f − f

)
κ ≤ ch or all h ∈ [0, h0].

Furthermore, we define the upper Γ-generator by

A+
Γ f := Γ- lim sup

h↓0

S(h)f − f
h

∈ Uκ for all f ∈ LS+.

By definition, it holds D(A) ⊂ LS+ and Af = A+
Γ f for all f ∈ D(A). Furthermore,

we will see in Section 3 that, under additional assumptions, the limes superior in the
previous definition can be replaced by a limit. The invariance of the upper Lipschitz
set, i.e., S(t) : LS+ → LS+ for all t ≥ 0, does not require further assumptions and is
shown in Remark 2.9 below. While Af ∈ Cκ holds by definition, A+

Γ f is not necessarily
continuous and may take the value −∞. Hence, in order to to give the term S(t)A+

Γ f
a meaning, an extension of S from Cκ to Uκ is necessary. Moreover, the argumentation
in this article relies heavily on the fact that the extension is Γ-upper semicontinuous in
time and continuous from above. This can be achieved under the following assumption
which holds throughout the rest of this section. Let BCκ(0, r) := {f ∈ Cκ : ‖f‖κ ≤ r}
and BUκ(0, r) := {f ∈ Uκ : ‖f‖κ ≤ r} be the closed balls with radius r ≥ 0 around zero
in Cκ and Uκ, respectively.

Assumption 2.4. The family S := (S(t))t≥0 of operators S(t) : Cκ → Uκ satisfies the
following conditions:
(S1) The operator S(t) is convex and monotone,3 and S(t)0 = 0 for all t ≥ 0.
(S2) For every t ≥ 0, the operator S(t) is continuous from above, i.e., S(t)fn ↓ S(t)f

for all sequences (fn)n∈N ⊂ Cκ and f ∈ Cκ with fn ↓ f .
(S3) Γ- lim sups→t S(s)f ≤ S(t)f and S(0)f = f for all t ≥ 0 and f ∈ Cκ.
(S4) sups∈[0,t] supf∈BCκ (0,r) ‖S(s)f‖κ <∞ for all r, t ≥ 0.

Since Cκ is a Banach lattice and S(t) is convex, it is sufficient to require condition (S2)
for some f ∈ Cκ, e.g., f = 0. Although, in many examples, S is a priori only defined
on a closed subspace C ⊂ Cκ, we assume that S is defined on the whole space Cκ. The
reason behind this is the fact that the property Uκ = (Cκ)δ together with condition (S2)
ensures the existence of a pointwise extension to Uκ which is again continuous from
above and satisfies the conditions (S1)-(S4) for all f ∈ Uκ. If Uκ = Cδ, it is sufficient to
state Assumption 2.4 with C instead of Cκ. We conclude this subsection with the crucial
observation that S is simultaneously upper semicontinuous in the variables t and f , see
Lemma 2.6 below. Moreover, we state some further comments about Definition 2.3 and
Assumption 2.4. Let Bκ be the space of all Borel measurable functions f : X → [−∞,∞)
with ‖f+‖κ <∞.

Remark 2.5. We discuss the extension of S from Cκ to Uκ. For a proof, we refer to
Corollary C.3.

(i) Fix t ≥ 0. Since S(t) : Cκ → Uκ is continuous from above and Uκ = (Cκ)δ, there
exists a unique extension S(t) : Uκ → Uκ which is continuous from above. The
family of extended operators satisfies the conditions (S1)-(S4) with Uκ instead of
Cκ. In addition, for every x ∈ X, the functional

Uκ → [−∞,∞), f 7→ (S(t)f)(x)

3The mapping Cκ → [−∞,∞), f 7→ (S(t)f)(x) is convex and monotone for all x ∈ X.
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can even be extended to Bκ in such a way that, for every ε > 0 and c ≥ 0, there
exists a compact set K ⊂ X with

(
S(t)

(
c
κ1Kc

))
(x) ≤ ε. Here, Kc := X\K.

(ii) Fix t ≥ 0 and K ⊂ X compact. Let (fn)n∈N ⊂ Uκ be a sequence with fn ↓ 0. By
part (i), the mapping

[0, t]×K → R, (s, x) 7→
(
S(s)fn

)
(x)

is upper semicontinuous for all n ∈ N and decreases pointwise to zero as n→∞.
It thus follows from Dini’s theorem that

sup
(s,x)∈[0,t]×K

(
S(s)fn

)
(x) ↓ 0 as n→∞.

Moreover, for every ε > 0 and c ≥ 0, there exists a compact set K1 ⊂ X with

sup
(s,x)∈[0,t]×K

(
S(s)

(
c
κ1Kc

1

))
(x) ≤ ε.

Lemma 2.6. Let (fn)n∈N ⊂ Uκ be bounded above and (tn)n∈N ⊂ [0,∞) a convergent
sequence. Define f := Γ- lim supn→∞ fn and t := limn→∞ tn. Then,

Γ- lim sup
n→∞

S(tn)fn ≤ S(t)f.

Proof. Let ε ∈ (0, 1] and K ⊂ X compact. By Remark 2.2, there exists n0 ∈ N with
fn(x) ≤ f ε(x) for all x ∈ K and n ≥ n0. We use the fact that f ε ≥ −1/εκ together with
the monotonicity of S(tn) to come up with

S(tn)fn ≤ S(tn)
(
f
ε

+ cε
κ 1Kc

)
for all n ≥ n0,

where cε := supn∈N ‖f+
n ‖κ + 1/ε <∞. For all λ ∈ (0, 1), the convexity of S(tn) implies

S(tn)
(
f
ε

+ cε
κ 1Kc

)
≤ λS(tn)

(
1
λf

ε)
+ (1− λ)S(tn)

(
cε

κ(1−λ)1Kc

)
.

Hence, it follows from Lemma A.1(iv) and Remark 2.5(i) that

Γ- lim sup
n→∞

S(tn)fn ≤ λS(t)
(

1
λf

ε)
+ (1− λ) sup

n∈N
S(tn)

(
cε

κ(1−λ)1Kc

)
.

Since K ⊂ X is arbitrary, we can use Remark 2.5(ii) to conclude that

Γ- lim sup
n→∞

S(tn)fn ≤ λS(t)
(

1
λf

ε)
.

Furthermore, f εκ ≤ ‖f+‖κ + ε ≤ cε and the monotonicity of S(t) yield

Γ- lim sup
n→∞

S(tn)fn ≤ λS(t)
(

1
λf

ε) ≤ λS(t)
(
f
ε

+
(

1
λ − 1

)
cε
κ

)
.

Since S(t) is continuous from above, the right-hand side converges to S(t)f
ε as λ ↑ 1.

Thus, it follows from f
ε ↓ f that

Γ- lim sup
n→∞

S(tn)fn ≤ S(t)f
ε ↓ S(t)f as ε ↓ 0. �

Lemma 2.7. Let (fn)n∈N ⊂ Cκ be a bounded sequence and f ∈ Cκ with fn → f
uniformly on compacts. Then, S(t)fn → S(t)f uniformly on compacts for all t ≥ 0.

Proof. Let K ⊂ X be compact and ε > 0. Choose δ, λ ∈ (0, 1) with

(1− λ)‖S(t)f‖κ < ε
3 and c‖(1− λ)f + δ‖κ < ε

3 , (2.1)
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where the constant c ≥ 0 will be fixed later. By Remark 2.5(ii), there exists a compact
set K1 ⊂ X with K ⊂ K1 such that

sup
x∈K

(
(1− λ)S(t)

(
c

(1−λ)κ1Kc
1

))
(x) < ε

3 .

Since fn → f uniformly on compacts, there exists n0 ∈ N with fn ≤ f + δ + c1
κ 1Kc

1
for

all n ≥ n0, where c1 := supn∈N 2‖fn‖κ. Monotonicity and convexity of S(t) imply

S(t)fn ≤ λS(t)
(f+δ

λ

)
+ (1− λ)S(t)

(
c1

(1−λ)κ1Kc
1

)
for all n ≥ n0.

By Lemma B.2(ii), there exists a constant c2 ≥ 0 such that∥∥∥λS(t)
(f+δ

λ

)
− S(t)f

∥∥∥
κ
≤ c2‖(1− λ)f + δ‖κ + (1− λ)‖S(t)f‖κ.

Now, choose δ, λ ∈ (0, 1) such that condition (2.1) is satisfied with c := c1 ∨ c2. Then,(
S(t)fn

)
(x) ≤

(
S(t)f

)
(x) + ε for all n ≥ n0 and x ∈ K.

Since (fn)n∈N is bounded, we can change the role of f and fn in the previous consider-
ations in order to obtain the reverse estimate. �

The following lemma shows that the upper Lipschitz set is invariant.

Lemma 2.8. It holds S(t) : LS+ → LS+ for all t ≥ 0.

Proof. Let f ∈ LS+. Choose h0 ∈ (0, 1] and c ≥ 0 such that
(
S(h)f − f

)
κ ≤ ch for all

h ∈ [0, h0]. We use S(h)S(t)f = S(h + t) = S(t + h) = S(t)S(h)f , Lemma B.1, the
monotonicity of S(t) and Lemma B.2 to estimate(

S(h)S(t)f − S(t)f

h

)
κ ≤

(
S(t)

(
f +

(S(h)f − f)+

h

)
− S(t)f

)
κ

≤ c′
∥∥∥∥(S(h)f − f)+

h

∥∥∥∥
κ

≤ c′ch for all h ∈ (0, h0],

where c′ ≥ 0 is a constant independent of h ∈ (0, h0]. �

In the next remark, we give an outlook on stronger versions of the Lipschitz set.
Furthermore, we discuss some results about the Lipschitz set from the theory of linear
semigroups. Most of these results rely on the reflexivity of the underlying Banach space,
a property which Cκ does not have.

Remark 2.9.
(i) Similar to LS+, one can define the Lipschitz set LS , consisting of all f ∈ Cκ with

• S(t)f ∈ Cκ for all t ≥ 0,
• S(s+ t)f = S(s)S(t)f for all s, t ≥ 0,
• there exists h0 > 0 and c ≥ 0 with ‖S(h)f − f‖κ ≤ ch for all h ∈ [0, h0].

Furthermore, we define the symmetric Lipschitz set LSsym := {f ∈ LS : −f ∈ LS}.
While S(t) : LS → LS for all t ≥ 0 follows by a similar argumentation as in the
proof of Lemma 2.8, the invariance of LSsym can, in general, not be guaranteed.
However, in several examples, the symmetric Lipschitz set is invariant and can, in
contrast to LS+ and LS , be determined explicitly. This leads to regularity results
for the associated semigroup, see [7, 8] and Subsection 5.1.
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(ii) Let T := (T (t))t≥0 be a be a strongly continuous semigroup of bounded linear
operators on a Banach space X . For simplicity, we assume that the growth bound
of T is negative, i.e., there exist c ≥ 0 and ω < 0 with ‖T (t)x‖ ≤ ceωt‖x‖ for all
x ∈ X . Then, the set

F1 :=
{
x ∈ X : sup

h>0

∥∥∥T (h)x− x
h

∥∥∥ <∞}
is called the Favard space or the saturation class of T , a notion coming from
approximation theory, see, e.g., [10, Section 2.1] and [18, Section II.5.b]. Denoting
by A the norm generator of T , it is known that F1 = D(A) holds if X is reflexive,
see [10, Theorem 2.1.2]. If T is even holomorphic, then F1 = (X , D(A))1,∞,
see [33, Proposition 2.2.2]. Here, (·, ·)1,∞ stands for the real interpolation functor.
However, for non-reflexive X , an explicit description of F1 seems to be unknown
in many cases.

2.3. Comparison and uniqueness. Based on the preliminary work of the previous
two subsections, we can now prove the following comparison principle which is the main
result of Section 2. Basically, a semigroup satisfying Assumption 2.4 can be seen as the
minimal Γ-supersolution of the associated abstract Cauchy problem. Furthermore, the
semigroup is uniquely determined by its upper Γ-generator. In the next section, we will
prove approximation results which show that, in many examples, the evaluation of the
generator at smooth functions is sufficient to determine the Γ-generator and thus the
semigroup.

Theorem 2.10. Fix T ≥ 0 and f ∈ LS+. Let u : [0, T ]→ LS+ be a bounded function with
u(0) = f and Γ- lim sups→t u(s) ≤ u(t) for all t ∈ [0, T ]. Assume that, for all t ∈ [0, T ),

lim sup
h↓0

∥∥∥(u(t+ h)− u(t)

h

)−∥∥∥
κ
<∞, (2.2)

Γ- lim sup
h↓0

(
A+

Γu(t)− u(t+ h)− u(t)

h

)
≤ 0. (2.3)

Then, it holds S(t)f ≤ u(t) for all t ∈ [0, T ].

Proof. Fix t ∈ [0, T ]. We prove that the function v : [0, t] → LS+, s 7→ S(t − s)u(s)
satisfies v(0) ≤ v(s) for all s ∈ [0, t]. First, we show that

lim inf
h↓0

v(s+ h)− v(s)

h
≥ 0 for all s ∈ [0, t). (2.4)

Let s ∈ [0, t). Because of u(s) ∈ LS+ and condition (2.2), there exists h0 > 0 with

c := sup
h∈(0,h0]

max

{∥∥∥(S(h)u(s)− u(s)

h

)+∥∥∥
κ
,
∥∥∥(u(s+ h)− u(s)

h

)−∥∥∥
κ

}
<∞. (2.5)

For every h ∈ (0, h0], we define

fh := max

{
S(h)u(s)− u(s)

h
,− c

κ

}
and gh := max

{
−u(s+ h)− u(s)

h
,− c

κ

}
.

It follows from Lemma A.1(vi) that

f := Γ- lim sup
h↓0

fh = max
{
A+

Γu(s),− c
κ

}
.
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Furthermore, we can use inequality (2.3), equation (2.5) and Lemma A.1(vi) to estimate

Γ- lim sup
h↓0

(f + gh) ≤ 0. (2.6)

Let ε > 0. By the boundedness of u and condition (S4), there exists λ ∈ (0, 1] such that

sup
a,b∈[0,t]

λ‖S(a)u(b)‖κ < ε. (2.7)

Lemma B.1 and inequality (2.7) imply

− lim inf
h↓0

v(s+ h)− v(s)

h
= lim sup

h↓0

v(s)− v(s+ h)

h

= lim sup
h↓0

S(t− s− h)S(h)u(s)− S(t− s− h)u(s+ h)

h

≤ lim sup
h↓0

λ

(
S(t− s− h)

(
S(h)u(s)− u(s+ h)

λh
+ u(s+ h)

)
− S(t− s− h)u(s+ h)

)
≤ lim sup

h↓0
λS(t− s− h)

(
fh + gh
λ

+ u(s+ h)

)
+
ε

κ
.

Furthermore, the boundedness of (gh)h∈(0,h0], (fh)h∈(0,h0], and u together with condi-
tion (S1), condition (S4) and Remark 2.5(ii) ensure that we can apply Lemma C.4 to
estimate

lim sup
h↓0

λS(t−s−h)

(
fh + gh
λ

+ u(s+ h)

)
≤ lim sup

h↓0
λS(t−s−h)

(
f + gh
λ

+ u(s+ h)

)
.

Lemma 2.6, inequality (2.6), Lemma A.1(iv), Γ- lim suph↓0 u(s+h) ≤ u(s) and inequal-
ity (2.7) yield

lim sup
h↓0

λS(t− s− h)

(
f + gh
λ

+ u(s+ h)

)
≤ λS(t− s)u(s) ≤ ε

κ
.

We combine the previous estimates and let ε ↓ 0 to obtain the inequality in (2.4).
Second, we adapt the proof of [36, Lemma 1.1 in Chapter 2] to show v(0) ≤ v(s) for

all s ∈ [0, t]. Let x ∈ X and ε > 0. Define v(s, x) := (v(s))(x) and

vε(·, x) : [0, t]→ R, s 7→ v(s, x) + εs.

Moreover, let s0 := sup{s ∈ [0, t] : vε(0, x) ≤ vε(s, x)}. From Γ- lim supr→s u(r) ≤ u(s)
and Lemma 2.6, we obtain that vε(·, x) is upper semicontinuous. In particular, it
holds vε(0, x) ≤ vε(s0, x). By contradiction, we assume that s0 < t. Let (sn)n∈N ⊂
(s0, t] be a sequence with sn ↓ s0. It follows from vε(sn, x) < vε(0, x) ≤ vε(s0, x) and
inequality (2.4) that

0 ≥ lim sup
n→∞

vε(sn, x)− vε(s0, x)

sn − s0
= lim sup

n→∞

v(sn, x)− v(s0, x)

sn − s0
+ ε ≥ ε > 0.

This implies vε(0, x) ≤ vε(t, x) and therefore v(0, x) ≤ v(t, x) as ε ↓ 0. In particular, we
obtain S(t)f = v(0) ≤ v(t) = u(t). �

Having a close look at the proof of the previous theorem, it seems natural to replace
the conditions (2.2) and (2.3) by the assumption that

lim sup
h↓0

∥∥∥(S(h)u(t)− u(t+ h)

h

)+∥∥∥
κ
<∞ and Γ- lim sup

h↓0

S(h)u(t)− u(t+ h)

h
≤ 0.
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Indeed, the previous theorem remains valid and the proof simplifies. In particular, we
do not need the technical Lemma C.4. However, in examples, this assumption is not
verifiable. Lemma A.1(iv) implies that condition (2.3) is satisfied if

A+
Γu(t) ≤ Γ- lim infh↓0

u(t+ h)− u(t)

h
:= −

(
Γ- lim sup

h↓0
−u(t+ h)− u(t)

h

)
.

Furthermore, it follows from Remark 2.2 that condition (2.3) is satisfied if

lim
h↓0

(
A+

Γu(t)− u(t+ h)− u(t)

h

)+
= 0

uniformly on compacts. We conclude this subsection with a comparison result for convex
monotone semigroups and a remark on the concept of a Γ-supersolution.

Corollary 2.11. Let (T (t))t≥0 be another family of operators T (t) : Cκ → Uκ with
Lipschitz set LT and upper Γ-generator B+

Γ . Suppose that T satisfies Assumption 2.4.
Furthermore, let D ⊂ LT ∩ LS+ satisfy T (t) : D → D for all t ≥ 0 and

A+
Γ f ≤ B

+
Γ f for all f ∈ D. (2.8)

Then, it holds S(t)f ≤ T (t)f for all t ≥ 0 and f ∈ D such that the limit

B+
Γ f = lim

h↓0

T (h)f − f
h

∈ Cκ

exists uniformly on compacts.

Proof. Define u(t) := T (t)f for all t ≥ 0 and f ∈ D. Assumption 2.4 and the invariance
of D ⊂ LS+ imply that u : [0,∞) → LS+ is a well-defined mapping with u(0) = 0 which
is bounded on compact intervals and satisfies Γ- lim sups→t u(s) ≤ u(t) for all t ≥ 0.
Condition (2.2) also holds due to the invariance of D ⊂ LT .

It remains to verify condition (2.3). For every t ≥ 0 and h > 0, we use u(t) ∈ D and
inequality (2.8) to estimate

A+
Γu(t)− u(t+ h)− u(t)

h
≤ B+

Γ u(t)− u(t+ h)− u(t)

h
.

Let (hn)n∈N ⊂ (0,∞) be a sequence with hn ↓ 0. For every n ∈ N, we have

B+
Γ u(t)− u(t+ hn)− u(t)

hn
= B+

Γ u(t)− gn + gn −
u(t+ hn)− u(t)

hn
, (2.9)

where gn := 1
hn

(
T (t)(f + hnB

+
Γ f)− T (t)f

)
. It follows from Lemma B.1 that

T (t)(f + hnB
+
Γ f)− T (t)

(
T (hn)f − f

hn
−B+

Γ f + f + hnB
+
Γ f

)
≤ gn −

u(t+ hn)− u(t)

hn
=
T (t)(f + hnB

+
Γ f)− T (t)T (hn)f

hn

≤ T (t)

(
−
(
T (hn)f − f

hn
−B+

Γ f

)
+ T (hn)f

)
− T (t)T (hn)f.

Combining the previous estimate with Lemma 2.7 yields

gn −
u(t+ hn)− u(t)

hn
→ 0

uniformly on compacts. Furthermore, since T (t) is convex, the sequence (gn)n∈N is non-
increasing. Hence, there exists a function g ∈ Uκ with gn ↓ g. We use Lemma A.1(iii)
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and (v) to conclude g = B+
Γ u(t). It follows from inequality (2.9), B+

Γ u(t)− gn ≤ 0 and
Lemma A.1(iv) that condition (2.3) is satisfied. Theorem 2.10 yields S(t)f ≤ T (t)f . �

Remark 2.12. Let T ≥ 0 and f ∈ LS+. A function u : [0, T ] → LS+ can be seen as a
Γ-supersolution of the equation

∂tu(t) = A+
Γu(t) for all t ∈ [0, T ], u(0) = f, (2.10)

if u satisfies the conditions from Theorem 2.10. Let f ∈ LS such that the limit

A+
Γ f = lim

h↓0

S(h)f − f
h

∈ Cκ

exists uniformly on compacts. Define u0(t) := S(t)f for all t ∈ [0, T ]. It follows from
the proof of Corollary 2.11 with T := S and Theorem 2.10 that u0 is the smallest
Γ-supersolution of equation (2.10). In this way, for a large class of fully nonlinear equa-
tions, we obtain a solution concept which is directly related to the idea of semigroups
and their generators.

3. Approximation of the Γ-generator

Throughout this section, let S := (S(t))t≥0 be a family of operators S(t) : Cκ → Uκ

satisfying Assumption 2.4. A priori it is not clear how the upper Γ-generator can
be computed and whether the limes superior in the definition of A+

Γ can be replaced
by a limit. In many examples, the norm generator can be computed explicitly for
smooth functions as a differential operator. Furthermore, we want to recall that linear
differential operators are typically closed and uniquely determined by the evaluation
at smooth functions. Here, we do not claim that AΓ is closed, i.e., that the graph of
AΓ is a closed subset of Cκ × Uκ. However, under additional assumptions, we obtain
approximation results for the Γ-generator.

Definition 3.1. The Γ-generator is defined by

AΓ : D(AΓ)→ Uκ, f 7→ Γ- lim
h↓0

S(h)f − f
f

,

where the domain D(AΓ) consists of all f ∈ LS+ such that the previous limit exists.

In the sequel, we denote by S the family of extended operators S(t) : Uκ → Uκ

satisfying condition (S1)-(S4) with Uκ instead of Cκ, see Remark 2.5. For every t ≥ 0,
f ∈ Uκ and x ∈ X, we define the pointwise integral(ˆ t

0
S(s)f ds

)
(x) :=

ˆ t

0

(
S(s)f

)
(x) ds.

3.1. General approximation results. The goal of this subsection is to prove an ap-
proximation result of the following form: for every f ∈ LS+ and (fn)n∈N ⊂ D(AΓ),
which is bounded above such that (AΓfn)n∈N is also bounded above and fn → f
uniformly on compacts, it holds A+

Γ f = Γ- lim supn→∞AΓfn. While the inequality
A+

Γ f ≤ Γ- lim supn→∞AΓfn is always satisfied, the reverse inequality only holds un-
der an additional assumption on S and for special choices of the sequence (fn)n∈N.
This is, for example, the case if S is translation invariant and (fn)n∈N is generated by
convolution, see Subsection 3.2. We need the following auxiliary estimate.
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Lemma 3.2. For every r, t0 ≥ 0 and ε > 0, there exists λ0 ∈ (0, 1] such that

S(t)f − f ≤ λ
ˆ t

0
S(s)

( 1

λ
A+

Γ f + f
)

ds+
εt

κ

for all t ∈ [0, t0], f ∈ BCκ(0, r) ∩ LS+ and λ ∈ (0, λ0].

Proof. Fix r, t0 ≥ 0 and ε > 0. By condition (S4) we can choose λ0 ∈ (0, 1] such that

sup
s∈[0,t0]

sup
f∈BCκ (0,r)

λ0‖S(s)f‖κ ≤ ε and λ0t0 ≤ 1. (3.1)

In the sequel, we fix t ∈ [0, t0], f ∈ BCκ(0, r) ∩ LS+ and λ ∈ (0, λ0]. Define hn := 2−nt

and tkn := k2−nt for all k, n ∈ N0. For every n ∈ N, it follows from the semigroup
property of S on LS+, inequality (3.1) and Lemma B.1 that

S(t)f − f =

2n∑
k=1

(
S(tkn)f − S(tk−1

n )f
)

=

2n∑
k=1

(
S(tk−1

n )S(hn)f − S(tk−1
n )f

)
≤ λhn

2n∑
k=1

(
S(tk−1

n )

(
S(hn)f − f

λhn
+ f

)
− S(tk−1

n )f

)

≤ λhn
2n∑
k=1

S(tk−1
n )

(
S(hn)f − f

λhn
+ f

)
+
εt

κ

= λ

ˆ t

0

2n∑
k=1

S(tk−1
n )

(
S(hn)f − f

λhn
+ f

)
1[tk−1

n ,tkn)(s) ds+
εt

κ
.

We use Fatou’s lemma and Lemma 2.6 to conclude that

S(t)f − f ≤ λ
ˆ t

0
lim sup
n→∞

n∑
k=1

S(tk−1
n )

(
S(hn)f − f

λhn
+ f

)
1[tk−1

n ,tkn)(s) ds+
εt

κ

≤ λ
ˆ t

0
S(s)

( 1

λ
A+

Γ f + f
)

ds+
εt

κ
.

Note that the sequence inside the integral, to which we apply Fatou’s lemma, is bounded
from above, because of f ∈ LS+ and condition (S4). �

Theorem 3.3. Let (fn)n∈N ⊂ LS+ be a bounded sequence and f ∈ Cκ with fn → f

uniformly on compacts and (A+
Γ fn)n∈N bounded above. Then,

f ∈ LS+ and A+
Γ f ≤ Γ- lim sup

n→∞
A+

Γ fn.

Proof. Let ε > 0. Choose λ0 ∈ (0, 1] such that Lemma 3.2 holds with r := supn∈N ‖fn‖κ
and t0 := 1. For every h ∈ (0, 1] and λ ∈ (0, λ0], we use Lemma 2.7, Fatou’s lemma,
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Lemma 2.6 and Lemma A.1(iv) to conclude that

S(h)f − f
h

= lim
n→∞

S(h)fn − fn
h

≤ lim sup
n→∞

λ

h

ˆ h

0
S(s)

( 1

λ
A+

Γ fn + fn

)
ds+

ε

κ

≤ λ

h

ˆ h

0
lim sup
n→∞

S(s)
( 1

λ
A+

Γ fn + fn

)
ds+

ε

κ

≤ λ

h

ˆ h

0
S(s)

( 1

λ
g + f

)
ds+

ε

κ
,

where g := Γ- lim supn→∞A
+
Γ fn. In particular, condition (S4) implies f ∈ LS+. More-

over, it follows from Lemma A.1(iv), Lemma 2.6 and S(0) = idUκ that

A+
Γ f ≤ Γ- lim sup

h↓0

λ

h

ˆ h

0
S(s)

( 1

λ
g + f

)
ds+

ε

κ
≤ g + λf +

ε

κ
.

Letting ε ↓ 0 and λ ↓ 0, we obtain A+
Γ f ≤ Γ- lim supn→∞A

+
Γ fn. �

Under additional assumptions on the approximating sequence (fn)n∈N, we also obtain
the reverse estimate for the upper Γ-generator and that f ∈ D(AΓ).

Theorem 3.4. Let (fn)n∈N ⊂ D(AΓ) be a bounded sequence and f ∈ Cκ with fn → f
uniformly on compacts and (AΓfn)n∈N is bounded above. Assume that, for every ε > 0,
there exists a sequence (rn)n∈N ⊂ (0,∞) with rn → 0 such that(

S(h)fn − fn
h

)
(x) ≤ sup

y∈B(x,rn)

(
S(h)f − f

h

)
(y) +

ε

κ(x)
(3.2)

for all h ∈ (0, 1], n ∈ N and x ∈ X. Then, f ∈ D(AΓ) and AΓf = Γ- limn→∞AΓfn.

Proof. First, let (hm)m∈N ⊂ (0, 1] be a sequence with hm → 0. By Theorem 3.3 and
Lemma A.1(i), there exists a subsequence, which is still denoted by (hm)m∈N, such that

g1 := Γ- lim
m→∞

S(hm)f − f
hm

∈ Uκ exists. (3.3)

Moreover, since (AΓfn)n∈N is bounded above and due to Lemma A.1(i), every subse-
quence (fnk)k∈N has a further subsequence (fnkl )l∈N such that

g2 := Γ- lim
l→∞

AΓfnkl ∈ Uκ exists. (3.4)

To simplify the notation, we subsequently write fl := fnkl . Theorem 3.3 implies

g1 ≤ A+
Γ f ≤ Γ- lim

l→∞
AΓfl = g2.

Second, we show that g1 ≥ g2. To do so, let x ∈ X and ε > 0. By definition of the
Γ-limit, we can choose a sequence (xl)l∈N ⊂ X with xl → x such that(

Γ- lim
l→∞

AΓfl

)
(x) = lim

l→∞
AΓfl(xl).

In addition, there exist sequences (ml)l∈N and (yl)l∈N with d(xl, yl)→ 0 such that

AΓfl(xl) ≤
(
S(hml)fl − fl

hml

)
(yl) + ε for all l ∈ N.



14 CONVEX MONOTONE SEMIGROUPS

Let (rl)l∈N ⊂ (0,∞) be a sequence satisfying condition (3.2). Then, for every l ∈ N,

AΓfl(xl) ≤ sup
z∈B(yl,rl)

(
S(hml)f − f

hml

)
(z) +

ε

κ(yl)
+ ε

≤ sup
z∈B(x,δl)

(
S(hml)f − f

hml

)
(z) + sup

l∈N

ε

κ(yl)
+ ε,

where δl := d(x, yl) + rl → 0. Since κ > 0 is continuous, we have inf l∈N κ(yl) > 0. It
follows from Lemma A.1(vii) that

g2(x) =
(

Γ- lim
l→∞

AΓfl

)
(x) = lim

l→∞
AΓfl(xl) ≤

(
Γ- lim
l→∞

S(hml)f − f
hml

)
(x) = g1(x).

Third, we show that f ∈ D(AΓ) with AΓf = Γ- limn→∞AΓfn. From the first part,
we know that every sequence (hm)m∈N ⊂ (0,∞) with hm → 0 has a subsequence which
satisfies equation (3.3). A priori the choice of the subsequence and the limit g1 depend
on the choice of the sequence (hm)m∈N. However, we have g1 = g2 and the function g2

is independent of (hm)m∈N. Hence, Lemma A.1(ii) implies

g1 = Γ- lim
h↓0

S(h)f − f
h

,

i.e., f ∈ D(AΓ) with AΓf = g1. Since the limit in equation (3.4) is also independent of
the choice of of subsequence, we obtain AΓf = limn→∞AΓfn. �

3.2. Convolution. In this subsection, we study two particular convolution schemes to
generate approximating sequences (fn)n∈N which satisfy condition (3.2). The first one,
convolution with probability measures, works particularly well if X = Rd and the mea-
sure has a smooth density with respect to the Lebesgue measure. In this case, (fn)n∈N
is a sequence of smooth functions and the generator can be a differential operator of
arbitrary order. However, the condition fn ∈ D(AΓ) is no longer verifiable if X is
infinite-dimensional. The second one, sup-inf-convolution, is restricted to first-order
equations but can be applied in separable Hilbert spaces.

3.2.1. Convolution with mollifiers. Let X be a separable Banach space. Suppose that
there exists δ0 > 0 with

c := sup
x∈X

sup
y∈B(x,δ0)

κ(x)

κ(y)
<∞. (3.5)

To simplify the notation, we assume, w.l.o.g., that δ0 := 1. In the sequel, we fix a
sequence (µn)n∈N of probability measures on the Borel σ-algebra B(X) of X which
concentrate in the sense that

µn
(
B(0, 1/n)c

)
= 0 for all n ∈ N. (3.6)

For every n ∈ N, f ∈ Uκ and x ∈ X, we define the convolution by

(f ∗ µn)(x) :=

ˆ
X
f(x− y)µn(dy) ∈ [−∞,∞).

Condition (3.5) ensures that the previous integral is well-defined.

Lemma 3.5. For every n ∈ N, the mapping Uκ → Uκ, f 7→ f ∗ µn is well defined and
upper semicontinuous, i.e., for every sequence (fm)m∈N ⊂ Uκ, which is bounded above,

Γ- lim sup
m→∞

(fm ∗ µn) ≤
(

Γ- lim sup
m→∞

fm

)
∗ µn.

Furthermore, it holds Γ- lim supn→∞ (f ∗ µn) ≤ f for all f ∈ Uκ.
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Proof. First, we show that Uκ → Uκ, f 7→ f ∗ µn is well defined. Let n ∈ N, f ∈ Uκ

and x ∈ X. It follows from condition (3.5) and condition (3.6) that

(f ∗ µn)(x)κ(x) =

ˆ
B(0,1)

f(x− y)κ(x− y)
κ(x)

κ(x− y)
µn(dy) ≤ c‖f+‖κ.

Moreover, let (xm)m∈N ⊂ X be a sequence with xm → x. Fatou’s lemma implies

lim sup
m→∞

(f ∗ µn)(xm) ≤
ˆ
X

lim sup
m→∞

f(xm − y)µn(dy) ≤
ˆ
X
f(x− y)µn(dy)

Second, we show that, for fixed n ∈ N, the convolution is upper semicontinuous. Let
(fm)m∈N ⊂ Uκ be bounded above, x ∈ X and (xm)m∈N ⊂ X with xm → x. Since
supm∈N ‖f+

m‖κ <∞ and ν(A) :=
´
A

1
κ dµn defines a finite Borel measure, we can apply

Fatou’s lemma to conclude that

lim sup
m→∞

(f ∗ µn)(xm) = lim sup
m→∞

ˆ
X
fm(xm − y)µn(dy)

≤
ˆ
X

lim sup
m→∞

fm(xm − y)µn(dy) ≤
ˆ
X

(
Γ- lim sup
m→∞

fm

)
(x− y)µn(dy).

Third, we show that Γ- lim supn→∞ (f ∗ µn) ≤ f for all f ∈ Uκ. Let x ∈ X and
(xn)n∈N ⊂ X with xn → x. Since f is upper semicontinuous, for every ε > 0, there
exists n0 ∈ N such that f(xn − y) ≤ f(x) + ε for all n ≥ n0 and y ∈ B(0, 1/n). Hence,

(f ∗ µn)(xn) =

ˆ
B(0,1/n)

f(xn − y)µn(dy) ≤ f(x) + ε for all n ≥ n0.

Letting ε ↓ 0 yields lim supn→∞(f ∗ µn)(xn) ≤ f(x). �

For every x ∈ X, we define the shift operator τx : Uκ → Uκ by

(τxf)(y) := f(x+ y) for all y ∈ X.

Condition (3.7) in the following lemma is clearly satisfied if S is translation invariant,
i.e., τxS(t)f = S(t)(τxf). Moreover, in many examples, the condition holds at least for
Lipschitz continuous functions.

Lemma 3.6. Let f ∈ LS+ such that fn := f ∗ µn ∈ D(AΓ) for all n ∈ N. Assume that,
for every ε > 0, there exists δ > 0 such that

‖τxS(t)f − S(t)(τxf)‖κ ≤ εt for all t ∈ [0, 1] and x ∈ B(0, δ). (3.7)

Then, it holds f ∈ D(AΓ) and AΓf = Γ- limn→∞AΓfn.

Proof. We verify the assumptions of Theorem 3.4. First, we show that the sequence
(fn)n∈N is bounded and converges to f uniformly on compacts. It follows from condi-
tion (3.5) that ‖f+

n ‖κ ≤ c‖f+‖κ for all n ∈ N. Moreover, for every compact set K ⊂ X,
continuity of f implies

sup
x∈K
|fn(x)− f(x)| ≤ sup

x∈K

ˆ
B(0,1/n)

|f(x− y)− f(x)|µn(dy)→ 0 as n→∞.

Second, we verify condition (3.2). To do so, let ε > 0. By condition (3.7), there exists
n0 ∈ N such that

S(t)(τ−yf) ≤ τ−yS(t)f + εt
κ for all t ∈ [0, 1] and y ∈ B

(
0, 1

n0

)
.
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For every h ∈ [0, 1], n ≥ n0 and x ∈ X, we use Jensen’s inequality and the monotonicity
of S(h) to estimate

(S(h)fn)(x) =

(
S(h)

(ˆ
B(0,1/n)

(τ−yf)( · )µn(dy)

))
(x)

≤
ˆ
B(0,1/n)

(
S(h)(τ−yf)

)
(x)µn(dy) ≤

ˆ
B(0,1/n)

((
τ−yS(h)f

)
(x) + εh

κ(x)

)
µn(dy)

=
(
S(h)fn + εh

κ

)
(x).

It follows from the linearity of the convolution and condition (3.6) that
S(h)fn − fn

h
≤
(
S(h)f − f

h

)
∗ µn +

ε

κ
≤ sup

y∈B( · ,1/n)

(S(h)f − f
h

)
(y) +

ε

κ
. (3.8)

Third, we show that the sequence (AΓfn)n∈N is bounded above. By inequality (3.8)
with ε := 1, Jensens’s inequality and condition (3.6), there exists n0 ∈ N with

‖(S(h)fn − fn)+‖κ ≤ ‖(S(h)f − f)+ ∗ µn‖κ + h ≤ c‖(S(h)f − f)+‖κ + h.

for all h ∈ [0, 1] and n ≥ n0. Since f ∈ LS+, we can choose h0 > 0 and c′ ≥ 0 such that

sup
n∈N
‖(S(h)fn − fn)+‖κ ≤ c‖(S(h)f − f)+‖κ + h ≤ (cc′ + 1)h for all h ∈ (0, h0].

This shows that (A+
Γ fn)n∈N is bounded above. Now, Theorem 3.4 yields the claim. �

To discuss the assumption f ∗ µn ∈ D(AΓ), we consider only the finite-dimensional
case and convolution with mollifiers. Denote by Lipb the space of all bounded Lipschitz
continuous functions f : Rd → R and by C∞b the space of all bounded infinitely differ-
entiable functions f : Rd → R such that all derivatives are bounded. Moreover, let C∞c
be the set of all infinitely differentiable functions f : Rd → R with compact support.

Remark 3.7. Let X := Rd. Moreover, let η ∈ C∞c with η ≥ 0, supp(η) ⊂ B(0, 1) and´
Rd η(x) dx = 1. Define ηn(x) := ndη(nx) for all n ∈ N and x ∈ Rd. For the measure
µn(A) :=

´
A ηn(y) dy, the convolution f ∗ µn is given by

(f ∗ ηn)(x) =

ˆ
Rd
f(x− y)ηn(y) dy.

We have f ∗ ηn ∈ C∞b for all f ∈ Lipb and n ∈ N. Assume that S(t) : Lipb → Lipb for
all t ≥ 0, C∞b ⊂ D(AΓ) and that condition (3.7) is satisfied for all f ∈ Lipb. Lemma 3.6
yields f ∈ D(AΓ) and AΓf = Γ- limn→∞AΓ(f ∗ηn) for all f ∈ LS+∩Lipb. In particular,
the Γ-generator is uniquely determined by the evaluation at smooth functions. Hence,
the uniqueness result, Corollary 2.11, can be improved accordingly, i.e., equality of the
generator on C∞b ensures equality of the semigroups on Lipb. Furthermore, Lemma 2.7
implies equality on Cκ.

3.2.2. Regularization with sup-inf-convolution. Let X be a separable Hilbert space with
norm |·|. We fix κ ≡ 1 and denote by BUC the space of all bounded uniformly continuous
functions f : X → R. For every n ∈ N and f ∈ BUC, we define the sup-inf-convolution(

θnf
)
(x) := sup

y∈X
inf
z∈X

(
f(z) + n

2 |y − z|
2 − n|y − x|2

)
. (3.9)

It is shown in [31] that θnf ∈ Lip1
b for all n ∈ N, and limn→∞ ‖θnf − f‖∞ = 0 for all

f ∈ BUC. Here, Lip1
b denotes the space of all differentiable functions f ∈ Lipb such

that the first derivative is again bounded and Lipschitz continuous.
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Lemma 3.8. For every r > 0, f, g ∈ BBUC(0, r), n ∈ N and x ∈ X,

(θnf − θng)(x) ≤ sup
y∈B(x,rn)

(f − g)(y), where rn := (
√

2 + 2)
√

r
n .

Proof. In equation (3.9), the supremum can be taken over the ball B(x,
√

2r/n) and
the infimum over the ball B(y,

√
4r/n). Hence, we can estimate

(θnf − θng)(x) ≤ sup
y∈B(x,

√
2r/n)

sup
z∈B(y,

√
4r/n)

(
F (y, z)−G(y, z)

)
≤ sup

y∈B(x,
√

2r/n)

sup
z∈B(y,

√
4r/n)

(
f(z)− g(z)

)
= sup

z∈B(x,rn)

(
f(z)− g(z)

)
,

where F (y, z) := f(z)+ n
2 |y−z|

2−n|y−x|2 and G(y, z) := g(z)+ n
2 |y−z|

2−n|y−x|2. �

As an application of Theorem 3.4, we obtain the following result. Condition (i) is
typically satisfied for first order equations, where we have Lip1

b ⊂ D(AΓ).

Lemma 3.9. Assume that S(t) : BUC→ BUC for all t ≥ 0. Let f ∈ LS+ ∩ BUC with
(i) θnf ∈ D(AΓ) for all n ∈ N,
(ii) S(t)(θnf) ≤ θnS(t)f for all n ∈ N and t ≥ 0.

Then, it holds f ∈ D(AΓ) and AΓf = Γ- limn→∞AΓ(θnf).

Proof. We verify the assumptions of Theorem 3.4. Define fn := θnf for all n ∈ N. By
definition and [31], it holds supn∈N ‖fn‖∞ ≤ ‖f‖∞ and ‖θnf − f‖∞ → 0. Moreover, we
use condition (ii), condition (S4) and Lemma 3.8 to choose a sequence (rn)n∈N ⊂ (0,∞)
with rn → 0 such that

S(h)fn − fn ≤ θnS(h)f − fn ≤ sup
y∈B( · ,rn)

(
S(h)f − f

)
(y) for all h ∈ [0, 1].

Hence, condition (3.2) is satisfied. Furthermore, since f ∈ LS+, there exist h0 ∈ (0, 1]
and c ≥ 0 with

S(h)fn − fn
h

≤ sup
y∈B( · ,rn)

S(h)f − f
h

≤ ch for all h ∈ (0, h0].

This shows that (A+
Γ fn)n∈N is bounded above. Theorem 3.4 yields the claim. �

3.3. Connection to distributional derivative. Let X := Rd. Moreover, let η ∈ C∞c
with η ≥ 0, supp(η) ⊂ B(0, 1) and

´
Rd η(x) dx = 1. Denote by f ∗ ηn the convolution,

where ηn(x) := ndη(nx). Let I ⊂ Nd0 be an index set and H : RI → R be a convex
function. Our goal is to identify AΓf with g := H((Dαf)α∈I) if the partial derivatives
Dαf exist as regular distributions for all α ∈ I and g is locally integrable. Since AΓf is,
in contrast to g, upper semicontinuous, we want to replace g by its upper semicontinuous
hull g. To do so, we have to choose a suitable representative of g.

Let f : Rd → R be a locally integrable function. We define Xf as the set of all x ∈ Rd
such that the limit

f̃(x) := lim
r↓0

 
B(x,r)

f(y) dy

exists.4 We remark that the Lebesgue set of a function f , consisting of all x ∈ Rd with
f̃(x) = f(x), depends on the choice of the representative, while the set Xf does not.

4Denoting by λ the Lebesgue measure, the normalized integral is given by 
B(x,r)

f(y) dy :=
1

λ(B(x, r))

ˆ
B(x,r)

f(y) dy.
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Furthermore, by the Lebesgue differentiation theorem, the complement of the Lebesgue
set has measure zero, see [40, Corollary 3.1.6]. This implies λ(Xc

f ) = 0 and therefore
Xf is dense in Rd.

Theorem 3.10. Let I ⊂ Nd0 be an index set and H : RI → R be a convex function. Let
f ∈ LS+ satisfy condition (3.7). For every n ∈ N, we define fn := f ∗ ηn and assume
that

(i) Dαf and Dαfn exist as regular distributions for all α ∈ I,
(ii) H((Dαf)α∈I) and H((Dαfn)α∈I) are locally integrable,
(iii) fn ∈ D(AΓ) and AΓfn = H((Dαfn)n∈N).

Furthermore, we define the functions

g(x) := H
(
(Dαf(x))α∈I

)
for all x ∈ Rd,

g̃(x) := lim
r↓0

 
B(x,r)

g(y) dy for all x ∈ Xg,

g(x) := lim sup
y∈Xg ,y→x

g̃(y) for all x ∈ Rd.

Then, it holds f ∈ D(AΓ) and (AΓf)(x) = g(x) for all x ∈ Rd. In particular, we have
g(x) <∞ for all x ∈ Rd.

Proof. It follows from Lemma 3.6 that f ∈ D(AΓ) and AΓf = Γ- limn→∞Afn. First,
we show g ≤ AΓf . Define F := (Dαf)α∈I and Fn := (Dαfn)α∈I for all n ∈ N. It holds
Fn = F ∗ηn for all n ∈ N, where the convolution of the vector valued-function F with ηn
is understood componentwise. Hence, we can use condition (i) and [40, Theorem 3.2.1]
to obtain Fn → F almost everywhere. Continuity of H and condition (iii) imply

g = H(F ) = lim
n→∞

H(Fn) = lim
n→∞

AΓfn ≤ Γ- lim sup
n→∞

AΓfn = AΓf

almost everywhere. This yields the estimate 
B(x,r)

g(y) dy ≤
 
B(x,r)

(AΓf)(y) dy for all x ∈ Rd and r > 0.

For every x ∈ Xg, it follows from the upper semicontinuity of AΓf that

g̃(x) = lim
r↓0

 
B(x,r)

g(y) dy ≤ lim sup
r↓0

 
B(x,r)

(AΓf)(y) dy ≤ (AΓf)(x).

In particular, g̃ is bounded above and therefore g(x) <∞ for all x ∈ Rd. We use again
that AΓf is upper semicontinuous in order to conclude that

g(x) = lim sup
y∈Xg ,y→x

g̃(y) ≤ lim sup
y∈Xg ,y→x

(AΓf)(y) ≤ (AΓf)(x) for all x ∈ Rd.

Second, we showAΓf ≤ g. Let x ∈ Rd and ε > 0. Because ofAΓf = Γ- limn→∞AΓfn,
there exists a sequence (xn)n∈N ⊂ Rd with xn → x and (AΓfn)(xn) → (AΓf)(x). In
addition, since g is upper semicontinuous, there exists δ > 0 such that g(y) < g(x) + ε
for all y ∈ B(x, δ). Choose n0 ∈ N with B(xn, 1/n) ⊂ B(x, δ) for all n ≥ n0. Since g is
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locally integrable, it holds H(F ) = g = g̃ ≤ g almost everywhere. It follows from the
previous considerations and Jensen’s inequality that(

AΓfn
)
(xn) = H

(
Fn(xn)

)
= H

(ˆ
B(0,1/n)

F (xn − y)ηn(y) dy

)

≤
ˆ
B(0,1/n)

H
(
F (xn − y)

)
ηn(y) dy

≤
ˆ
B(0,1/n)

g(xn − y)ηn(y) dy ≤ g(x) + ε.

We obtain (AΓf)(x) = limn→∞AΓfn(xn) ≤ g(x) for all x ∈ Rd. �

In several examples, the set LSsym ∩ Lipb is invariant under S and has an explicit
representation by means of Sobolev spaces. In addition, it holds C∞b ⊂ D(AΓ) and
AΓf = H((Dαf)α∈I) for all f ∈ C∞b . Hence, for every f ∈ LSsym ∩ Lipb, the previous
theorem yields that u(t) := S(t)f solves the equation

Γ- lim
h↓0

u(t+ h)− u(t)

h
= H

(
(Dαu(t))α∈I

)
for all t ≥ 0.

These ideas can be carried out by using quite elementary calculations, see Subsection 5.1.
Nonetheless, we want to mention a general result that locality of the generator implies
the existence of a function H with Af = H((Dαf)α∈I) for sufficiently smooth f .

Remark 3.11. Fix κ := 1 and assume that S restricted to BUC is a strongly continuous
semigroup. Furthermore, let H : RI → R be a convex function satisfying

Af = H((Dα)α∈I) for all f ∈ BUC∞, (3.10)

where I := {α ∈ Nd0 : |α| ≤ 2} and BUC∞ denotes the space of all infinitely differentiable
functions f ∈ BUC such that all partial derivatives are again in BUC. Then, A is local
in sense that, for fixed x ∈ Rd, it holds Af(x) = Ag(x) if f, g ∈ BUC∞ coincide on an
open neighbourhood of x. On the other hand, it was shown in [6] that locality and some
(technical) regularity of the semigroup already imply the existence of a convex function
H satisfying equation (3.10).

To formulate the conditions from [6], we denote by C∞ the space of all infinitely
differentiable functions f : Rd → R. For every sequence r := (rn)n∈N ⊂ [0,∞), let Qr
be the set of all f ∈ C∞c such that ‖Dαf‖∞ ≤ rn for all n ∈ N and |α| ≤ n. We call
S regular if the following holds: Let (rn)n∈N ⊂ [0,∞), f ∈ BUC ∩ C∞ and K ⊂ Rd
compact. Then, for every T ≥ 0 and ε > 0, there exists δ0 > 0 such that, for all
t ∈ [0, T ], δ ∈ (0, δ0], g ∈ Qr and x ∈ K∣∣(S(t)(f + δg)

)
(x)−

(
S(t))(x)− δg(x)

∣∣ ≤ εt.
Moreover, we call S local if the following holds: Let x ∈ Rd and f, g ∈ BUC∩C∞ which
coincide on an open neighbourhood of x. Then, for all ε > 0, there exists h0 > 0 with

|S(h)f − S(h)g|(x) < εh for all h ∈ [0, h0].

In particular, this condition implies that Af(x) = Ag(x) if f, g ∈ D(A).
In the sequel, let S be regular and local. Then, by [6, Theorem 3.1], there exists a

continuous function H : Rd × RI → R such that

Af(x) = H
(
x, (Dαf(x))α∈I

)
for all f ∈ BUC∞ and x ∈ Rd.
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It follows from the proof of [6, Theorem 3.1] that convexity of S implies convexity of the
mapping H(x, · ) : RI → R for all x ∈ Rd. Furthermore, if S is translation invariant,
i.e., S(t)(τxf) = τxS(t)f , then H does not depend on x ∈ Rd, see [6, Proposition 4.1].

4. Generating families

In many examples, S can be approximated by iterating another family I := (I(t))t≥0

of operators which do not form a semigroup but have (in contrast to S) an explicit
representation. This leads to approximation schemes of the form

S(t)f = lim
l→∞

(
I(2−nlt)

)2nl t
f. (4.1)

Furthermore, they can be used in order to construct nonlinear semigroups, see [8]. In
this case, we call I a generating family and S an associated semigroup. In view of the
previous results, we expect that two generating families with the same infinitesimal
behaviour lead to the same associated semigroup.

Let I be a family of operators I(t) : Cκ → Cκ. For every t ≥ 0 and n ∈ N, we define
the partition πtn := {k2−n ∧ t : k ∈ N0} and the iterated operator

I(πtn) := I(2−n)kI(t− k2−n), where k := max{n ∈ N0 : k2−n ≤ t}.
The Lipschitz set LI consists of all f ∈ Cκ for which there exist h0 > 0 and c ≥ 0 such
that ‖I(h)f − f‖κ ≤ ch for all h ∈ [0, h0]. Define R+ := {x ∈ R : x ≥ 0} and denote by
T := {k2−n : k, n ∈ N0} the set of all positive dyadic numbers.

Assumption 4.1. Suppose that I satisfies the following conditions:
(i) I(0) = idCκ .
(ii) The operator I(t) is convex and monotone with I(t)0 = 0 for all t ≥ 0.
(iii) There exists a function α : R+×R+ → R+, which is non-decreasing in the second

argument, such that, for all r, s, t ≥ 0,

I(t) : BCκ(0, r)→ BCκ(α(r, t)) and α(α(r, s), t) ≤ α(r, s+ t).

(iv) For every r ≥ 0, there exists ωr ≥ 0 such that

‖I(t)f − I(t)g‖κ ≤ etωr‖f − g‖κ for all t ∈ [0, 1] and f, g ∈ BCκ(0, r).

W.l.o.g. ,we assume that the mapping r 7→ ωr is non-decreasing.
(v) There exists a countable set D ⊂ LI such that the sequence (I(πtn)f)n∈N is uni-

formly equicontinuous for all (f, t) ∈ D × T . Moreover, for every f ∈ Cκ, there
exists a sequence (fn)n∈N ⊂ D with ‖fn‖κ ≤ ‖f‖κ for all n ∈ N and fn → f
uniformly on compacts.

(vi) For every t ≥ 0, x ∈ X and (fn)n∈N ⊂ Cκ with fn ↓ 0,

sup
s∈[0,t]

sup
k∈N

(
I(πsk)fn

)
(x) ↓ 0 as n→∞.

For every (f, t) ∈ D × T , by condition (iii) and (v) and Lemma D.1, the sequence
(I(πtn)f)n∈N has a subsequence which convergences uniformly on compacts. Hence, up
to a subsequence, we can define S by equation (4.1). If I is translation-invariant and
κ ≡ 1, the verification of condition (v) is particularly simple for Lipschitz continuous
functions. While many properties of S follow from the conditions (i)-(v) or even weaker
conditions, the semigroup property is rather delicate and requires an additional assump-
tion. However, condition (vi), which implies continuity from above, also guarantees the
semigroup property. Another possibility to ensure the semigroup property is to assume
norm convergence or monotone convergence, see [8, 23,34].
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Remark 4.2. We mention two sufficient conditions for Assumption 4.1(vi).
(i) Let κ̃ : X → (0,∞) be another bounded continuous function such that, for every

ε > 0, there exists a compact set K ⊂ X with supx∈Kc
κ̃(x)
κ(x) ≤ ε. Furthermore, we

assume that there exists a function α̃ : R+ × R+ → R+, which is non-decreasing
in the second argument, such that, for all r, s, t ≥ 0 and f ∈ Cκ with ‖f‖κ̃ ≤ r,

‖I(t)f‖κ̃ ≤ α̃(r, t) and α̃(α̃(r, s), t) ≤ α̃(r, s+ t). (4.2)

Let (fn)n∈N ⊂ Cκ be a sequence with fn ↓ 0. Dini’s theorem implies uniform
convergence on compact sets and, therefore, ‖fn‖κ̃ → 0. It follows from Assump-
tion 4.1(ii), equation (4.2), [8, Lemma 2.7] and Lemma B.2(ii) that

sup
s∈[0,t]

sup
k∈N
‖I(πsk)fn‖κ̃ ≤ α̃(3‖f1‖κ̃, t)‖fn‖κ̃ → 0 as n→∞.

(ii) Assume that there exists a family J of operators J(t) : Cκ → Cκ, which are
continuous from above, such that, for all s, t ≥ 0 and f ∈ Cκ,

I(t)f ≤ J(t)f and J(s)J(t)f ≤ J(s+ t)f.

In addition, we suppose that the mapping [0,∞) → R, f 7→ (J(t)f)(x) is upper
semicontinuous for all f ∈ Cκ and x ∈ X. The monotonicity of I implies I(πtn)f ≤
J(t)f for all t ≥ 0, n ∈ N and f ∈ Cκ. Let (fn)n∈N ⊂ Cκ with fn ↓ 0. Then, for
every t ≥ 0 and x ∈ X, Dini’s theorem implies

sup
s∈[0,t]

sup
k∈N

(
I(πsk)fn

)
(x) ≤ sup

s∈[0,t]
(J(t)fn)(x) ↓ 0 as n→∞.

The next statement is a consequence of the results in [8] and Appendix C. For the
reader’s convenience, we provide a proof in Appendix D.

Theorem 4.3. Suppose that I satisfies Assumption 4.1. Then, there exist a family S
of operators S(t) : Cκ → Cκ and a subsequence (nl)l∈N ⊂ N such that, uniformly on
compacts,

S(t)f = lim
l→∞

I(πtnl)f for all (f, t) ∈ Cκ × T . (4.3)

Furthermore, S satisfies Assumption 2.4 and is a strongly continuous convex monotone
semigroup on LS. It holds LI ⊂ LS. In addition, for every f, g ∈ Cκ,

lim
h↓0

∥∥∥∥I(h)f − f
h

− g
∥∥∥∥
κ

implies lim
h↓0

∥∥∥∥S(h)f − f
h

− g
∥∥∥∥
κ

= 0.

If the sequence (I(πtn)f)n∈N is non-decreasing, it holds S(t)f = supn∈N I(πtn)f . In
particular, the limit in equation (4.3) exists without choosing a convergent subsequence.
This is, for instance, the case for Nisio semigroups, see [34,35]. Furthermore, under mild
assumptions, one can show that S(t)f = supπ∈Pt I(π)f , where Pt consists of all finite
partitions of the interval [0.t]. For details we refer to [8, Lemma 2.15].

In order to apply the results from Subsection 3.2.1, we subsequently only consider
the case X := Rd. Furthermore, we assume that there exists δ0 > 0 with

sup
x∈Rd

sup
y∈B(x,δ0)

κ(x)

κ(y)
≤ 1. (4.4)

To simplify the notation, we assume, w.l.o.g., that δ0 := 1. For every r ≥ 0, let Lipb(r)
be the space of all r-Lipschitz functions f : X → R with ‖f‖∞ ≤ r.

Assumption 4.4. Suppose that I satisfies the following conditions:
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(i) There exist c ≥ 0 and δ ∈ (0, 1] such that

‖I(t)(τxf)− τxI(t)f‖κ ≤ crt|x|

for all t ∈ [0, 1], x ∈ BRd(0, δ), r ≥ 0 and f ∈ Lipb(r).
(ii) For every f ∈ C∞b , we can define the norm limit

I ′(0)f := lim
h↓0

I(h)f − f
h

∈ Cκ.

(iii) There exists a function β : R+×R+ → R+, which is non-decreasing in the second
argument, such that, for all r, s, t ≥ 0,

I(t) : Lipb(r)→ Lipb(β(r, t)) and β(β(r, s), t) ≤ β(r, s+ t).

If I satisfies Assumption 4.1 and Assumption 4.4(ii), Theorem 4.3 yields C∞b ⊂ D(A)
and Af = I ′(0)f for all f ∈ C∞b , where A denotes the norm generator of S. In the
sequel, we fix η ∈ C∞c with η ≥ 0, supp(η) ⊂ BRd(0, 1) and

´
Rd η(x) dx = 1. For every

n ∈ N and x ∈ Rd, we define ηn(x) := ndη(nx) and denote by f ∗ ηn the convolution,
see Remark 3.7.

Theorem 4.5. Suppose that I satisfies Assumption 4.1 and Assumption 4.4. Then, it
holds LS+ ∩ Lipb ⊂ D(AΓ) and AΓf = Γ- limn→∞A(f ∗ ηn) for all f ∈ LS+ ∩ Lipb. In
addition, we have S(t) : Lipb → Lipb for all t ≥ 0.

Proof. We verify condition (3.7) for all f ∈ Lipb. Fix n ∈ N and x ∈ BRd(0, δ). By
induction, we show that, for all k ∈ N, r ≥ 0 and f ∈ BCκ(0, r) ∩ Lipb(r),

‖I(2−n)k(τxf)− τxI(2−n)kf‖κ ≤ cβ(r, k2−n)e
k2−nωα(r,k2−n)k2−n|x|. (4.5)

For k = 1, the claim holds by Assumption 4.4(i). For the induction step, we assume
that inequality (4.5) holds for some fixed k ∈ N. Let r ≥ 0 and f ∈ BCκ(0, r)∩Lipb(r).
Assumption 4.1(iii), Assumption 4.4(iii) and condition (4.4) imply

I(2−n)f, I(2−n)(τxf), τxI(2−n)f ∈ BCκ(0, α(r, 2−n)) ∩ Lipb(β(r, 2−n)).

We use [8, Lemma 2.7] and inequality (4.5) to conclude

‖I(2−n)k+1(τxf)− τxI(2−n)k+1f‖κ
≤ ‖I(2−n)kI(2−n)(τxf)− I(2−n)k(τxI(2−n)f)‖κ

+ ‖I(2−n)k(τxI(2−n)f)− τxI(2−n)kI(2−n)f‖κ

≤ ek2−nωα(α(r,2−n),k2−n)‖I(2−n)(τxf)− τxI(2−n)f‖κ

+ cβ(β(r, 2−n), k2−n)e
k2−nωα(α(r,2−n),k2−n)k2−n|x|

≤ cek2−nωα(r,(k+1)2−n)β(r, 2−n)2−n|x|+ cβ(r, (k + 1)2−n)e
k2−nωα(r,(k+1)2−n)k2−n|x|

≤ cβ(r, (k + 1)2−n)e
k2−nωα(r,(k+1)2−n (k + 1)2−n|x|.

Equation (4.3), inequality (4.5) and equation (D.6) imply

‖S(t)(τxf)− τxS(t)f‖κ ≤ cβ(r, t)etωα(r,t)t|x|

for all t ≥ 0, x ∈ BRd(0, δ), r ≥ 0 and f ∈ BCκ(0, r) ∩ Lipb(r). In particular, we obtain
that condition (3.7) is satisfied for all f ∈ Lipb. Lemma 3.6 implies LS+∩Lipb ⊂ D(AΓ)

and AΓf = Γ- limn→∞A(f ∗ηn) for all f ∈ LS+∩Lipb. The invariance of Lipb is a result
of Assumption 4.4(iii), equation (4.3) and equation (D.6). �
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If we define LI+ and LIsym analogously to LS+ and LSsym, then, similar to [8, Lemma 2.8
and Lemma 2.9], one can show that LI+ ⊂ LS+. Moreover, in many examples, it holds
I(t)f ≤ S(t)f for all t ≥ 0 and f ∈ Cκ and thus LI+ = LS+. Unfortunately, an explicit
characterization of LI+ is, in general, not possible. For that purpose, the symmetric
Lipschitz set is more suitable, see Subsection 5.1. In [8, Section 5], the authors provide
conditions which guarantee that LIsym = LSsym and S(t) : LSsym → LSsym for all t ≥ 0.

Theorem 4.6. Let I and J be two generating families of operators on Cκ which satisfy
Assumption 4.1 and Assumption 4.4. Denote by S and T , respectively, the associated
semigroups which exist by Theorem 4.3.

(i) Let C ⊂ LT ∩ LS+ ∩ Lipb such that T (t) : C → C for all t ≥ 0. Assume that

I ′(0)f ≤ J ′(0)f for all f ∈ C∞b .

Then, it holds S(t)f ≤ T (t)f for all t ≥ 0 and f ∈ Cκ.
(ii) Assume that LJ+ ∩ Lipb ⊂ LI+, I ′(0)f ≤ J ′(0)f for all f ∈ C∞b and

J(s+ t)f ≤ J(s)J(t)f for all s, t ≥ 0 and f ∈ Cκ.

Moreover, let the mapping [0,∞) → R, t 7→ (J(t)f)(x) be lower semicontinuous
for all f ∈ Cκ and x ∈ X. Then, it holds S(t)f ≤ T (t)f for all t ≥ 0 and f ∈ Cκ.

Proof. First, it follows from Theorem 4.3 and Assumption 4.4(ii) that

Af = I ′(0)f ≤ J ′(0)f = Bf for all f ∈ C∞b ,

where A and B denote the norm generators of S and T , respectively. Hence, for every
f ∈ C, Theorem 4.5 and Lemma A.1(iv) imply

AΓf = Γ- lim
n→∞

A(f ∗ ηn) ≤ Γ- lim
n→∞

B(f ∗ ηn) = BΓf.

We use Corollary 2.11 to conclude S(t)f ≤ T (t)f for all t ≥ 0 and f ∈ C∞b . Let f ∈ Cκ

be arbitrary. Condition (4.4) ensures that there exists a sequence (fn)n∈N ⊂ C∞b with
‖fn‖κ ≤ ‖f‖κ for all n ∈ N and fn → f uniformly on compacts. Lemma 2.7 implies
that S(t)f = limn→∞ S(t)fn ≤ limn→∞ T (t)fn = T (t)f .

Second, it follows from equation (4.3) that J(t)f ≤ limn→∞ J(πtn)f = T (t)f for all
t ∈ T and f ∈ Cκ. For arbitrary times t ≥ 0, the inequality J(t)f ≤ T (t)f follows from
the required lower semicontinuity of J and condition (S3). We obtain

LT ∩ Lipb ⊂ LT+ ∩ Lipb = LJ+ ∩ Lipb ⊂ LI+ ⊂ LS+.
By Remark 2.9, Theorem 4.3 and Theorem 4.5, it holds

T (t) : LT ∩ Lipb → LT ∩ Lipb for all t ≥ 0.

Hence, the claim follows from part (i). �

5. Examples

5.1. Control problems and upper semigroup envelopes. In this subsection, we
show that value functions of stochastic optimal control problems can be approximated by
a sequence of static optimization problems over increasingly finer partitions. The latter
corresponds to the construction of so-called upper semigroup envelopes, cf. Nisio [35]
and Nendel and Röckner [34]. For a representative class of optimal control problems,
we thus show that the value function coincides with the upper envelope of a suitable
family of penalized linear semigroups.

Let (Wt)t≥0 be a d-dimensional standard Brownian motion on a complete filtered
probability space (Ω,F , (Ft)t≥0,P) satisfying the usual conditions. Denote by Sd+ the
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set of all symmetric positive semidefinite d × d-matrices. Throughout this subsection,
we fix a measurable function L : Sd+ ×Rd → [0,∞] satisfying the following assumption.

Assumption 5.1. Suppose that L satisfies the following conditions:
(i) There exists (a∗, b∗) ∈ Sd+ × Rd with L(a∗, b∗) = 0.
(ii) L grows superlinearly, i.e.,

lim
|a|+|b|→∞

L(a, b)

|a|+ |b|
=∞.

In order to apply Itô’s isometry, we endow Rd×d with the Frobenius norm

|a| :=

√√√√ d∑
i,j=1

|aij |2 for all a ∈ Rd×d.

Let A be the set of all predictable processes (a, b) : Ω× R+ → Sd+ × Rd with

E
[ˆ t

0
|as|+ |bs|ds

]
<∞ for all t ≥ 0.

For every t ≥ 0, f ∈ Cb and x ∈ Rd, we define

(S(t)f)(x) := sup
(a,b)∈A

(
E
[
f
(
x+

ˆ t

0

√
as dWs +

ˆ t

0
bs ds

)]
− E

[ˆ t

0
L(as, bs) ds

])
,

where E[X] denotes the expectation of a random variable X : Ω→ R. Note that S(t)f
is the value function of a dynamic optimal control problem with finite time horizon
t ≥ 0. In addition, for every t ≥ 0, f ∈ Cb and x ∈ Rd, we define the value function of
the related static control problem

(J(t)f)(x) := sup
(a,b)∈Sd+×Rd

(
E[f(x+

√
aWt + bt)]− L(a, b)t

)
.

Subsequently, we use the following notations:

Xa,b
t :=

ˆ t

0

√
as dWs +

ˆ t

0
bs ds for all (a, b) ∈ A and t ≥ 0,

cL := sup
(a,b)∈Sd+×Rd

|a|+ |b|
1 + L(a, b)

,

L∗(c) := sup
(a,b)∈Sd+×Rd

(
c(|a|+ |b|)− L(a, b)

)
for all c ≥ 0,

Ba,bf :=
1

2
tr(aD2f) + 〈∇f, b〉 for all f ∈ BUC2 and (a, b) ∈ Sd+ × Rd,

where BUC2 denotes the space of all twice differentiable f ∈ BUC such that the first
and second derivative are in BUC. Assumption 5.1(ii) implies cL < ∞ and L∗(c) → 0
as c ↓ 0. The proof of the following auxiliary estimates consists of straightforward but
lengthy calculations, see Appendix E.

Lemma 5.2.
(i) For every c, t ≥ 0, r > 0 and (a, b) ∈ A,

cP(|Xa,b
t | ≥ r)− E

[ˆ t

0
L(as, bs) ds

]
≤ c

r
+ L∗

( c
r

)
t.

In particular, S is continuous from above.
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(ii) For every c, t ≥ 0, δ ∈ (0, 1], x ∈ Rd, (a, b) ∈ A and f ∈ Lipb(c),

E
[ˆ t

0
f(x+Xa,b

s ) ds

]
≤
(
f(x) + cδ

)
t+

ccL
δ2

E
[ˆ t

0

ˆ s

0
1 + L(au, bu) duds

]
.

(iii) Let t ≥ 0, x ∈ Rd, f ∈ BUC2 and (a, b) ∈ A with

(S(t)f)(x) ≤ t+ E
[
f(x+Xa,b

t )
]
− E

[ˆ t

0
L(as, bs) ds

]
.

Then, for cf := 2
(
1 + ‖Ba∗,b∗f‖∞

)
+ L∗

(
‖D2f‖∞ ∨ 2‖∇f‖∞

)
, it holds

E
[ˆ t

0
L(as, bs) ds

]
≤ cf t.

The next theorem is a consequence of the results in Section 4 and a generalization
of the example presented in [8, Section 6.1]. For the reader’s convenience, we provide
a proof in Appendix E. Denote by L∞ the set of all bounded measurable functions
f : Rd → R and by W 1,∞ the corresponding first order Sobolev space. For f ∈ W 1,∞

and a ∈ Sd+, we say that ∆af exists in L∞ if there exists a function g ∈ L∞ withˆ
Rd
gφdx = −

ˆ
Rd
〈
√
a∇f,

√
a∇φ〉dx for all φ ∈ C∞c

In this case, since g is unique almost everywhere, we define ∆af := g. Clearly, it holds
∆af =

∑n
i,j=1 aij∂ijf for all f ∈ BUC2. Moreover, let ∇bf := 〈b,∇f〉 for all f ∈W 1,∞

and b ∈ Rd. Define
SL :=

{
a ∈ Sd+ : inf

b∈Rd
L(a, b) <∞

}
.

Theorem 5.3. There exists a family S of operators S(t) : Cb → Cb, which satisfy
Assumption 2.4, such that, uniformly on compacts,

T (t)f = lim
n→∞

J(πtn)f = sup
n∈N

J(πtn)f for all f ∈ Cb and t ≥ 0.

Furthermore, T is a strongly continuous convex monotone semigroup on BUC. Denoting
by B the norm generator of T , it holds BUC2 ⊂ D(B) with

Bf = sup
(a,b)∈Sd+×Rd

(1

2
∆af +∇bf − L(a, b)

)
for all f ∈ BUC2.

It holds T (t) : LTsym ∩ Lipb → LTsym ∩ Lipb for all t ≥ 0 and LTsym ∩ Lipb has the explicit
characterization

LTsym ∩ Lipb =
{
f ∈

⋂
a∈SL

D(∆a) ∩W 1,∞ : sup
(a,b)∈SL×Rd

(
‖Ba,bf‖∞ − L(a, b)

)
<∞

}
Furthermore, we have T (t)f ≤ S(t)f for all t ≥ 0 and f ∈ Cb.

We do not assume that the matrices a ∈ SL are positive definite which is a common
assumption for parabolic PDEs. Moreover, in the completely degenerate case SL = {0},
we have LTsym ∩ Lipb = Lipb and T is a shift semigroup corresponding to a first order
PDE. If there exists a positive definite matrix a ∈ SL, then [33, Theorem 3.1.7] implies

LTsym ∩ Lipb ⊂ D(∆) =
⋂
p≥1

{f ∈W 2,p
loc ∩ BUC: ∆f ∈ L∞}.
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In particular, if the function

H : Rd×d × Rd, (x, y) 7→ sup
(a,b)∈Sd+×Rd

(1

2

d∑
i,j=1

aijxij +
d∑
i=1

biyi

)
has at most polynomial growth, we can apply Theorem 3.10. Note that the operator
B can still be degenerate, since positive definiteness is not required for all a ∈ SL. We
also remark that if there exist a ∈ Sd+ and ε > 0 with

sup
{b∈Rd : |b|=ε}

L(a, b) <∞,

then one can show LTsym ⊂ Lipb. For details we refer to the proof of [8, Theorem 6.3].
However, without this additional assumption on L, the intersection with Lipb is nec-
essary. To our knowledge, an explicit description of LTsym seems to be unknown even
in the linear case B = ∆, where LTsym coincides with the Favard space which has been
discussed in Remark 2.9. Denote by Lip2

b the space of all twice differentiable functions
f ∈ Lipb such that the first and second derivative are in Lipb. Moreover, we denote by
A the norm generator of S.

Theorem 5.4. The family S satisfies Assumption 2.4. Furthermore, we have Lip2
b ⊂

D(A), Af = Bf for all f ∈ Lip2
b and LTsym ∩ Lipb ⊂ LS+. Hence,

S(t)f = T (t)f for all (f, t) ∈ Cb × R+.

Proof. First, we note that S(t) is convex and monotone with S(t)0 = 0 for all t ≥ 0. By
Lemma 5.2(i), S is continuous from above. It holds ‖S(t)f − S(t)g‖∞ ≤ ‖f − g‖∞ for
all t ≥ 0 and f, g ∈ Cb. Thus, we obtain S(t) : Lipb(r) → Lipb(r) for all r, t ≥ 0, since
S(t) is translation invariant. It follows that S(t) : BUC → BUC and S(t) : Cb → Ub,
because Lipb ⊂ BUC is dense and Ub = (BUC)δ. Moreover, the dynamic programming
principle, see, e.g., Fabbri et al. [20, Theorem 2.24] or Pham [37, Theorem 3.3.1], yields
that S is a semigroup on BUC. Hence, in order to verify condition (S3), it suffices to
show that limt↓0 ‖S(t)f − f‖∞ for a dense subset of BUC.

Second, we show that Lip2
b ⊂ D(A) and Af = Bf for all f ∈ Lip2

b. Let f ∈ Lip2
b,

ε ∈ (0, 1], t > 0 and x ∈ Rd. Choose (a, b) ∈ A with

(S(t)f)(x) ≤ εt

2
+ E

[
f(x+Xa,b

t )
]
− E

[ˆ t

0
L(as, bs) ds

]
.

By Theorem 5.3 and Assumption 5.1(ii), there exists c > 0 with Bf ∈ Lipb(c). Define
δ := ε/2c. We use Itô’s formula, Theorem 5.3 and Lemma 5.2(ii) and (iii) to obtain(

S(t)f − f
t

)
(x) ≤ ε

2
+ E

[
1

t

ˆ t

0
Bas,bsf(x+Xa,b

s )− L(as, bs) ds

]
≤ ε

2
+ E

[
1

t

ˆ t

0
Bf(x+Xa,b

s ) ds

]
≤ Bf(x) + ε+

ccL
δ2

E
[

1

t

ˆ t

0

ˆ s

0
1 + L(au, bu) duds

]
≤ Bf(x) + ε+

ccL
δ2

(1 + cf )t

2
.



CONVEX MONOTONE SEMIGROUPS 27

It follows from T (t)f ≤ S(t)f and Theorem 5.3 that

0 = lim
t↓0

sup
x∈Rd

(
T (t)f − f

t
−Bf

)
(x) ≤ lim

t↓0
sup
x∈Rd

(
S(t)f − f

t
−Bf

)
(x) ≤ ε.

Letting ε ↓ 0 yields f ∈ D(A) and Af = Bf .
Third, we show that LTsym ∩ Lipb ⊂ LS+. Let f ∈ LTsym ∩ Lipb. Theorem 5.3 implies

f ∈
⋂
a∈SL D(∆a) ∩W 1,∞ and

C := sup
(a,b)∈SL×Rd

(
‖Ba,bf‖∞ − L(a, b)

)
<∞.

Let η ∈ C∞c with η ≥ 0, supp(η) ⊂ B(0, 1), and
´
Rd η(x) dx = 1. Let ηn(x) := ndη(nx)

and fn := f ∗ ηn for all n ∈ N and x ∈ Rd. For every (a, b) ∈ A, t ≥ 0 and x ∈ Rd, we
use Itô’s formula and ‖Bas,bsfn‖∞ ≤ ‖Bas,bsf‖∞ to estimate

E
[
f(x+Xa,b

t )
]
− f(x)− E

[ˆ t

0
L(as, as) ds

]
= lim

n→∞

(
E
[
fn(x+Xa,b

t )
]
− fn(x)

)
− E

[ˆ t

0
L(as, bs) ds

]
= lim

n→∞
E
[ˆ t

0
Bas,bsfn(x+Xa,b

s )− L(as, bs) ds

]
= lim

n→∞
E
[ˆ t

0

(
Bas,bsfn(x+Xa,b

s )− L(as, bs

)
1{as∈SL} ds

]
≤ Ct.

We obtain S(t)f − f ≤ Ct for all t ≥ 0. It follows from Theorem 5.3 and Corollary 2.11
that S(t)f = T (t)f for all t ≥ 0 and f ∈ Lip2

b. Now, let f ∈ Cb by arbitrary. Choose
a bounded sequence (fn)n∈N ⊂ Lip2

b with fn → f uniformly on compacts. Lemma 2.7
implies S(t)f = limn→∞ S(t)fn = limn→∞ T (t)fn = T (t)f . �

5.2. Trace class Wiener processes with drift. Let X be a real separable Hilbert
space with inner product 〈 ·, · 〉 and norm | · |. Denote by S1(X) the space of all trace
class operators endowed with the trace class norm ‖ · ‖S1(X).

Assumption 5.5. Let B ×Q ⊂ X ×S1(X) satisfy the following conditions:
(i) Q is selfadjoint and positive semidefinite for all Q ∈ Q.
(ii) Q1Q2 = Q2Q1 for all Q1, Q2 ∈ Q.
(iii) B ×Q is bounded.

By the previous assumption and [47, Corollary 3.2.5], there exists a joint orthonormal
basis of eigenvectors (ek)k∈N ⊂ X, i.e., for every Q ∈ Q and k ∈ N, there exists µQ,k ≥ 0
with Qek = µQ,kek. For every Q ∈ Q and x ∈ X,

Qx =
∑
k∈N

µQ,k 〈x, ek〉ek.

Hence, every Q ∈ Q can be identified with the sequence µQ = (µQ,k)k∈N ∈ `1 satisfying
tr(Q) = ‖Q‖S1(X) = ‖µQ‖`1 . Assumption 5.5(iii) implies that Λ := B×µ(Q) ⊂ X × `1
is bounded, where µ(Q) := {µQ : Q ∈ Q}.

Let (ξk)k∈N be a sequence of independent one-dimensional standard Brownian mo-
tions on a complete filtered probability space (Ω,F , (Ft)t≥0,P) satisfying the usual con-
ditions. For every λ := (b, µ) ∈ Λ, the semigroup (Tλ(t))t≥0 associated to the Q-Wiener
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process with µ = µQ and drift term b is given by

(Tλ(t)f)(x) := E

[
f

(
x+ tb+

∑
k∈N

√
µkξ

k
t ek

)]
for all t ≥ 0, f ∈ BUC and x ∈ X. Furthermore, we define

J(t)f := sup
λ∈Λ

Tλ(t)f for all t ≥ 0 and f ∈ BUC.

Let A be the set of all predictable processes

(b, µ) : Ω× [0,∞)→ Λ, (ω, t) 7→ (bt(ω), (µkt (ω))k∈N).

For every t ≥ 0, f ∈ BUC and x ∈ X, we define

(S(t)f)(x) := sup
(b,µ)∈A

E

[
f

(
x+

ˆ t

0
bs ds+

∑
k∈N

(ˆ t

0

√
µks dξks

)
ek

)]
.

Theorem 5.6. There exists a strongly continuous convex monotone semigroup T on
BUC such that, uniformly on compacts,

T (t)f = lim
n→∞

J(πnt) = sup
n∈N

J(πtn)f for all f ∈ BUC and t ≥ 0.

Furthermore, it holds S(t)f = T (t)f for all t ≥ 0 and f ∈ BUC such that there exist a
compact linear operator K : X → X and g ∈ BUC with f(x) := g(Kx) for all x ∈ X.

Proof. First, we show the existence of the associated semigroup T . Since

sup
(b,µ)∈Λ

(
|b|+ ‖µ‖`1

)
<∞,

we can apply the results from [34, Section 2 and Example 7.2]. Hence, there exists a
strongly continuous convex monotone semigroup T on BUC such that J(πtn)f ↑ T (t)f
for all t ≥ 0 and f ∈ BUC. Dini’s theorem implies uniform convergence on compacts.
For every t ≥ 0 and f ∈ BUC, it holds J(t)f ≤ S(t)f and thus T (t)f ≤ S(t)f by
construction.

Second, we show that S(t)f = T (t)f for all t ≥ 0 and f ∈ BUC depending only on
finitely many coordinates, i.e., there exists n ∈ N such that

f(x) = f

(
n∑
k=1

〈x, ek〉ek

)
for all x ∈ X.

Fix n ∈ N and define Xn := span{e1, . . . , en} ⊂ X. For every t ≥ 0, fn ∈ Cb(Xn) and
x ∈ Xn, we define

(Sn(t)fn)(x) := sup
(b,µ)∈An

E

[
fn

(
x+

ˆ t

0
bs ds+

n∑
k=1

( ˆ t

0

√
µks dξks

)
ek

)]
,

where An denotes the set of all predictable processes (b, µ) : Ω× [0,∞)→ Λn with

Λn :=
{(

(〈b, ek〉)k=1,...,n, (µk)k=1,...,n

)
: (b, µ) ∈ Λ

}
⊂ Rn × Rn+.

In addition, for every t ≥ 0, fn ∈ Cb(Xn) and x ∈ Xn, we define

(Tλ,n(t)fn)(x) := E

[
fn

(
x+ tb+

n∑
k=1

√
µkξ

k
t ek

)]
for all λ := (b, µ) ∈ Λn,

(In(t)fn)(x) := sup
λ∈Λn

(Tλ,n(t)fn)(x).
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Note that Assumption 5.1 is satisfied with L :=∞·1Λcn . Hence, by Theorem 5.3, there
exists a semigroup Tn on Cb(Xn) associated to In. Furthermore, Theorem 5.4 implies

Sn(t)fn = Tn(t)fn for all t ≥ 0 and fn ∈ Cb(Xn).

Let f ∈ BUC such that there exists fn ∈ BUC(Xn) with

f(x) = fn

(
n∑
k=1

〈x, ek〉ek

)
for all x ∈ X.

It follows from the definition of Sn and the construction of Tn that

S(t)f = Sn(t)fn = Tn(t)fn = T (t)f for all t ≥ 0.

Third, we show that S(t)f = T (t)f for all t ≥ 0 and all f ∈ BUC such that there
exist a compact linear operator K : X → X and g ∈ BUC with f(x) := g(Kx) for all
x ∈ X. Since the finite rank operators are dense in the space of all compact linear
operators w.r.t. the operator norm ‖ · ‖L(X), there exists a sequence (Kn)n∈N of finite
rank operators with ‖K−Kn‖L(X) → 0. Let fn(x) := g(Knx) for all x ∈ X and n ∈ N.
It holds ‖fn‖∞ ≤ ‖g‖∞ for all n ∈ N and

lim
n→∞

sup
x∈B(0,r)

|f(x)− fn(x)| = 0 for all r ≥ 0.

Moreover, the boundedness of Λ yields

c := sup
(b,µ)∈A

E

[∣∣∣∣∣
ˆ t

0
bs ds+

∞∑
k=1

( ˆ t

0

√
µks dξks

)
ek

∣∣∣∣∣
]
<∞.

For every r > 0 and x ∈ X, we use Chebyshev’s inequality to estimate(
S(t)|f − fn|

)
(x)

≤ sup
y∈B(0,r)

|f(y)− fn(y)|

+ 2‖g‖∞ sup
(b,µ)∈A

P

(∣∣∣∣∣x+

ˆ t

0
bs ds+

∞∑
k=1

(ˆ t

0

√
µks dξks

)
ek

∣∣∣∣∣ > r

)

≤ sup
y∈B(0,r)

|f(y)− fn(y)|+ 2‖g‖∞
r

sup
(b,µ)∈A

E

[∣∣∣∣∣x+

ˆ t

0
bs ds+

∞∑
k=1

(ˆ t

0

√
µks dξks

)
ek

∣∣∣∣∣
]

≤ sup
y∈B(0,r)

|f(y)− fn(y)|+ 2‖g‖∞(|x|+ c)

r
.

By choosing first r > 0 and then n ∈ N sufficiently large, we obtain

max{|S(t)f − S(t)fn|(x), |T (t)f − T (t)fn|(x)}
≤ max{(S(t)|f − fn|)(x), (T (t)|f − fn|)(x)} = (S(t)|f − fn|)(x)→ 0.

Hence, the second part implies S(t)f = T (t)f . �

5.3. Wasserstein perturbation of linear transition semigroups. Let X := Rd
and κ ≡ 1. Moreover, for a fixed p ∈ (1,∞), we denote by Pp the set of all probability
measures on the Borel-σ-algebra B(Rd) with finite p-th moment. Let (µt)t≥0 ⊂ Pp and
(ψt)t≥0 be a family of functions ψt : Rd → Rd. Following the setting in [23], for every
t ≥ 0, f ∈ Cb and x ∈ Rd, we define

(R(t)f)(x) :=

ˆ
Rd
f(ψt(x) + y) dµt(y).
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Typical examples include Koopman semigroups and transition semigroups of Lévy and
Ornstein–Uhlenbeck processes, see [23]. Denote by LR the Lipschitz set of R. Let C∞0
be the space of all infinitely differentiable functions f ∈ C0 such that all derivatives are
in C0, where C0 consists of all continuous functions f : Rd → R with lim|x|→∞ f(x) = 0.

Assumption 5.7. Suppose that R forms a semigroup. Furthermore, let (µt)t≥0 and
(ψt)t≥0 satisfy the following conditions:

(i) limt↓0
´
Rd |y|

p dµt(y) = 0.
(ii) There exist r > 0 and c ≥ 0 such that µt(B(0, r)c) ≤ ct for all t ∈ [0, 1].
(iii) ψt(0) = 0 for all t ≥ 0.
(iv) There exists c ≥ 0 such that, for all x, y ∈ Rd and t ∈ [0, 1],

|ψt(x)− ψt(y)− (x− y)| ≤ ct|x− y|.
(v) For every f ∈ C∞0 ∩ LR, the limit

R′(0)f := lim
h↓0

R(h)f − f
h

∈ Cb

exists uniformly on compacts.

For every x, y ∈ Rd and t ∈ [0, 1], the conditions (iii) and (iv) imply

|ψt(x)− x| ≤ ct|x| and |ψt(x)− ψt(y)| ≤ ect|x− y|. (5.1)

Lemma 5.8. It holds C∞c ⊂ LR.

Proof. Let f ∈ C∞c . Choose c, r ≥ 0 such that Assumption 5.7(ii) and (iv) are satisfied.
In addition, let supp(f) ⊂ B(0, r). By Assumption 5.7(v), there exist t0 ∈ (0, 1/2c] and
c′ ≥ 0 with

sup
x∈B(0,4r)

|(R(t)f − f)(x)| ≤ c′t for all t ∈ [0, t0].

Inequality (5.1) implies |ψt(x) + y| ≥ r for all x ∈ B(0, 4r)c, y ∈ B(0, r) and t ∈ [0, t0].
Hence, for every x ∈ B(x, 4r)c and t ∈ [0, t0], it follows from Assumption 5.7(ii) that

|(R(t)f)(x)− f(x)| ≤ ‖f‖∞µt
(
B(0, r)c

)
≤ c‖f‖∞t.

We obtain ‖R(t)f − f‖∞ ≤ max{c′, c‖f‖∞}t for all t ∈ [0, t0]. �

In the sequel, we consider a perturbation of the linear transition semigroup R, where
we take the supremum over all probabilities which are sufficiently close to the refer-
ence measure µt. Recall that, in Subsection 5.1, we considered a Brownian motion
with uncertain drift and volatility, where the uncertainty was parametrized by a finite-
dimensional parameter space. Here, the non-parametric uncertainty is instead given
by an infinite-dimensional ball of probability measures. We define the p-Wasserstein
distance by

Wp(µ, ν) :=

(
inf

π∈Cpl(µ,ν)

ˆ
Rd×Rd

|y − z|p dπ(y, z)

) 1
p

for all µ, ν ∈ Pp,

where Cpl(µ, ν) consists of all probability measures on B(Rd × Rd) with first marginal
µ and second marginal ν. Let ϕ : [0,∞) → [0,∞] be a convex lower semicontinuous
function with ϕ(0) = 0 and ϕ(v) > 0 for some v > 0. Furthermore, we assume that
that the mapping [0,∞) → [0,∞], v 7→ ϕ

(
v1/p

)
is convex. The previous assumptions

ensure that
ϕ∗(w) := sup

v≥0

(
vw − ϕ(v)

)
<∞ for all w ≥ 0.
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For every t ≥ 0, f ∈ Cb and x ∈ Rd, we define

(I(t)f)(x) := sup
ν∈Pp

(ˆ
Rd
f(ψt(x) + z) dν(z)− ϕt

(
Wp(µt, ν)

))
,

where ϕt : [0,∞)→ [0,∞] denotes the rescaled function

ϕt(v) :=


tϕ
(
v
t

)
, t > 0, v ≥ 0,

0, t = v = 0,

+∞, t = 0, v 6= 0.

The following result is a consequence of [23, Theorem 3.13] and Lemma 3.6.

Theorem 5.9. There exists a semigroup S on Cb, which satisfies Assumption 2.4, such
that, uniformly on compacts,

S(t)f = lim
n→∞

I(πn)f = inf
n∈N

I(πn)f for all f ∈ Cb and t ≥ 0. (5.2)

Denoting by AΓ the Γ-generator of S, it holds C∞0 ∩ LR ⊂ D(AΓ) and

AΓf = R′(0)f + ϕ∗(|∇f |) = lim
h↓0

S(h)f − f
h

uniformly on compacts for all f ∈ C∞0 ∩LR. Condition (3.7) is satisfied for all f ∈ Lipb.
Furthermore, it holds S(t) : Lipb → Lipb and S(t) : C0 → C0 for all t ≥ 0.

Proof. By [23, Theorem 3.13 and Remark 3.14], there exists a semigroup S on Cb

which satisfies equation (5.2), Assumption 2.4 and the statement about the Γ-generator.
Choose c ≥ 0 such that Assumption 5.7(iv) is satisfied. It follows from the proof
of Theorem 4.5 that condition (3.7) holds for all f ∈ Lipb if we verify the following
conditions:

• I(t) : BCb
(0, r)→ BCb

(0, r) for all r, t ≥ 0,
• ‖I(t)f − I(t)g‖∞ ≤ ‖f − g‖∞ for all t ≥ 0 and f, g ∈ Cb,
• I(t) : Lipb(r)→ Lipb(ectr) for all r, t ≥ 0,
• ‖τx(I(t)f)− I(t)(τxf)‖∞ ≤ crt|x| for all r, t ≥ 0, f ∈ Lipb(r) and x ∈ Rd.

The first two statements follow immediately from the definition of I. For every r, t ≥ 0,
f ∈ Lipb(r) and x, y ∈ Rd, inequality (5.1) implies

|(I(t)f)(x)− (I(t)f)(y)| ≤ sup
ν∈Pp

ˆ
Rd
|f(ψt(x) + z)− f(ψt(y) + z)| dν(z)

≤ ectr|x− y|. (5.3)

Furthermore, we use Assumption 5.7(iv) to estimate

|(τx(I(t)f)− I(t)(τxf)|(y) ≤ sup
ν∈Pp

ˆ
Rd
|f(ψt(x+ y) + z)− f(ψt(y) + x+ z)| dν(z)

≤ r|ψt(x+ y)− ψt(y)− x| ≤ crt|x|.

It remains to show S(t) : C0 → C0 for all t ≥ 0. Since S is semigroup, it suffices to
show S(t)f ∈ C0 for all t ∈ [0, 1/2c] and f ∈ C0. Since S(t) is monotone and convex
with S(t)0 = 0, it holds |S(t)f | ≤ S(t)|f | ≤ I(t)|f |. By [23, Lemma 3.4], there exists a
constant c′ ≥ 0 with(

I(t)|f |
)
(x) ≤ sup

{v∈Pp : Wp(µt,ν)≤c′}

ˆ
Rd
|f(ψt(x) + y)|dν(y).
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Let ε > 0. Since f ∈ C0 and the Wasserstein ball {v ∈ Pp : Wp(µt, ν) ≤ c′} is tight, we
can choose r ≥ 0 with

sup
x∈B(0,r)c

|f(x)| ≤ ε

2
and sup

Wp(µt,ν)≤c′
ν(B(0, r)c)‖f‖∞ ≤

ε

2
.

For every x ∈ B(0, 4r)c and y ∈ B(0, r), inequality (5.1) implies |ψt(x) + y| ≥ r. Thus,(
I(t)|f |

)
(x) ≤ sup

Wp(µt,ν)≤c′

(ˆ
B(0,r)

|f(ψt(x) + y)|dν(y) +

ˆ
B(0,r)c

|f(ψt(x) + y)|dν(y)

)
≤ sup
Wp(µt,ν)≤c′

(ε
2

+ ν(B(0, r)c)‖f‖∞
)
≤ ε.

We obtain S(t) : C0 → C0 for all t ≥ 0. �

In addition to the Wasserstein perturbation, we consider a perturbation which is
parametrized only by drifts b ∈ Rd. For every t ≥ 0, f ∈ Cb and x ∈ Rd, we define

(J(t)f)(x) := sup
b∈Rd

(ˆ
Rd
f(ψt(x) + y + b) dµt(y)− ϕt(|b|t)

)
.

We remark that Wp(µt, νb) = |b|t for all b ∈ Rd and t ≥ 0, where

νb(A) :=

ˆ
Rd
1A(b+ y) dµt(y) for all A ∈ B(Rd).

Furthermore, the previous definition of J is consistent with the one in Subsection 5.1 if
we fix the volatility matrix a and choose µt := P ◦ (

√
aWt)

−1 and L(b) := ϕ(|b|). Note
that uncertainty in the volatility is not included in the setting of this subsection. Define
Lip0 := Lipb ∩ C0.

Theorem 5.10. There exists a family T of operators T (t) : Cb → Cb, which satisfy
Assumption 2.4, such that, uniformly on compacts,

T (t)f = lim
n→∞

J(πtn)f for all (f, t) ∈ Cb × T . (5.4)

Furthermore, T is a strongly continuous convex monotone semigroup on C0. Denoting
by BΓ the Γ-generator of T , it holds C∞0 ∩ LR ⊂ D(BΓ) and

BΓf = R′(0)f + ϕ∗(|∇f |) = lim
h↓0

T (h)f − f
h

uniformly on compacts for all f ∈ C∞0 ∩LR. Condition (3.7) is satisfied for all f ∈ Lip0.
Furthermore, we have T (t) : Lip0 → Lip0 for all t ≥ 0.

Proof. First, we verify Assumption 4.1. Clearly, the conditions (i)-(iv) are satisfied.
Choose c ≥ 0 such that Assumption 5.7(iv) is satisfied. Similar to inequality (5.3),
one can show that J(t) : Lipb(r) → Lipb(ectr) for all r, t ≥ 0. In particular, the se-
quence (J(πtn)f)n∈N is uniformly Lipschitz continuous for all t ≥ 0 and f ∈ Lipb.
Assumption 4.1(vi) follows from Remark 4.2(ii), since J(t)f ≤ S(t)f for all t ≥ 0 and
f ∈ Cb. Next, we show that J(t) : Cb → Cb for all t ≥ 0. Let t ≥ 0 and f ∈ Cb.
Choose a bounded sequence (fn)n∈N ⊂ Lipb with fn → f uniformly on compacts.
Lemma 2.7 yields J(t)fn → J(t)f uniformly on compacts. Indeed, the corresponding
proof only relies on the fact that J(t) is convex, monotone and continuous from above.
Since J(t)fn ∈ Lipb ⊂ Cb for all n ∈ N, we obtain J(t)f ∈ Cb. Moreover, it holds
|J(t)f | ≤ J(t)|f | ≤ S(t)|f | and thus |J(πtn)f | ≤ S(t)|f | ∈ C0 for all t ≥ 0, n ∈ N and
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f ∈ C0. It remains to show that LJ ⊂ C0 is dense. For every c, t ≥ 0 and f ∈ Lipb(c),
it follows from [23, Equation (3.7)] that

0 ≤ J(t)f −R(t)f ≤ I(t)f −R(t)f ≤ tϕ∗(c). (5.5)

Hence, Lemma 5.8 implies C∞c ⊂ LR ⊂ LJ . By Theorem 4.3, there exists a family T
of operators T (t) : Cb → Cb and a subsequence (nl)l∈N, which satisfy Assumption 2.4,
such that, uniformly on compacts,

T (t)f = lim
l→∞

J(πtnl)f for all (f, t) ∈ Cb × T .

Since (J(πtn)f)n∈N is non-decreasing, the convergence holds without choosing a subse-
quence. In addition, T is a strongly continuous convex monotone semigroup on C0 and
it holds T (t) : Lip0 → Lip0 for all t ≥ 0.

Second, we show that C∞0 ∩ LR ⊂ D(BΓ) and

BΓf = R′(0)f + ϕ∗(|Df |) = lim
h↓0

T (h)f − f
h

uniformly on compacts for all f ∈ C∞0 ∩ LR. For every h > 0 and b, x, y ∈ Rd, we use
Taylor’s formula to obtain

|f(ψh(x) + y + bh)− f(ψh(x) + y)− 〈∇f(ψh(x) + y), bh〉| ≤ ‖D2f‖∞|b|2h2.

As seen in the proof of [23, Lemma 3.6], it holds limh↓0 |R(h)g − g|(x) = 0 for all
g ∈ Lipb. Hence, we can estimate

lim inf
h↓0

(
J(h)f −R(h)f

h

)
(x) ≥ lim inf

h↓0

ˆ
Rd
〈∇f(ψh(x) + y, b〉dµh(y)− ϕ(|b|)

= lim inf
h↓0

R(h)
(
〈∇f, b〉

)
(x)− ϕ(|b|)

= 〈∇f(x), b〉 − ϕ(|b|).

Taking the supremum over all b ∈ Rd yields

lim inf
h↓0

(
J(h)f −R(h)f

h

)
(x) ≥ ϕ∗(|∇f |).

We use the previous inequality, J(h)f ≤ T (h)f ≤ S(h)f , Assumption 5.7(v) and The-
orem 5.9 to conclude

lim
h↓0

T (h)f − f
h

= R′(0)f + ϕ∗(|∇f |)

uniformly on compacts.
Third, we remark that the verification of condition (3.7) for all f ∈ Lip0 is similar

to the proof of Theorem 5.9. Moreover, it follows from J(t) : Lip0(r)→ Lip0(ectr) and
the construction of T that T (t) : Lip0(r)→ Lip0(ectr) for all r, t ≥ 0. �

Theorem 5.11. It holds S(t)f = T (t)f for all t ≥ 0 and f ∈ Cb.

Proof. By construction, it holds 0 ≤ T (t)f − R(t)f ≤ S(t)f − R(t)f ≤ I(t)f − R(t)f
for all t ≥ 0 and f ∈ Lip0. Hence, inequality (5.5) implies

LR ∩ Lip0 = LS ∩ Lip0 = LT ∩ Lip0.

Let D := LR∩Lip0. It follows from Remark 2.9(i) and Theorem 5.10 that T (t) : D → D
for all t ≥ 0. Next, we show that AΓf = BΓf for all f ∈ D. Let η ∈ C∞c with η ≥ 0,
supp(η) ⊂ B(0, 1), and

´
Rd η(x) dx = 1. Define ηn(x) := ndη(nx) and fn := f ∗ ηn for

all n ∈ N and x ∈ Rd. Then, it holds fn ∈ C∞0 for all n ∈ N. Choose c, r ≥ 0 such that
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Assumption 5.7(iv) is satisfied and f ∈ Lip0(r). For every t ≥ 0, n ∈ N and x ∈ Rd, we
use Fubini’s theorem to estimate

|R(t)fn − (R(t)f) ∗ ηn|(x)

≤
ˆ
B(0,1)

(ˆ
Rd
|f(ψt(x) + y − z)− f(ψt(x− z) + y)|dµt(y)

)
ηn(z) dz ≤ crt.

We obtain ‖R(t)fn − fn‖∞ ≤ ‖R(t)f − f‖∞ + crt and, therefore, fn ∈ LR. It follows
from Lemma 3.6, Theorem 5.9 and Theorem 5.10 that

AΓf = Γ- lim
n→∞

AΓfn = Γ- lim
n→∞

BΓfn = BΓf.

Hence, Corollary 2.11 implies S(t)f ≤ T (t)f for all t ≥ 0 and f ∈ C∞0 ∩ LR while the
inequality S(t)f ≥ T (t)f holds by construction. Now, let f ∈ Cb be arbitrary and
choose a bounded sequence (fn)n∈N ⊂ C∞c with fn → f uniformly on compacts. We
use Lemma 2.7 and Lemma 5.8 to conclude

S(t)f = lim
n→∞

S(t)fn = lim
n→∞

T (t)fn = T (t)f. �

In the particular case that S coincides with the entropic semigroup, as a byproduct
of Theorem 5.11, we recover that µt satisfies the Talagrand T2 inequality, see [45, Chap-
ter 22] and [41]. Denote by N (0, t1) the d-dimensional normal distribution with mean
zero and covariance matrix t1, where 1 ∈ Rd×d is the identity matrix.

Corollary 5.12. It holds W2(ν, µt) ≤
√

2tH(ν|µt) for all t ≥ 0 and ν ∈ P2, where
H(ν|µt) denotes the relative entropy of ν w.r.t. µt := N (0, t).

Proof. Choose ψt := idRd , µt := N (0, t1) and ϕ(v) := v2/2 for all t, v ≥ 0. Moreover, let
(Wt)t≥0 be a d-dimensional standard Brownian motion on a complete filtered probability
space (Ω,F , (Ft)t≥0,P) satisfying the usual conditions. We show that

(T (t)f)(x) = (S̃(t)f)(x) := 1
2 log

(
E[exp(2f(x+Wt))]

)
for all t ≥ 0, f ∈ Cb and x ∈ Rd. By elementary calculation, see [7, Lemma 4.4] and the
proof of [7, Theorem 4.5], one can show that J(t)f ≤ S̃(t)f and thus T (t)f ≤ S̃(t)f for
all t ≥ 0 and f ∈ Cb. To show the reverse inequality, we want to apply Corollary 2.11.
By straightforward computations, one can show that S̃ satisfies Assumption 2.4 and
BUC2 ⊂ D(Ã) with

Ãf = 1
2

(
∆f + |∇f |2

)
for all f ∈ BUC2.

Moreover, it follows from Itô’s formula and Theorem 5.3 that D := LTsym ∩ Lipb ⊂ LS̃+.
Since S̃ and T are translation invariant, Lemma 3.6 yields ÃΓf = BΓf for all f ∈ D.
Hence, Corollary 2.11 implies S̃(t)f = T (t)f for all t ≥ 0 and f ∈ BUC2. For arbitrary
f ∈ Cb, the equality follows by approximation. In addition, it follows from Theorem 5.11
that S̃(t)f = S(t)f ≤ I(t)f for all t ≥ 0 and f ∈ Cb. Fenchel–Moreaus’s theorem yields

W2(ν, µt)
2

2t
= sup

f∈Cb

(ˆ
Rd
f dν − (I(t)f)(0)

)
≤ sup

f∈Cb

(ˆ
Rd
f dν − (S̃(t)f)(0)

)
= H(ν|µt). �
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Appendix A. Γ-convergence

Following the works of Beer [4], Dal Maso [15] and Rockafellar and Wets [38], we
gather some basics about Γ-convergence. We remark that, in [15] and [38], all results
are formulated for extended real-valued lower semicontinuous functions. However, a
function f : X → [−∞,∞) is upper semicontinuous if and only if −f : X → (−∞,∞]
is lower semicontinuous, and all results immediately transfer to our setting.

Lemma A.1. Let (fn)n∈N ⊂ Uκ and (gn)n∈N ⊂ Uκ be bounded above, and f, g ∈ Uκ.
(i) It holds Γ- lim supn→∞ fn ∈ Uκ. Furthermore, (fn)n∈N ⊂ Uκ has a Γ-convergent

subsequence, i.e., Γ- limk→∞ fnk ∈ Uκ exists for a subsequence (nk)k∈N.
(ii) We have f = Γ- limn→∞ fn if and only if every subsequence (nk)k∈N has another

subsequence (nkl)l∈N with f = Γ- liml→∞ fnkl .
(iii) If fn ↓ f , then f = Γ- limn→∞ fn.
(iv) It holds Γ- lim supn→∞(fn + gn) ≤ Γ- lim supn→∞ fn + Γ- lim supn→∞ gn. More-

over, we have Γ- lim supn→∞ fn ≤ Γ- lim supn→∞ gn if fn ≤ gn for all n ∈ N.
(v) Assume that f ∈ Cκ, fn → f uniformly on compacts and g = Γ- limn→∞ gn.

Then, it holds f + g = Γ- limn→∞(fn + gn).
(vi) If f = Γ- lim supn→∞ fn and g ∈ Cκ, then f ∨ g = Γ- lim supn→∞(fn ∨ g).
(vii) It holds (Γ- lim supn→∞ fn)(x) ≥ lim supn→∞ supy∈B(x,δn) fn(y) for all x ∈ X and

(δn)n∈N ⊂ (0,∞) with δn → 0.

Proof. Part (i) follows from [15, Remark 4.11], [15, Theorem 4.16], and [15, Theo-
rem 8.4]. For part (ii) and (iii), we refer to [15, Proposition 8.3] and [15, Proposi-
tion 5.4], respectively. Part (iv) and (vii) are direct consequences of the definition of
the Γ- lim sup.

In order to show part (v), let x ∈ X and (xn)n∈N ⊂ X with xn → x and g(x) =
limn→∞ gn(xn). For every n ∈ N,∣∣(f + g)(x)− (fn + gn)(xn)

∣∣ ≤ |f(x)− f(xn)|+ sup
y∈K
|f(y)− fn(y)|+ |g(x)− gn(xn)|,

where K := {xn : n ∈ N}∪{x} is compact. Since fn → f uniformly on compact and f is
continuous, the right-hand side converges to zero. We obtain f+g ≤ Γ- limn→∞(fn+gn)
and the reverse inequality follows from part (iv).

It remains to show part (vi). The inequality f ∨ g ≤ Γ- lim supn→∞(fn ∨ g) follows
from part (iv). Let (xn)n∈N ⊂ X and x ∈ X with xn → x. Continuity of g implies

lim sup
n→∞

(fn ∨ g)(x) = lim
k→∞

(fnk ∨ g)(xk) =
(

lim sup
k→∞

fnk(xnk)
)
∨ g(x) ≤ (f ∨ g)(x),

where (xnk)k∈N is a suitable subsequence approximating the limes superior. �

Let f ∈ Uκ and ε > 0. Following [4], the upper ε-parallel function to f is defined by

f ε : X → R, x 7→ 1

κ(x)

(
sup

y∈B(x,ε)
max

{
f(y)κ(y),−1

ε

}
+ ε
)
.

If closed bounded sets in X are compact (e.g., if X = Rd or X is compact), one can
show that f ε is upper semicontinuous, cf. the proof of [4, Lemma 1.3]. For a general
metric space (X, d), however, the upper semicontinuity of f ε cannot be guaranteed. For
this reason, we consider the upper semicontinuous envelope of f ε, which is defined by

f
ε
: X → R, x 7→ lim sup

y→x
f ε(y) = inf

δ>0
sup

y∈B(x,δ)
f ε(y).
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Note that, for all x ∈ X,

f
ε
(x) = sup

{
lim sup
n→∞

f ε(xn) : (xn)n∈N ⊂ X with xn → x
}

= Γ- lim sup
n→∞

f ε,

where in the last expression f ε stands for the constant sequence (f ε)n∈N. We have the
following geometric description of the Γ- lim sup.

Lemma A.2.
(i) For every f ∈ Uκ and ε > 0,

f ε ≤ f ε ≤ inf
ε′>ε

f ε
′

and ‖(f ε)+‖κ ≤ ‖f+‖κ + ε. (A.1)

Furthermore, it holds f ε ∈ Uκ for all ε > 0 and f ε ↓ f as ε ↓ 0.
(ii) Let (fn)n∈N ⊂ Uκ be bounded above and f ∈ Uκ. Then, Γ- lim supn→∞ fn ≤ f if

and only if, for every ε > 0 and compact set K ⊂ X, there exists n0 ∈ N with

fn(x) ≤ f ε(x) for all x ∈ K and n ≥ n0. (A.2)

Proof. First, we show inequality A.1. Fix f ∈ Uκ, ε > 0 and x ∈ X. For every ε′ > ε,

f ε(x) ≤ f ε(x) ≤ sup
y∈B(x,ε′−ε)

f ε(y)

= sup
y∈B(x,ε′−ε)

1

κ(y)

(
sup

z∈B(y,ε)
max

{
f(z)κ(z),−1

ε

}
+ ε
)

≤ cε′(x)

κ(x)

(
sup

y∈B(x,ε′−ε)
sup

z∈B(y,ε)
max

{
f(z)κ(z),−1

ε

}
+ ε
)

≤ cε′(x)

κ(x)

(
sup

z∈B(x,ε′)
max

{
f(z)κ(z),− 1

ε′

}
+ ε′

)
= cε′(x)f ε

′
(x),

where cε′(x) := supy∈B(x,ε′−ε)
κ(x)
κ(y) . Continuity of κ implies cε′(x) ↓ 1 as ε′ ↓ ε. Hence,

taking the infimum over ε′ > ε in the previous estimate yields the first part of inequal-
ity (A.1). Furthermore, we can estimate(

f
ε
κ
)+

(x) ≤ inf
ε′>ε

(
f ε
′
κ
)+

(x) ≤ inf
ε′>ε

(
sup
y∈X

(fκ)+(y) + ε′
)

= ‖f+‖κ + ε.

In particular, we obtain f ε ∈ Uκ, because f
ε is upper semicontinuous by definition.

Second, we show that f δ ↓ f as δ ↓ 0. Due to inequality (A.1) it is sufficient to prove
f δ ↓ f as δ ↓ 0. Since fκ is upper semicontinuous, for every x ∈ X and ε > 0, there
exists δ > 0 such that (fκ)(y) ≤ (fκ)(x) + ε for all y ∈ B(x, δ). We obtain

f(x) ≤ f δ(x) =
1

κ(x)
sup

y∈B(x,δ)
max

{
(fκ)(y),−1

δ

}
+ δ ≤ max

{
f(x),−1

δ

}
+ δ + ε.

This implies f(x) ≤ infδ>0 f
δ(x) ≤ f(x) + ε ↓ f(x) as ε ↓ 0.

Third, let (fn)n∈N ⊂ Uκ be bounded above and f ∈ Uκ with Γ- lim supn→∞ fn ≤ f .
We follow the proof of [4, Lemma 1.5] to verify inequality (A.2). Let K ⊂ X be compact
and ε > 0. Since Γ- lim supn→∞ fn ≤ f and κ > 0 is continuous, we obtain

lim sup
n→∞

(fnκ)(xn) ≤ (fκ)(x) for all x ∈ K and (xn)n∈N ⊂ X with xn → x.

Hence, for every x ∈ K, there exist nx ∈ N and rx ∈ (0, ε) such that

(fnκ)(y) ≤ max
{

(fκ)(x),−1
ε

}
+ ε for all n ≥ nx and y ∈ B(x, rx).
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By compactness of K, we can choose x1, . . . , xk ∈ K with K ⊂
⋃k
i=1B(xi, rxi). Define

n0 := nx1 ∨ . . . ∨ nxk . Let x ∈ K and i ∈ {1, . . . , k} with d(x, xi) < rxi < ε. We obtain

fn(x) ≤ 1

κ(x)

(
max

{
(fκ)(xi),−1

ε

}
+ ε
)
≤ f ε(x) for all n ≥ n0.

Fourth, let (fn)n∈N ⊂ Uκ be bounded above and f ∈ Uκ such that inequality (A.2)
holds. Let x ∈ X and (xn)n∈N ⊂ X with xn → x. Since K := {xn : n ∈ N} ∪ {x} is
compact, for every ε > 0, there exists n0 ∈ N such that fn(xn) ≤ f ε(xn) for all n ≥ n0.
We obtain lim supn→∞ fn(xn) ≤ f ε(x) for all ε > 0, because f ε is upper semicontinuous.
Hence, part (i) implies Γ- lim supn→∞ fn ≤ infε>0 f

ε
= f . �

We conclude this section by noting how the definition of f ε simplifies if (X, d) satisfies
an additional geometric property.

Lemma A.3. Assume that (X, d) has midpoints, i.e., for every x, z ∈ X and λ ∈ [0, 1],
there exists yλ ∈ X with

d(x, yλ) = λd(x, z) and d(yλ, z) = (1− λ)d(x, z).

Then, it holds f ε = infε′>ε f
ε′ for all f ∈ Uκ and ε > 0.

Proof. Let x ∈ X and ε′ > ε. Since (X, d) has midpoints, for every z ∈ B(x, ε′) there
exists y ∈ X with d(x, y) ≤ ε′ − ε and d(y, z) ≤ ε. Hence, we can estimate

f ε
′
(x) =

1

κ(x)
sup

z∈B(x,ε′)

(
max

{
f(z)κ(z),− 1

ε′

}
+ ε′

)
=

1

κ(x)
sup

y∈B(x,ε′−ε)
sup

z∈B(y,ε)

(
max

{
f(z)κ(z),− 1

ε′

}
+ ε′

)
≤ cε′(x) sup

y∈B(x,ε′−ε)

1

κ(y)
sup

z∈B(y,ε)

(
max

{
f(z)κ(z),− 1

ε′

}
+ ε′

)
,

where cε′(x) := supy∈B(x,ε′−ε)
κ(y)
κ(x) . Continuity of κ implies cε′ ↓ 1 as ε′ ↓ ε. We obtain

inf
ε′>ε

f ε
′
(x) ≤ inf

ε′>ε
sup

y∈B(x,ε′−ε)
f ε(y) = f

ε
(x).

The reverse estimate follows from inequality (A.1). �

Appendix B. Basic convexity estimates

Lemma B.1. Let φ : Cκ → R be a convex functional. Then,

φ(f)− φ(g) ≤ λ
(
φ

(
f − g
λ

+ g

)
− φ(g)

)
for all f, g ∈ Cκ and λ ∈ (0, 1].

The previous statement remains valid if we replace Cκ by Bκ.

Proof. We use the convexity to estimate

φ(f)− φ(g) = φ

(
λ

(
f − g
λ

+ g

)
+ (1− λ)g

)
− φ(g)

≤ λφ
(
f − g
λ

+ g

)
+ (1− λ)φ(g)− φ(g)

= λ

(
φ

(
f − g
λ

+ g

)
− φ(g)

)
. �
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Let Fκ be the space of all functions f : X → [−∞,∞) with ‖f+‖κ <∞.

Lemma B.2. Let Φ: Cκ → Fκ be a convex monotone operator with Φ(0) = 0.
(i) For every r ≥ 0, there exists c ≥ 0 such that

‖Φ(f)‖κ ≤ c‖f‖κ for all f ∈ BCκ(0, r).

One can choose c := 1
r‖
(
Φ( rκ)

)+‖κ. In particular, the function Φ(f) is real-valued,
i.e., Φ(f) : X → R for all f ∈ Cκ.

(ii) For every r ≥ 0, there exists c ≥ 0 such that

‖Φ(f)− Φ(g)‖κ ≤ c‖f − g‖κ for all f, g ∈ BCκ(0, r).

One can choose c := 1
r supf ′∈BCκ (0,3r) ‖Φ(f ′)‖κ <∞.

The previous statements remain valid if we replace Cκ by Bκ.

Proof. First, let r > 0, f ∈ BCκ(0, r) and λ := ‖f‖κ/r. We use the fact that Φ is convex
and monotone with Φ(0) = 0 to estimate

Φ(f) = Φ
(
λ 1
λf + (1− λ)0

)
≤ λΦ

(
1
λf
)
≤ λΦ( rκ

)
= ‖f‖κ

r Φ( rκ
)
.

Moreover, it follows from the convexity of Φ and Φ(0) = 0 that

0 = Φ(0) = Φ
(

1
2f + 1

2(−f)
)
≤ 1

2Φ(f) + 1
2Φ(−f).

We conclude (Φ(±f))(x) > −∞ for all x ∈ X and −Φ(−f) ≤ Φ(f). Combining the
previous estimates yields

−‖f‖κr Φ( rκ
)
≤ −Φ(−f) ≤ Φ(f) ≤ ‖f‖κr Φ( rκ

)
.

Hence, it holds ‖Φ(f)‖κ ≤ c‖f‖κ with c := 1
r‖
(
Φ( rκ)

)+‖κ < ∞. For r = 0, the claim
follows from Φ(0) = 0.

Second, let r ≥ 0 and f, g ∈ BCκ(0, r). We define

Φf : Cκ → Fκ, f
′ 7→ Φ(f + f ′)− Φ(f) for all f ′ ∈ Cκ.

Note, that ‖Φ(f)‖κ < ∞ by the first part and therefore Φ(f ′) ∈ Fκ for all f ′ ∈ Cκ.
Furthermore, it follows from the first part that

‖Φ(f)− Φ(g)‖κ =
∥∥Φf (f − g)

∥∥
κ
≤ 1

2r

∥∥(Φf (2r
κ )
)+∥∥

κ
‖f − g‖κ ≤ c‖f − g‖κ,

where c := 1
r supf ′∈BCκ (0,3r) ‖Φ(f ′)‖κ <∞. �

Appendix C. Extension of convex monotone functions

Denote by ca+
κ the set of all Borel measures µ : B(X) → [0,∞] with

´
X

1
κ dµ < ∞.

Let φ : Cκ → R be a convex monotone functional with φ(0) = 0. We define the convex
conjugate of φ by

φ∗ : ca+
κ → [0,∞], µ 7→ sup

f∈Cκ

(
µf − φ(f)

)
, where µf :=

ˆ
X
f dµ.

Let Bκ be the space of all Borel measurable functions f : X → [−∞,∞) such that
‖f+‖κ < ∞. Denote by BBκ(0, r) := {f ∈ Bκ : ‖f‖κ ≤ t} the closed ball with radius
r ≥ 0 around zero. Using the ideas from [3], we obtain the following extension and dual
representation result.

Theorem C.1. Let φ : Cκ → R be a convex monotone functional with φ(0) = 0, which
is continuous from above. Then, the following statements hold:
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(i) For every r ≥ 0, there exists a σ(ca+
κ ,Cκ)-compact convex set Mr ⊂ ca+

κ with

φ(f) = max
µ∈Mr

(
µf − φ∗(µ)

)
for all f ∈ BCκ(0, r).

One can choose Mr := {µ ∈ ca+
κ : φ∗(µ) ≤ φ(2r/κ)− 2φ(−r/κ)}.

(ii) Define φ1 : Uκ → [−∞,∞), f 7→ inf{φ(g) : g ∈ Cκ, g ≥ f}. The functional φ1 is
convex, monotone and the unique extension of φ, which is continuous from above.
In addition, φ1 is admits the dual representation

φ1(f) = max
µ∈Mr

(
µf − φ∗(µ)

)
for all r ≥ 0 and f ∈ BUκ(0, r).

(iii) Define φ2 : Bκ → [−∞,∞), f 7→ limc→∞ supµ∈ca+κ

(
µ
(

max
{
f,− c

κ

})
− φ∗(µ)

)
.

The functional φ1 is convex, monotone and an extension of φ. In addition, φ1 is
admits the dual representation

φ2(f) = sup
µ∈M ′r

(
µf − φ∗(µ)

)
for all r ≥ 0 and f ∈ BBκ(0, r),

where M ′r :=
⋂
ε>0{µ ∈ ca+

κ : φ∗(µ) ≤ φ(2r/κ) − 2φ(−r/κ) + ε} is σ(ca+
κ ,Cκ)-

compact and convex. In particular, for all ε > 0 and r ≥ 0, there exists a compact
set K ⊂ X with φ2

(
r
κ1Kc

)
< ε.

Proof. First, we apply [3, Theorem 2.2] to obtain

φ(f) = max
µ∈ca+κ

(
µf − φ∗(µ)

)
for all f ∈ Cκ.

Let r ≥ 0 and f ∈ BCκ(0, r). Choose µ ∈ ca+
κ with φ(f) = µf − φ∗(µ). It follows from

the definition of φ∗ and the monotonicity of φ that

µ2r
κ − φ

(
2r
κ

)
≤ φ∗(µ) = µf − φ(f) ≤ µ rκ − φ

(
− r

κ

)
.

We obtain µ rκ ≤ φ(2r
κ )− φ(− r

κ) and therefore φ∗(µ) ≤ φ
(

2r
κ )− 2φ

(
− r

κ

)
. Hence,

φ(f) = max
µ∈Mr

(
µf − φ∗(µ)

)
for all f ∈ BCκ(0, r),

where Mr :=
{
µ ∈ ca+

κ : φ∗(µ) ≤ φ
(

2r/κ)− 2φ
(
− r/κ

)}
. Moreover, the set Mr is convex

and σ(ca+
κ ,Cκ)-compact, see [3, Theorem 2.2].

Second, by monotonicity of φ, the functional φ1 is monotone and an extension of φ.
We show that φ1(f) = limn→∞ φ(fn) for all (fn)n∈N ⊂ Cκ and f ∈ Uκ with fn ↓ f . By
definition of the infimum, there exists a sequence (gk)k∈N ⊂ Cκ such that φ(gk)→ φ1(f)
as k →∞. Let gkn := fn∨gk for all k, n ∈ N. Since gkn ↓ gk as n→∞, and φ is monotone
and continuous from above, we obtain

lim
n→∞

φ(fn) ≤ lim
n→∞

φ(gkn) = φ(gk) for all k ∈ N.

Monotonicity of φ1 implies φ1(f) ≤ limn→∞ φ(fn) ≤ limk→∞ φ(gk) = φ1(f). In partic-
ular, it follows that φ1 is convex. Indeed, let f, g ∈ Uκ and λ ∈ [0, 1]. Since Uκ = (Cκ)δ
and Cκ is directed downwards, there exist sequences (fn)n∈N and (gn)n∈N in Cκ with
fn ↓ f and gn ↓ g. We obtain

φ1(λf + (1− λ)g) = lim
n→∞

φ(λfn + (1− λ)gn) ≤ lim
n→∞

(
λφ(fn) + (1− λ)gn

)
= λφ1(f) + (1− λ)φ1(g).
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Third, we show that φ1 is continuous from above. Let (fn)n∈N ⊂ Uκ and f ∈ Uκ

with fn ↓ f . Since Uκ = (Cκ)δ, for every k ∈ N, there exists a sequence (fnk )n∈N ⊂ Cκ

with fnk ↓ fk as n→∞. Define f̃n := min{fn1 , . . . , fnn } ∈ Cκ for all n ∈ N. It holds

f̃n+1 = min{fn+1
1 , . . . , fn+1

n , fn+1
n+1 } ≤ min{fn1 , . . . , fnn } = f̃n for all n ∈ N,

fn = min{f1, . . . , fn} ≤ min{fn1 , . . . , fnn } = f̃n for all n ∈ N,

f̃n = min{fn1 , . . . , fnk , . . . , fnn } ≤ fnk for all k, n ∈ N with k ≤ n.

We conclude that f = limn→∞ fn ≤ limn→∞ f̃n ≤ limn→∞ f
n
k = fk for all k ∈ N.

Thus, it follows from the monotonicity of φ1 and the second part of this proof that
φ1(f) ≤ limn→∞ φ1(fn) ≤ limn→∞ φ(f̃n) = φ1(f). We have shown that φ1 is continuous
from above. Hence, [3, Theorem 2.2] implies

φ1(f) = max
µ∈ca+κ

(
µf − φ∗(µ)

)
for all f ∈ Uκ.

By the same arguments as in the first step, the maximum in the previous equation can
be taken over the set Mr for all r ≥ 0 and f ∈ BUκ(0, r). The uniqueness of φ1 as
extension, which is continuous from above, follows from Uκ = (Cκ)δ.

Fourth, by definition, the functional φ2 is convex and monotone. Since φ1 is contin-
uous from above, we obtain from the dual representation of φ1 that

φ1(f) = lim
c→∞

φ1

(
max

{
f,− c

κ

})
= φ2(f) for all f ∈ Uκ.

Similar to the first part of this proof, it follows that the supremum in the definition of
φ2 can be taken over M ′r for all r ≥ 0 and f ∈ BBκ(0, r). By [3, Theorem 2.2], the set
M ′r is σ(ca+

κ ,Cκ)-compact and convex. The last statement follows from φ∗ ≥ 0 and the
fact that, by Prokhorov’s theorem, the set {µκ : µ ∈ M ′r} is tight for all r ≥ 0, where
µκ(A) :=

´
A

1
κ dµ for all A ∈ B(X). �

Remark C.2. Let φ : Cκ → R be a convex monotone functional with φ(0) = 0, which
is continuous from above at zero, i.e., φ(fn) ↓ 0 for all (fn)n∈N ⊂ Cκ with fn ↓ 0.
Then, it follows from the proof of [3, Theorem 2.2] that φ is continuous from above, i.e.,
φ(fn) ↓ φ(f) for all (fn)n∈N ⊂ Cκ and f ∈ Cκ with fn ↓ f . However, if we replace Cκ

by Uκ, this statement does not remain valid, because Uκ is not a vector space.

With the help of Theorem C.1, we can show the assertions from Remark 2.5(i) and (ii).

Corollary C.3. Let (S(t))t≥0 by a family of operators S(t) : Cκ → Uκ which satisfy
the conditions (S1)-(S4). Then, the following statements hold:

(i) For every t ≥ 0, there exists a unique extension S(t) : Uκ → Uκ, which is continu-
ous from above. The family of extended operators satisfies the conditions (S1)-(S4)
with Uκ instead of Cκ. In addition, for every x ∈ X, the functional

Uκ → [−∞,∞), f 7→ (S(t)f)(x)

can be even extended to the space Bκ such that, for every ε > 0 and c ≥ 0, there
exists a compact set K ⊂ X with

(
S(t)

(
c
κ1Kc

))
(x) < ε.

(ii) Let t ≥ 0 and K ⊂ X compact. Then, for every ε > 0 and c ≥ 0, there exists a
compact set K1 ⊂ X such that

sup
(s,x)∈[0,t]×K

(
S(t)

(
c
κ1Kc

1

))
(x) ≤ ε.
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Proof. First, we extend S(t) from Cκ to Uκ. Let t ≥ 0 and x ∈ X. By Lemma B.2, it
holds (S(t)f)(x) ∈ R for all f ∈ Cκ. Thus, the conditions (S1) and (S2) yield

φt,x : Cκ → R, f 7→ (S(t)f)(x)

satisfies the assumptions of Theorem C.1. Define (S(t)f)(x) := φt,x1 (f) for all f ∈ Uκ,
where φt,x1 denotes the extension of φt,x from Theorem C.1(ii). The family of extended
operators satisfies the conditions (S1), (S2) and (S4) with Uκ instead of Cκ and is the
unique extension which is continuous from above. Next, we verify condition (S3), i.e.,

Γ- lim sup
s→t

S(s)f ≤ S(t)f for all t ≥ 0 and f ∈ Uκ.

Fix t ≥ 0, f ∈ Uκ and x ∈ X. Let (tn)n∈N ⊂ [0,∞) and (xn)n∈N ⊂ X with tn → t and
xn → x. We use Theorem C.1(ii) and condition (S3) to estimate

lim sup
n→∞

(S(tn)f)(xn) = inf
n∈N

sup
k≥n

inf
{(
S(tk)g

)
(xk) : g ∈ Cκ, g ≥ f

}
≤ inf

{
lim sup
n→∞

(
S(tn)g

)
(xn) : g ∈ Cκ, g ≥ f

}
≤ inf

{(
S(t)g

)
(x) : g ∈ Cκ, g ≥ f

}
= (S(t)f)(x).

The statement about the extension to Bκ holds because of Theorem C.1(iii).
Second, let c, t ≥ 0, K ⊂ X compact and ε > 0. By part (i), we can define

φs,x : Bκ → [−∞,∞), f 7→ (S(s)f)(x) for all (s, x) ∈ [0, t]×K.

For every (s, x) ∈ [0, t]×K and K1 ⊂ X compact, Theorem C.1(iii) implies

0 ≤ φs,x
(
c
κ1Kc

1

)
≤ sup

µ∈M
µ
(
c
κ1Kc

1

)
,

where M :=
⋃

(s,x)∈[0,t]×K{µ ∈ ca+
κ : φ∗s,x(µ) ≤ φs,x(2c/κ) − 2φs,x(−c/κ)}. Furthermore,

by Dini’s theorem, the functional

φ : Cκ → R, f 7→ sup
(s,x)∈[0,t]×K

φs,x(f)

is well-defined, convex, monotone and continuous from above. Hence, [3, Theorem 2.2]
and condition (S4) imply that the set

M ⊂
{
µ ∈ ca+

κ : φ∗(µ) ≤ sup
(s,x)∈[0,t]×K

∣∣φs,x(2c
κ

)
− 2φs,x

(
− c

κ

)∣∣}
is σ(ca+

κ ,Cκ)-relatively compact. The claim follows from Prokhorov’s theorem which
ensures that {µκ : µ ∈M} is tight, where µκ(A) :=

´
A

1
κ dµ for all A ∈ B(X). �

Lemma C.4. Let (φn)n∈N be a sequence of functionals φn : Cκ → R which satisfy the
following conditions:

• φn is convex, monotone and φn(0) = 0 for all n ∈ N,
• supn∈N supf∈BCκ (0,r) |φn(f)| <∞ for all r ≥ 0,
• supn∈N φn(fk) ↓ 0 as k →∞ for all (fk)k∈N ⊂ Cκ with fk ↓ 0.

For every n ∈ N, by Theorem C.1, there exists a unique extension of φn : Cκ → R
to a functional φn : Uκ → [−∞,∞) which is continuous from above. Let (fn)n∈N and
(gn)n∈N be bounded sequences in Uκ. Then,

lim sup
n→∞

φn(fn + gn) ≤ lim sup
n→∞

φn(f + gn), where f := Γ- lim sup
n→∞

fn.
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Proof. First, we show that lim supn→∞ φn(fn + gn) ≤ lim supn→∞ φn(f
ε

+ gn) for all
ε ∈ (0, 1]. Since the functionals (φn)n∈N are uniformly bounded, the functional

φ : Cκ → R, f 7→ sup
n∈N

φn(f)

is well-defined, convex, monotone and satisfies φ(0) = 0. Furthermore, it follows from
Theorem C.1 and φ∗ ≤ φ∗n that

φn(f) = max
µ∈Mr

(
µf − φ∗n(µ)

)
for all n ∈ N, r ≥ 0 and f ∈ BUκ(0, r),

where Mr := {µ ∈ ca+
κ : φ∗(µ) ≤ supn∈N |φn(2r/κ) − 2φn(−r/κ)|}. In the sequel, we fix

r := supn∈N(‖fn‖κ + ‖gn‖κ + 1) and M := Mr. Let ε > 0. Since φ is continuous from
above, by [3, Theorem 2.2] and Prokhorov’s theorem, the set {µκ : µ ∈ M} is tight,
where µκ(A) :=

´
A

1
κ dµ for all A ∈ B(X). Hence, there exists K ⊂ X compact with

supµ∈M µκ(Kc)(r+ 1/ε) < ε. Moreover, by Lemma A.2, we can choose n0 ∈ N such that

fn(x) ≤ f ε(x) for all x ∈ K and n ≥ n0.

For every n ≥ n0, it follows from f
ε ≥ −ε/κ that

φn(fn + gn) = max
µ∈M

(
µ(fn + gn)− φ∗n(µ)

)
≤ max

µ∈M

(
µ
(
f
ε

+ gn +
( r+1/ε

κ

)
1Kc

))
− φ∗n(µ)

)
≤ max

µ∈M

(
µ(f

ε
+ gn)− φ∗n(µ)

)
+ ε = φn(f

ε
+ gn) + ε.

We obtain lim supn→∞ φn(fn + gn) ≤ lim supn→∞ φn(f
ε

+ gn) for all ε > 0.
Second, we show infε∈(0,1] lim supn→∞ φn(f

ε
+ gn) ≤ lim supn→∞ φn(f + gn). Using

the dual representation from the first part, we obtain

inf
ε∈(0,1]

lim sup
n→∞

φn(f
ε

+ gn) = inf
n∈N

inf
ε∈(0,1]

max
µ∈M

sup
k≥n

(
µ(f

ε
+ gk)− φ∗k(µ)

)
= inf

n∈N
inf

ε∈(0,1]
max
µ∈M

(
µf

ε − αn(µ)
)
,

where αn(µ) := infk≥n(φ∗k(µ) − µgk). For fixed n ∈ N, we want to interchange the
maximum over µ ∈ M with the infimum over ε ∈ (0, 1] by using [21, Theorem 2]. To
do so, we have to replace αn by a function which is convex and lower semicontinuous.
It holds infµ∈M αn(µ) > −∞, because φ∗k ≥ 0 and (gk)k∈N is bounded. Hence, we can
define αn : M → R as the lower semicontinuous convex hull of αn, i.e., the supremum
over all lower semicontinuous convex functions which are dominated by αn. Fenchel–
Moreau’s theorem, [21, Theorem 2] and Lemma A.2 imply

inf
n∈N

inf
ε∈(0,1]

max
µ∈M

(
µf

ε − αn(µ)
)

= inf
n∈N

inf
ε∈(0,1]

max
µ∈M

(
µf

ε − αn(µ)
)

= inf
n∈N

max
µ∈M

(
µf − αn(µ)

)
= inf

n∈N
max
µ∈M

(
µf − αn(µ)

)
= lim sup

n→∞
φn(f + gn). �

Appendix D. Proofs of Section 4

We need the following version of Arzéla–Ascoli’s theorem. A sequence (fn)n∈N of
functions fn : X → R is called uniformly equicontinuous if and only if, for every ε > 0,
there exists δ > 0 such that |fn(x) − fn(y)| < ε for all n ∈ N and x, y ∈ X with
d(x, y) < δ.

Lemma D.1. Let (fn)n∈N ⊂ Cκ be bounded and uniformly equicontinuous. Then, there
exist a function f ∈ Cκ and a subsequence (nl)l∈N with fnl → f uniformly on compacts.
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Proof. Let D ⊂ X be countable and dense. By the Bolzano–Weierstrass theorem and
a diagonalization argument, there exists a subsequence (nl)l∈N such that the limit

f(x) := lim
l→∞

fnl(x) ∈ R

exists for all x ∈ D. Moreover, the mapping D → R, x 7→ f(x) is uniformly continuous
and satisfies supx∈D |f(x)|κ(x) < ∞. Hence, there exists a unique extension f ∈ Cκ.
Since (fn)n∈N is uniformly equicontinuous, it holds fnl(x) → f(x) for all x ∈ X. In
addition, we have fnl → f uniformly on compacts. Indeed, assume by contradiction
that there exist ε > 0, K ⊂ X compact and a subsequence (kl)l∈N of (nl)l∈N with

sup
x∈K
|fkl(x)− f(x)| ≥ ε for all l ∈ N. (D.1)

By Arzéla–Ascoli’s theorem, the sequence (fkl)l∈N has a subsequence which converges
uniformly on K to a continuous function g : K → R. Due to the pointwise convergence
fkl(x)→ f(x) for all x ∈ K, we obtain f = g. This shows that

lim
l→∞

sup
x∈K
|f(x)− fkl(x)| = 0,

which contradicts inequality (D.1). �

Proof of Theorem 4.3. First, as a consequence of Lemma D.1 and the results in [8,
Section 2.1], there exist a family (S(t))t≥0 of operators S(t) : D → Cκ and a subsequence
(nl)l∈N ⊂ N which satisfy the following conditions:

• S(t)f = liml→∞ I(πtnl)f uniformly on compacts for all (f, t) ∈ D × T .
• S(0) = idD.
• S(t) is convex and monotone with S(t)0 = 0 for all t ≥ 0.
• The mapping [0,∞)→ Cκ, t 7→ S(t)f is continuous for all f ∈ D.
• S(t) : BD(0, r)→ BCκ(0, α(r, t)) for all r, t ≥ 0.
• ‖S(t)f − S(t)g‖κ ≤ etωα(r,t)‖f − g‖κ for all t ≥ 0 and f, g ∈ BD(0, r).

We remark that the results [8] are formulated with the assumption that (I(πtn)f)n∈N is
relatively compact w.r.t. the norm for all (f, t) ∈ D×T . However, it follows immediately
from the corresponding proofs that the existence of a subsequence (I(πtnl)f)l∈N which
converges uniformly on compacts is sufficient for the previous statements. The latter
is ensured by Assumption 4.1(iii) and (v) and Lemma D.1. Define ‖f‖∞,Y := ‖f1Y ‖∞
for all f : X → R and Y ⊂ X.

Second, we show that, for every ε > 0, r, t ≥ 0 and compact set K ⊂ X, there exist
another compact set K1 ⊂ X and a constant c ≥ 0 with

‖I(πtn)f − I(πtn)g‖∞,K ≤ c‖f − g‖∞,K1 + ε (D.2)

for all n ∈ N and f, g ∈ BCκ(0, r). Assumption 4.1(iii) and [8, Lemma 2.7] imply

I(πtn) : BCκ(0, r)→ BCκ(0, α(r, t)) for all n ∈ N.
Moreover, the operators I(πtn) are convex and monotone with I(πtn) = 0. Hence, by
Assumption 4.1(vi) and Theorem C.1, they can be extended to Bκ in such a way that

I(πtn) : BBκ(0, r)→ BBκ(0, α(r, t)) for all n ∈ N. (D.3)

Indeed, the previous equation follows from

−α(r, t) ≤ I(πtn)
(
− r

κ

)
≤ I(πtn)f ≤ I(πtn)

(
r
κ

)
≤ α(r, t) for all f ∈ BBκ(0, r).

Hence, for every n ∈ N and f, g ∈ BBκ(0, r), Lemma B.2(ii) yields

‖I(πtn)f − I(πtn)g‖κ ≤ α(3r, t)‖f − g‖κ. (D.4)
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Due to inequality (D.3) and infx∈K κ(x) > 0, we can choose λ ∈ (0, 1] with

sup
n∈N

sup
f ′∈BBκ (0,2r)

λ‖I(πtn)f ′‖∞,K ≤
ε

6
.

Furthermore, by Assumption 4.1(vi), inequality (D.3), and Theorem C.1, there exists a
compact set K1 ⊂ X with

sup
n∈N

λ
∥∥I(πtn)

(
2r
λκ1Kc

1

)∥∥
∞,K ≤

ε

3
.

For details, we refer to the proof of Corollary C.3. We use Lemma B.1, the previous to
inequalities and the fact that I(πtn) is convex and monotone to conclude

I(πtn)f − I(πtn)(f1K1) ≤ λI(πtn)

(
f

λ
1Kc

1
+ f1K1

)
− λI(πtn)(f1K1)

≤ λ

2
I(πtn)

(
2f

λ
1Kc

1

)
+
λ

2
I(πtn)(2f1K1) +

ε

6

≤ λ

2
I(πtn)

(
2r

λκ
1Kc

1

)
+
ε

3
≤ ε

2
,

where all functions are evaluated at a fixed point x ∈ K. Interchanging the roles of f
and f1K1 in the previous estimate yields

‖I(πtn)f − I(πtn)(f1K1)‖∞,K ≤
ε

2
.

Moreover, the same inequality holds with g instead of f . Hence, inequality (D.4) implies

‖I(πtn)f − I(πtn)g‖∞,K ≤ ‖I(πtn)(f1K1)− I(πtn)(g1K1)‖∞,K + ε

≤ sup
x∈K

1

κ(x)
‖I(πtn)(f1K1)− I(πtn)(g1K1)‖κ + ε

≤ sup
x∈K

α(3r, t)

κ(x)
‖f1K1 − g1K1‖κ + ε ≤ c‖f − g‖∞,K1 + ε,

where c := α(3r, t)‖κ‖∞ supx∈K 1/κ(x).
Third, we extend S to Cκ. It follows from inequality (D.2) and the first part that, for

every ε > 0, r, t ≥ 0 and compact set K ⊂ X, there exist another compact set K1 ⊂ X
and a constant c ≥ 0 such that, for all f, g ∈ BCκ(0, r) ∩ D,

‖S(t)f − S(t)g‖∞,K ≤ c‖f − g‖∞,K1 + ε. (D.5)

Let t ≥ 0 and f ∈ Cκ. By Assumption 4.1(v), we can choose a sequence (fn)n∈N ⊂ D
with ‖fn‖κ ≤ ‖f‖κ for all n ∈ N and fn → f uniformly on compacts. Inequality (D.5)
ensures that the limit

S(t)f := lim
n→∞

S(t)fn ∈ Cκ

exists, uniformly on compacts, and is independent of the choice of the approximating
sequence (fn)n∈N. Moreover, we remark that inequality (D.5) is preserved in the limit,
i.e., we can replace BCκ(0, r)∩D by BCκ(0, r). In particular, for every bounded sequence
(fn)n∈N ⊂ Cκ and f ∈ Cκ with fn → f uniformly on compacts, it holds S(t)fn → S(t)f
uniformly on compacts.

Fourth, we verify equation (4.3) and the conditions (S1)-(S4). Let t ∈ T , f ∈ Cκ,
ε > 0 and K ⊂ X compact. Choose a further compact set K1 ⊂ X and c ≥ 0 such
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that inequality (D.2) and inequality (D.5) are satisfied with r := ‖f‖κ. Moreover, by
Assumption 4.1(v), there exists g ∈ BCκ(0, r) ∩ D with ‖f − g‖∞,K1 < ε. We obtain

‖S(t)f − I(πtnl)f‖∞,K ≤ ‖S(t)f − S(t)g‖∞,K + ‖S(t)g − I(πtnl)g‖∞,K
+ ‖I(πtnl)g − I(πtnl)f)‖∞,K

≤ 2c‖f − g‖∞,K1 + 2ε+ ‖S(t)g − I(πtnl)g‖∞,K
≤ 2(c+ 1)ε+ ‖S(t)g − I(πtnl)g‖∞,K .

It follows from g ∈ D and the first part that liml→∞ ‖S(t)f − I(πtnl)f‖∞,K = 0. Condi-
tion (S1) follow from Assumption 4.1(ii) and the construction of S. Let t ≥ 0, f ∈ Cκ,
K ⊂ X compact and ε > 0. Since the constant c in inequality (D.5) can be chosen
uniformly for compact time intervals, there exists g ∈ D with

‖S(s)f − S(t)f‖∞,K ≤ ‖S(s)g − S(t)g‖∞,K + ε for all s ∈ [0, t+ 1].

It follows the continuity of the mapping [0,∞)→ Cκ, g 7→ S(t)g that

lim
s→t
‖S(s)f − S(t)f‖∞,K = 0. (D.6)

Now, the conditions (S2)-(S4) follows immediately from what we have shown so far.
Indeed, for every r, t ≥ 0 and f ∈ BCκ(0, r), we use inequality (D.3) to estimate

‖S(t)f‖κ ≤ sup
s∈[0,t]∩T

‖S(s)f‖κ ≤ sup
s∈[0,t]∩T

sup
n∈N
‖I(πsn)f‖κ ≤ α(r, t).

Moreover, Lemma A.1(v) implies Γ- lims→t S(s)f = S(t)f . Let t ≥ 0 and (fn)n∈N ⊂ Cκ

with fn ↓ 0. It follows from Assumption 4.1(vi) that

0 ≤ S(t)fn ≤ sup
s∈[0,t]∩T

S(s)fn ≤ sup
s∈[0,t]∩T

sup
k∈N

I(πsk)fn ↓ 0 as n→∞.

Fifth, we show that S forms a semigroup. Let s, t ∈ T , n ∈ N with 2ns, 2nt ∈ N0 and
f ∈ BCκ(0, r) for some r ≥ 0. It holds

S(s+ t)f − S(s)S(t)f =
(
S(s+ t)f − I(πs+tn )f

)
+
(
I(πsn)I(πtn)f − I(πsn)S(t)f

)
+
(
I(πsn)S(t)f − S(s)S(t)f

)
.

By equation (4.3), the first and third term on the right-hand side convergence to zero
uniformly on compacts along the subsequence (nl)l∈N. It remains to show

I(πtnl)I(πtnl)f − I(πsnl)S(t)f → 0

pointwise as l → ∞. In the sequel, we suppress the subsequence in the notation and
evaluate all functions at a fixed point x ∈ X. Let ε > 0. Choose λ ∈ (0, 1) with

λα(r, s+ t) < ε and λα(4α(r, t), s) < ε.

By Assumption 4.1(vi), inequality (D.3) and Theorem C.1, there exists a compact set
K ⊂ X with

sup
n∈N

I(πsn)(4c
κ 1Kc) <

ε

κ
, where c :=

α(r, t)

λ
. (D.7)

In addition, for δ := λr, we can choose n0 ∈ N with

sup
x∈K
|I(πtn)f − S(t)f |(x) <

δ

κ
for all n ≥ n0. (D.8)



46 CONVEX MONOTONE SEMIGROUPS

For every n ≥ n0, we use Lemma B.1, inequality (D.3), inequality (D.8), the mono-
tonicity of I(πsn) and r ≤ α(r, t) to estimate

I(πsn)I(πtn)f − I(πsn)S(t)f ≤ λI(πsn)

(
I(πtn)f − S(t)f

λ
+ S(t)f

)
− λI(πsn)S(t)f

≤ λI(πsn)

(
δ

λκ
+

2α(r, t)

λκ
1Kc +

α(r, t)

κ

)
+
λα(r, s+ t)

κ

≤ λI(πsn)

(
2α(r, t)

κ
+

2c

κ
1Kc

)
+
ε

κ
.

Furthermore, convexity of I(πsn), inequality (D.3) and inequality (D.7) imply

λI(πsn)

(
2α(r, t)

κ
+

2c

κ
1Kc

)
+
ε

κ
≤ λ

2
I(πsn)

(
4α(r, t)

κ

)
+
λ

2
I(πsn)

(
4c

κ
1Kc

)
+
ε

κ

≤ λα(4α(r, t), s)

2κ
+

ε

2κ
+
ε

κ
≤ 2ε

κ
.

Interchanging the roles of f and g in the previous estimate yields

|I(πsn)I(πtn)f − I(πsn)S(t)f | < 2ε

κ(x)
for all n ≥ n0.

We conclude S(s + t)f = S(s)S(t)f for all s, t ∈ T and f ∈ Cκ. Now, let s, t ≥ 0 be
arbitrary. Choose (sn)n∈N ⊂ [0, s]∩T and (tn)n∈N ⊂ [0, t]∩T with sn → s and tn → t.
It follows from condition (S4), inequality (D.5) and equation (D.6) that

S(s+ t)f − S(s)S(t)f =
(
S(s+ t)f − S(sn + tn)f

)
+
(
S(sn)S(tn)f − S(sn)S(t)f

)
+
(
S(sn)S(t)f − S(s)S(t)f

)
→ 0

uniformly on compacts.
Sixth, for every f, g ∈ Cκ, it follows from [8, Theorem 4.3 and Lemma 4.4] that

lim
h↓0

∥∥∥∥I(h)f − f
h

− g
∥∥∥∥
κ

implies lim
h↓0

∥∥∥∥S(h)f − f
h

− g
∥∥∥∥
κ

= 0.

In [8] it is assumed that the semigroup S is strongly continuous. However, we obtain
immediately from the proof of [8, Theorem 4.3] that the inequality∥∥∥∥S(t)f − f

t
− g
∥∥∥∥
κ

≤ lim sup
s→t

∥∥∥∥S(s)f − f
s

− g
∥∥∥∥
κ

for all t > 0

is sufficient. The latter is ensured by equation (D.6). Furthermore, by Remark 2.9(i),
it holds S(t) : LS → LS for all t ≥ 0. Hence, the previous results yield that S is a
strongly continuous convex monotone semigroup on LS . The inclusion LI ⊂ LS follows
from [8, Lemma 2.13]. �

Appendix E. Proofs of Section 5.1

Proof of Lemma 5.2. First, for every c, t ≥ 0, r > 0 and (a, b) ∈ A, we show that

cP(|Xa,b
t | ≥ r)− E

[ˆ t

0
L(as, bs) ds

]
≤ c

r
+ L∗

( c
r

)
t.
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Chebyshev’s inequality, Jensen’s inequality and Itô’s isometry imply

P(|Xa,b
t | ≥ r) ≤

E[|Xa,b
t |]
r

≤ 1

r

E

[∣∣∣∣ˆ t

0

√
as dWs

∣∣∣∣2
] 1

2

+ E
[ˆ t

0
|bs| ds

]
=

1

r

(
E
[ˆ t

0
|as|ds

] 1
2

+ E
[ˆ t

0
|bs| ds

])
≤ 1

r

(
1 + E

[ˆ t

0
|as|+ |bs|ds

])
.

Using the definition of L∗, we conclude

cP(|Xa,b
t | ≥ r)− E

[ˆ t

0
L(as, bs) ds

]
≤ c

r
+ L∗

( c
r

)
t.

Second, we show that S is continuous from above. Let t ≥ 0, x ∈ Rd and (fn)n∈N ⊂
BUC be a sequence with fn ↓ 0. For every r > 0 and (a, b) ∈ A, we use the first part
to estimate

E
[
fn(x+Xa,b

t )
]
− E

[ˆ t

0
L(as, bs) ds

]
= E

[
fn(x+Xa,b

t )1{|Xa,b
t |<r}

]
+ E

[
fn(x+Xa,b

t )1{|Xa,b
t |≥r}

]
− E

[ˆ t

0
L(as, bs) ds

]
≤ sup

y∈B(x,r)
fn(y) + ‖f1‖∞ · P(|Xa,b

t | ≥ r)− E
[ˆ t

0
L(as, bs) ds

]
≤ sup

y∈B(x,r)
fn(y) +

‖f1‖∞
r

+ L∗
(
‖f1‖∞
r

)
t.

It follows from L∗(ε) → 0 as ε ↓ 0 and Dini’s theorem that (S(t)fn)(x) ↓ 0. Since
Cb ⊂ Ub = (BUC)δ, the previous statement remains valid if we replace BUC by Cb.

Third, for every c, t ≥ 0, δ ∈ (0, 1], x ∈ Rd, (a, b) ∈ A and f ∈ Lipb(c), we show that

E
[ˆ t

0
f(x+Xa,b

s ) ds

]
≤
(
f(x) + cδ

)
t+

ccL
δ2

E
[ˆ t

0

ˆ s

0
1 + L(au, bu) duds

]
.

We use Chebyshev’s inequality, Itô’s isometry and the definition of cL to estimate

E
[ˆ t

0
f(x+Xa,b

s ) ds

]
≤ E

[ˆ t

0

(
f(x+Xa,0

s ) + c

ˆ s

0
|bu|du

)
ds

]
= E

[ˆ t

0

(
f(x+Xa,0

s )1{|Xa,0
s |<δ} + f(x+Xa,0

s )1{|Xa,0
s |≥δ} + c

ˆ s

0
|bu| du

)
ds

]
≤
(
f(x) + cδ

)
t+ cE

[ˆ t

0

(
P(|Xa,0

s | ≥ δ) +

ˆ t

0
|bu|du

)
ds

]
≤
(
f(x) + cδ

)
t+

c

δ2
E
[ˆ t

0

ˆ s

0
|au|+ |bu|duds

]
≤
(
f(x) + cδ

)
t+

ccL
δ2

E
[ˆ t

0

ˆ s

0
1 + L(au, bu) du ds

]
.
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Fourth, let t ≥ 0, x ∈ Rd, f ∈ BUC2 and (a, b) ∈ A with

(S(t)f)(x) ≤ t+ E
[
f(x+Xa,b

t )
]
− E

[ˆ t

0
L(as, bs) ds

]
.

Assumption 5.1(i) implies E[f(x+Xa∗,b∗

t )] ≤ (S(t)f)(x). Define

cf := 2
(
1 + ‖Ba∗,b∗f‖∞

)
+ L∗

(
‖D2f‖∞ ∨ 2‖∇f‖∞

)
.

We use Itô’s formula and the definition of L∗ to estimate

2E
[ˆ t

0
L(as, bs) ds

]
≤ 2t+ 2E

[
f(x+Xa,b

t )
]
− 2E

[
f(x+Xa∗,b∗

t )
]

≤ 2t+ 2E
[ˆ t

0
Bas,bsf(x+Xa,b

s ) ds

]
− 2E

[ˆ t

0
Ba∗,b∗f(x+Xa∗,b∗

s ) ds

]
≤ 2
(
1 + ‖Ba∗,b∗f‖∞

)
t+ E

[ˆ t

0
|as| · ‖D2f‖∞ + 2|bs| · ‖∇f‖∞ ds

]
≤
(

2
(
1 + ‖Ba∗,b∗f‖∞

)
+ L∗

(
‖D2f‖∞ ∨ 2‖∇f‖∞

))
t+ E

[ˆ t

0
L(as, bs) ds

]
= cf t+ E

[ˆ t

0
L(as, bs) ds

]
.

Rearranging the previous inequality yields

E
[ˆ t

0
L(as, bs) ds

]
≤ cf t. �

Proof of Theorem 5.3. First, we show that J satisfies Assumption 4.1 and Assump-
tion 4.4. Clearly, J(t) is convex and monotone for all t ≥ 0. Moreover, Assumption 5.1(i)
implies J(0) = idCb

and J(t)0 = 0 for all t ≥ 0. For every t ≥ 0 and f, g ∈ Cb,

‖J(t)f − J(t)g‖∞ ≤ sup
(a,b)∈Sd+×Rd

‖Ta,b(t)f − Ta,b(t)g‖∞ ≤ ‖f − g‖∞,

where (Ta,b(t))t≥0 denotes the linear semigroup given by(
Ta,b(t)f

)
(x) := E[f(x+

√
aWt + bt)] for all t ≥ 0, f ∈ Cb and x ∈ Rd.

Since J(t) is translation invariant, we obtain J(t) : Lipb(r)→ Lipb(r) for all r, t ≥ 0. In
particular, it follows by induction that the sequence (I(πtn)f)n∈N is uniformly Lipschitz
continuous for all t ≥ 0 and f ∈ Lipb. Let t ≥ 0, x ∈ Rd and (fn)n∈N ⊂ BUC be a
sequence with fn ↓ 0. Lemma 5.2(i) and Dini’s theorem imply

0 ≤ sup
s∈[0,t]∩T

sup
k∈N

(
J(πtk)fn)(x) ≤ sup

s∈[0,t]
(S(s)fn)(x) ↓ 0 as n→∞.

Indeed, by Theorem 5.4, the mapping t 7→ (S(t)fn)(x) is continuous. Furthermore, it
holds J(t)f ≤ S(t)f for all t ≥ 0 and f ∈ BUC and S is a semigroup on BUC. Since
Cb ⊂ Ub = (BUC)δ, the previous statement remains valid if we replace BUC by Cb.
Next, for every f ∈ BUC2, we show that

lim
h↓0

∥∥∥∥∥J(h)f − f
h

− sup
(a,b)∈Sd+×Rd

(1

2
∆af +∇bf − L(a, b)

)∥∥∥∥∥
∞

= 0.
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By Assumption 5.1(ii) and Itô’s formula, there exists r ≥ 0 such that∥∥∥∥∥J(h)f − f
h

− sup
(a,b)∈Sd+×Rd

(1

2
∆af +∇bf − L(a, b)

)∥∥∥∥∥
∞

≤ sup
{|a|,|b|≤r}

∥∥∥∥Ta,b(h)f − f
h

− 1

2
∆af −∇bf

∥∥∥∥
∞

≤ sup
{|a|,|b|≤r}

ˆ h

0

(
‖∇bf( · +Xa,b

s )−∇bf‖∞ +
1

2
‖∆af( · +Xa,b

s )−∆af‖∞
)

ds.

For every ε > 0, there exists δ > 0 such that, for all (a, b) ∈ Sd+ × Rd with |a|, |b| ≤ r
and s ≥ 0,(

‖∇bf( · +Xa,b
s )−∇bf‖∞ +

1

2
‖∆af( · +Xa,b

s )−∆af‖∞
)
1{|Xa,b

s |<δ}
< ε.

Furthermore, Chebyshev’s inequality implies

sup
{|a|,|b|≤r}

P
(
|Xa,b

s | ≥ δ
)
≤ sup
{|a|,|b|≤r}

2

δ2

(
E[|
√
aWs|2] + |b|2s2

)
→ 0 as s ↓ 0.

It remains to show that J(t) : Cb → Cb for all t ≥ 0. Let t ≥ 0 and f ∈ Cb. Choose
a bounded sequence (fn)n∈N ⊂ Lipb with fn → f uniformly on compacts. Lemma 2.7
implies J(t)fn → J(t)f uniformly on compacts. Indeed, the corresponding proof only
relies on the fact that J(t) is convex, monotone and continuous from above. Since
J(t)fn ∈ Lipb ⊂ Cb for all n ∈ N, we obtain J(t)f ∈ Cb. By Theorem 4.3, there exists
a family T of operators T (t) : Cb → Cb which satisfy the conditions from Theorem 5.3
except for the statement about the symmetric Lipschitz set.

Second, we show that LTsym ∩ BUC = LJsym ∩ BUC and

T (t) : LTsym ∩ Lipb → LTsym ∩ Lipb for all t ≥ 0.

By straightforward computations, one can verify the conditions (i)-(iv) from [8, Assump-
tion 5.2] with J+(t)f := J(t)f and J−(t)f := −J(t)(−f) for all t ≥ 0 and f ∈ BUC.
Moreover, it holds T (t)f = supn∈N J(πtn)f for all (f, t) ∈ BUC× T and J(t)f ≤ T (t)f
for all (f, t) ∈ BUC×R+. We remark that in [8] a slightly stronger assumption has been
made, but it follows immediately from the corresponding proof that [8, Theorem 5.3] is
still applicable. We obtain LTsym ∩ BUC = LJsym ∩ BUC and

T (t) : LTsym ∩ BUC→ LTsym ∩ BUC for all t ≥ 0.

In addition, the invariance of Lipb holds by Theorem 4.5. It remains to show the explicit
representation of LTsym ∩ Lipb = LJsym ∩ Lipb.

Third, let f ∈ LJsym ∩ Lipb. Choose c ≥ 0 and t0 > 0 with

‖J(t)f − f‖∞ ≤ ct and ‖J(t)(−f) + f‖∞ ≤ ct for all t ∈ [0, t0].

Fix (a, b) ∈ Sd+ × Rd with L(a, b) <∞ and t ∈ [0, t0]. It holds

−
(
c+ L(a, b)

)
t ≤ −

(
J(t)(−f) + f + L(a, b)t

)
≤ −

(
Ta,b(t)(−f) + f

)
= Ta,b(t)f − f ≤ J(t)f − f + L(a, b)t ≤

(
c+ L(a, b)

)
t

and thus ‖Ta,b(t)f − f‖∞ ≤ (c + L(a, b))t. Let η ∈ C∞c with η ≥ 0, supp(η) ⊂ B(0, 1)

and
´
Rd η(x) dx = 1. Define ηn(x) := ndη(nx) and fn := f ∗ηn for all n ∈ N and x ∈ Rd.
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We use Fubini’s theorem to estimate∣∣Ta,b(t)fn − fn∣∣(x) =

∣∣∣∣E [ˆ
Rd
f(x+

√
aWt + bt− y)ηn(y) dy

]
− fn(x)

∣∣∣∣
=

∣∣∣∣ˆ
Rd

E
[
f(x+

√
aWt + bt− y)

]
ηn(y) dy − fn(x)

∣∣∣∣
=
∣∣(Ta,b(t)f − f) ∗ ηn

∣∣(x) ≤
∥∥Ta,b(t)f − f∥∥∞ ≤ (c+ L(a, b)

)
t.

It follows from fn ∈ BUC2 ⊂ D(Ba,b) that

‖Ba,bfn‖∞ ≤ c+ L(a, b) for all n ∈ N. (E.1)

In addition, for every n ∈ N,

∆afn =
1

2
∆afn +∇bfn +

1

2
∆afn +∇−bfn = Ba,bfn +Ba,−bfn. (E.2)

Inequality (E.1) and equation (E.2) imply

sup
n∈N
‖∆afn‖∞ ≤ ‖Ba,bfn‖∞ + ‖Ba,−bfn‖∞ ≤ 2

(
c+ L(a, b)

)
.

By Banach-Alaoglu’s theorem, there exists g ∈ L∞ such that ∆afnk → g in the weak*-
topology for a suitable subsequence. Moreover, it follows from f ∈ Lipb = W 1,∞ that√
a
T∇fn = (

√
a
T∇f) ∗ ηn →

√
a
T∇f and thus f ∈ D(∆a) with ∆af = g. Since the

supremum norm is lower semicontinuous w.r.t. weak*-topology, inequality (E.1) yields
‖Ba,bf‖∞ ≤ c+ L(a, b). We obtain

f ∈
⋂
a∈SL

D(∆a) ∩W 1,∞ and sup
(a,b)∈SL×Rd

(
‖Ba,bf‖∞ − L(a, b)

)
<∞.

Fourth, let f ∈
⋂
a∈SL D(∆a) ∩W 1,∞ and assume that

c := sup
(a,b)∈SL×Rd

(
‖Ba,bf‖∞ − L(a, b)

)
<∞.

Let t ≥ 0, (a, b) ∈ SL × Rd and define fn := f ∗ ηn for all n ∈ N. It follows from Itô’s
formula and Ba,bfn = (Ba,bf) ∗ ηn that

Ta,b(t)f − f − L(a, b)t = lim
n→∞

(
Ta,b(t)fn − fn − L(a, b)t

)
≤ sup

n∈N

(
‖Ba,bfn‖∞ − L(a, b)

)
t

≤
(
‖Ba,b‖∞ − L(a, b)

)
t ≤ ct.

This implies J(t)f − f ≤ ct. For the lower bound, we use L(a∗, b∗) = 0 to estimate

J(t)f − f ≥ Ta∗,b∗(t)f − f ≥ −‖Ba∗,b∗f‖∞t.

We obtain f ∈ LJ . Applying the previous estimate on −f yields f ∈ LJsym. �
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