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Abstract

This paper investigates the factors that explain the lendldynamics of manufacturing firm
productive efficiency. In our empirical analysis, we use gue sample of about 39,000 firms
in 256 industries from the German Cost Structure Censustbeeyears 1992-2005. We es-
timate the efficiencies of the firms and relate them to firmedgmeand environmental factors.
We find that (1) about half the model's explanatory power is tluindustry effects, (2) firm
size accounts for another 20 percent, and (3) location addugters explains approximately
15 percent. Interestingly, most other firm characterisscgh as R&D intensity, outsourcing
activities, or the number of owners, have extremely litdplanatory power. Surprisingly, our
findings suggest that higher R&D intensity is associatetl iing less efficient, though higher
R&D spending increases a firm’s efficiency over time.
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1 Introduction

Empirical analyses show that firm productivity varies cdesably even when the firms are op-
erating in the same market (for an overview, 8setelsman and Dom&000). While some
firms operate at the technological frontier and earn higfigstmthers lag considerably behind
and barely survive. There may be many reasons for theseatiffes, including, among others,
managerial restrictions, slow adaptation to changes imtaket environment and/or technol-
ogy, location, and frictions in the labor market. It is théemt of this paper to identify the
determinants of such differences in the performance atiimelével. We analyze the level and
the development of firm technidagfficiency, which is its relative productivity compared ket
highest attainable level. Specifically, we are looking faswaers to questions such as: What are
the reasons for diverging efficiency of firms? Which factogglain why some firms are more
efficient than others? How does firm efficiency evolve oveetim

Empirical investigation into the determinants of efficigalates back to the early 1990s. For
instancelovell (1993 stated that identifying the factors that explain diffezes in efficiency
is essential for improving the results of firms, but that,artiinately, economic theory does not
supply a theoretical model of determinants of efficiencywieeer, Caves and Barto(iL990
and Caves(1992 suggested that several studies have developed a stratemlehtifying the
determinants of efficiency, which can be grouped into séwatagories: (i) factors external to
the firm; (ii) factors internal to the firm; and (iii) ownerghstructures (e.g., public vs. private).

To find answers to the questions set out above, we take a loekcat of these categories
of determinants. In particular, we distinguish between fpecific and environmental factors
much in the spirit ofCaves and Barto1990. Environmental factors are not under direct
control of the firm, at least not in the short run. We considetustry affiliation and firm
location to be important environmental factors. Firm-sppedactors, on the other hand, are
characteristics that can be influenced by the firm in the shuort Among the firm-specific
factors we analyze are firm size, R&D intensity, and degremutsourcing.

Our study makes several important contributions to theditee on the determinants of effi-
ciency. First, to the best of our knowledge, none of the pnevanalyses used such a rich dataset
to simultaneously analyze the influence of numerous firnciipeand environmental factors
on efficiency. Indeed, previous studies either focus onstrgiicharacteristics (e.gRoudaut
2006 or regional (e.g.Li and Hu 2004, or size effects (e.gQczkowski and Sharm&005
Soderbom and Teg2004), aand thus provide only limited insight into the relativeportance
of a single influence. Second, we are not aware of any stuahg @srepresentative sample of
firms for the whole manufacturing sector of a national ecopnoihird, we apply the concept
of partial R? in the second step of our analysis because doing so is a mprepjate method
of describing the importance of factors than the commonéduis/alues when the number of

The terms productive and technical efficiency are useddhtergeably throughout the paper.



observations is huge, as in our case. In contrastviues, partiaRs enable us to compare
the relative importance of continuous variables with thathee importance of categorical ones,
such as industry or location.

Our econometric analysis is based on data from the Costt8teu€ensus of the German
Federal Statistical Office. This is a unique and represeetaticro-panel dataset containing
approximately 39,000 firms and covering 40 percent of all mfecturing firms in Germany
over the period from 1992 to 2005. We estimate efficienciefiriasspecific fixed effects, as
proposed byschmidt and Sickle§1984). The major advantage of this approach, compared to
other stochastic frontier frameworks, is that it does nqunee anya priori assumption regard-
ing the distribution of efficiency across firms. Such disttibnal assumptions are often quite
restrictive and sometimes unsupported by the data.

The analysis yields some important results. (1) Industiiadfon is the most important
factor for explaining efficiency at the firm level, contrimg almost half of the model's ex-
planatory power for the level, and even more so for the dgvemt, of efficiency. (2) Firm
size and headquarter location contribute approximatelhar®® 15 percent, respectively. (3)
Other factors such as R&D, organization of production, aldtive size (production share in
domestic industry) have only negligible explanatory powsrich is surprising given that these
factors have been emphasized as important in previousest(elig. Ornaghj 2006. This pa-
per has mainly an explorative character; fundamental egpians of the influence mechanisms
behind the various factors lies beyond its scope. Neversiselwe provide novel insights into
the importance of certain factors for explaining produetificiency and its development.

The paper is structured as follows. Sectbdiscusses hypotheses regarding the determi-
nants of efficiency, which are tested in the empirical analySection3 describes the method-
ology for assessing productive efficiency, gives specifitshe data used to estimate the pro-
duction function and efficiency scores, and discusses ttaraa results. Sectiohreports the
analysis of the determinants of productive efficiency, setsour reasons for using the patrtial
R? concept, and describes the variables of the Cost Strucmeu® dataset used in the second
step of the analysis. Secti@deals with the analysis of the dynamics of efficiency at tha fir
level during the period 1992-2005. Secti6rprovides a summary of empirical findings and
concluding remarks.

2 Productive efficiency of manufacturing firms

The classical microeconomic textbook treats all manufagguirms as homogeneous produc-
ing units and, therefore, assume that all firms operate aahee level of efficiency. However,
empirical studies frequently show that in the real world edimms are more efficient than others
(e.g.,Caves1989. Productive efficiency characterizes the firm’s abilitglarive the maximum



output from a certain bundle of inputs with given technoloflye concept of efficiency was in-
troduced byFarrell (1957, who used the concept proposedkgopmang1951) and the radial
type of efficiency measure consideredDgbreu(1957). In this paper, we test five hypotheses
on the determinants of efficiency differences across matwiag firms in Germany during
1992-2005.

Hypothesis 1 Industry affiliation explains a large proportion of the @ifénces in productive
efficiencies across firms.

Industry affiliation refers to the main business activityaofirm. In the literature, it is of-
ten assumed that industry affiliation can be used as a praxth&relevant product market
(e.g.,Schmalenseel 985 Wernerfelt and Montgomery988. If industry affiliation is related
to the product market, it should indicate the degree of cditipe a firm faces. Therefore, in
industries with intense competition, we hypothesize tvatage efficiency will be higher, as
inefficient firms are forced by competitive pressure to ledneemarket. The firm’s industry
affiliation can also be interpreted as describing the unwieskecharacteristics of the production
technology employed and of the product markets where the faperate. Additionally, accord-
ing toKlepper(1997 andKlepper and Simon&009), the efficiency of an industry depends on
its stage in the industry lifecycle.

Hypothesis 2 Firm location is important in explaining firms’ productivéfieiencies.

A firm’s location influences its efficiency in several waysr Egample Beeson and Husted
(1989 found that in the United States, a considerable part of #n@tron of efficiency can be
attributed to regional differences of the labor force chteastics, levels of urbanization, and
industry structure. Second, the firm’s location may afféstinnovation activities, with con-
sequences for its production process and efficiency (forvanveew, seeCooke, Heidenreich
and Braczyk2004. Furthermore, the effect of locational conditions on &cy is partly em-
bedded in knowledge spilloverKiugman 1991 Antonelli, 2003. Third, spatial proximity to
other establishments, as occurs in an agglomeration ostec/unay be conducive to economic
performance for a number of reasons, including, for exapmle and diversified input markets
(Baptista and Swanri998 Porter 1998 2003.

Hypothesis 3 Efficiency is positively related to firm size.

From a theoretical viewpoint, the relationship between Bine and efficiency is not clear-
cut (Audretsch 1999. On the one hand, larger firms have better market penetratid are
better able to exploit economies of scale and scope. Langes filso have more money and
are able to employ better manageksiar, 2003. On the other hand, it is more difficult to
keep all departments coordinated and operating efficiamtiyarge firm Leibenstein1966. In
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contrast, the employees of smaller firms may be more motilateompetitive-based incentive
schemes rather than financial onégé€ll, 2004, thus possibly making them more efficient
(profitable) to the firm. These hypotheses have been extdpdisted in the literature. For

instance,Gumbau-Albert and Maudag®0032, using a panel of 1,149 Spanish firms from 18
manufacturing industries, arrived at the conclusion that 8ize is conducive to efficiency.

Torii (1992 claimed that the efficiency can be positively related todbale or size of a firm

if it is assumed that maintaining or improving efficiency uing costs in terms of the firm’'s

management because larger firms tend to be less resourdeaauecs.

Hypothesis 4 Outsourcing activities and R&D enhance the productiveiefficy of a firm.

Grossman and HelpmdB005 emphasize that " . firms seem to be subcontracting an ever
expanding set of activities, ranging from product desigagsembly, from research and devel-
opment to marketing, distribution, and after-sales setVi& number of studies find that a high
level of outsourcing has a positive effect on efficiency, $mmne studies state that the positive
role of outsourcing is often overestimatédeshmati2003. The relationship between produc-
tive efficiency and R&D investment is also ambiguoBsutelsman and Dom&2000. Some
researchers have confirmed a positive relationship bet®Ré&dm and efficiency (see Ornaghi,
2006, and the references therein), but others (see Admch 1980 Caves and Bartqri990
find that R&D intensity has a negative impact on productivieieincy. In an attempt to explain
this negative, effedCaves and Barto(iL99Q p. 76) hypothesize that the R&D expenditures of
an industry are only a poor predictor of that industry’s waveness because a large part of
the innovation output will be applied in other industriesiditionally, investment in R&D is by
its very nature risky and will pay off, if it even does, at a smierable time lag.

Hypothesis 5 The average productivity level of all firms increases overeti whereas the av-
erage relative efficiency level remains constant.

It can be expected that technical progress will yield praigtitg improvements over time.
Moreover, itis commonly accepted in economics that contipatvill result in an efficient use
of scarce resources. Competition is a very powerful meanathat provides incentives for an
efficient organization of production. Competition will e inefficient firms to leave the market,
thereby increasing the average productivity level in tloustry. If markets are predominantly
competitive, the firms’ average productivity level is exjgetto increase over time. However, in
contrast to productivity, the average efficiency of firmsjahhs measuredelativeto the most
efficient firm(s), is hypothesized to remain constant oveeti



3 Production frontier and efficiency measurement

3.1 Distribution-free approach to measuring productive eficiency

A point of reference is needed in measuring the productifreieficy of a firm. The stochastic
frontier model as proposed simultaneouslyAigner et al.(1977 andMeeusen and van den
Broeck (1977 is the most commonly used approach for measuring prodiefficiency? The
stochastic frontier model @attese and Coel(iL1999 can be employed if panel data are avail-
able. Though the stochastic frontier models have some galyas in distinguishing efficiency
from other random influences on a firm’s output, they are basexhther restrictive assump-
tions. First, a distributional assumption on the inefficigterm is imposed, which may not be
supported by the data. For instan&shmidt and Lin(1984) showed that if the skewness of
residuals resulting from an ordinary least squares (OL&)ession is positive, the stochastic
frontier approach should not be usédSecond, it is assumed that productive efficiency and
production inputs are not correlated. In empirical appiass, however, such a correlation is
actually likely to exist, resulting in inconsistent parasreestimates. Third, the conditional
mean model oBattese and Coell{1995 can be estimated only for a moderate number of
explanatory variables because it is based on a single-steqmmam likelihood (ML) proce-
dure. However, since the second step of our analysis inslod®e than 700 variables (e.g.,
dummies for industry and location), we cannot use availdfilebased procedures. Fourth,
firm-specific efficiencies in the stochastic frontier apgtoare computed as expected values
(Jondrow, Lovell, Materov and Schmjdit982 and must be obtained indirectly from the resid-
ual term, whereas the fixed-effects approach providestddstonates of the relative efficiency
of a firm.

Therefore, we take advantage of the panel character of daradal measure productive
inefficiency as a firm-specific effeétThe basic specification is a deterministic transcendental
logarithmic (translog) production function, which can bettegn as (se&reenel1997):

1
Inyi = Inaj +?\t+ZBkakitJrZBz_k(kait)erE ; Yaw (INXqit) (INXwit) + €t (1)
qZW

wherek=1,...,pi=1,...,N,t=1,...,Tj andg=1,...,p, w=1,...,p, gw. The termy; represents
output of firmi in periodt; X denotes production inplt andA; represents a time-specific
effect. We haveN firms andT,; observations for each firm. The assessment of productive
efficiency is based on the firm-specific fixed effeats The largest estimate of a firm-specific

2SeeMayes, Lansbury and Harr{8995 andKumbhakar and Lovel2003 for an overview of different para-
metric approaches for assessing the efficiency of firms.

3An exception isCarreg(2002 who proposes a stochastic frontier model with positivexsiess of productive
efficiency. However, we are not aware of any empirical agpion using this approach to date.

4SeeSchmidt and Sickle€1984) andSickles(2005 for a more detailed discussion on such an approach.



fixed effect maxg; in each industry is used as a benchmark value that reprethentsghest
attainable efficiency level. Productive efficierigyof firm i is then estimated as:

e 4
' maxq;

-100 [%] )

At least one firm in an industry will meet the benchmark valod ghe remaining firms will
have positive efficiency estimates between 0 and 100 pe?cent

Several caveats of the fixed effects approach should be omexti First, recent develop-
ments in efficiency measurement provide models that all@vdilktinction between a firm’s
inefficiency and unobserved heterogeneity (€&geene 2005. Accordingly, the fixed effects
do not only capture “pure” productive efficiency differeadgetween firms but also other (un-
observed) differences, such as diverging management detray strategies. However, for our
sample of approximately 39,000 firmSreenés approach is computationally too demandkhg.
Second, because prices of inputs and outputs are not dezalaihe firm level, we do not mea-
sure a pure input-output quantity relationship with theduation function, since all inputs as
well as the output are measured in monetary terms. Accdsditige estimated fixed effects in-
dicate not only that at a given level of inputs some firms poadhigher output than others, but
also that some firms can obtain higher market prices for theput, or benefit from lower input
prices. Our interpretation of this measurement issue igliegfixed effects also measure a type
of price efficiency of firms. However, we are confident thahgshputs and outputs in monetary
terms is not a major drawback, which is supported by evidé&ore Mairesse and Jaumandreu
(2009, who find that using a nominal output measure in a produdtination estimation yields
a quite negligible difference in comparison to using a redipat measure. Furthermore, mone-
tary values allow the aggregation of multiple outputs insirggle output measure as well as the
aggregation of different inputs and make aggregation aftspnd outputs of different qualities
feasible, since prices will adjust for those differences.

3.2 Data

Our analysis is based on micro data from the German Costt8teu€ensusof Manufactur-
ing for the 1992 to 2005 period (s€eitsch, Gorzig, Hennchen and Steph2@04). The Cost
Structure Census is gathered and compiled by the Germamdt&tatistical Office $tatistis-

SNote that in the second step analysis the fixed effects arexpoessed relatively to the maximum fixed effect
in the respective industry, since this would affect theescfthe estimated industry effects. All other results remai
unchanged when absolute instead of relative fixed effeetased in the regression analysis.

60ne further shortcoming of the “true” fixed effects stociasbntier model is that it leads to biased parameter
estimates and biased estimates of productive efficienaigsaiels with relatively few observations, as in our case
(cf. Greene2009.

"Aggregate figures are published annuallyFachserie4, Reihe4.3 of theGerman Federal Statistical Office
(various yearg



ches Bundesamt)The survey consists of all the large German manufacturmgsfithat have
500 or more employees over the entire period. To limit theripg burden for smaller firms,
firms with 20 499 employees are included only as a random sathpt can be assumed as
being representative for this size category as a whole. Fith less than 20 employees are
not included® As a rule, the smaller firms report for four consecutive yeathen are substi-
tuted by other small firms (rotating panélBecause the estimation of firm-specific fixed effects
requires at least two observations, firms with only one ola&m are excluded, thus leaving
approximately 39,000 firms in the sample.

The Cost Structure Census contains information for a numbieput categories, including
payroll; employer contributions to the social securityteys; fringe benefits; and expenditures
for material inputs, self-provided equipment, goods farate, and for energy. Also included
is information on expenditures for external wage-workeexal maintenance and repair, tax
depreciation of fixed assets, subsidies, rents and leamsesance costs, sales tax, other taxes,
public fees, and interest on outside capital, as well aseidtbosts such as license fees, bank
charges, and postage or expenses for marketing and tranSpaher information available in
the Cost Structure Census includes industry affiliatiopetgf business (craft or manufactur-
ing); location of headquarters; value of the stocks of ravtemals, goods for resale, and final
output; and the amount of R&D expenditure as well as the nurmbBR&D employees? The
information on employment comprises the number of ownetigedg working in the firm and
the number of full-time, part-time, home-based, and terapoworkers.

3.3 Estimation results of the production frontier

Table1 displays the parameter estimates of a translog produatioctibn according to Equa-
tion (1) based on the micro data of the individual firddsWe include dummy variables for the
different years of the observation period, with 2005 beimg year of reference to account for
yearly shifts in the frontier. The fit of the regressid®?) is remarkably high (0.995) and the
fixed firm effects as well as the year effects are highly sigaift!?

Several specification tests were performed to see whetherstimated technology is con-
sistent with predictions from neoclassical productionotige First, we investigated whether
the translog specification is superior to a simple Cobb-Dasigpecification by testing the null

8Since 2001 the statistics also contain firms with 1-19 emgesy However, these firms are not included in our
analysis due to a rotating sampling scheme; only one obisemia available for most of these small firms.

9Due to mergers or insolvencies, some firms have less tharofiservations. Note, however, that firms are
legally obligated to respond to the Cost Structure Cen$uss, there are actually almost no missing observations
due to nonresponse.

1%nformation on resources devoted to R&D has been gatheréiGost Structure Census since 1999.

11| east squares dummy variables (LSDV) method for panel datBaltagi(2001) andCoelli, Rao and Battese
(2002 for details on this approach.

12The results of a Hausman-Wu test indicate correlation betvixed effects and the other explanatory vari-
ables. Thus, a random effects model or a stochastic frainéierework is not appropriate in this case.
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Table 1: Estimation results of the logarithmic Translogduection function
with fixed effects, years 1992-2005

Variable Coefficient p-value
Bmat 0.209 <.0001
Biab 0.229 <.0001
Bene 0.028 0.0016
Bcap 0.245 <.0001
Both 0.167 <.0001
Bext 0.116 <.0001
B2_mat 0.055 <.0001
B2 1ab 0.073 <.0001
BZ_ene 0.007 <.0001
B2 cap 0.027 <.0001
B2_oth 0.026 <.0001
B2_ext 0.016 <.0001
Ymat lab —0.057 <.0001
Ymat_ene —0.001 0.2093
Ymat_cap —0.02 <.0001
Ymat_oth —0.008 <.0001
Ymat_ext —0.017 <.0001
Yiab_ene —0.009 <.0001
Yiab_cap —0.033 <.0001
Yiab_oth —0.036 <.0001
Yiab_ext -0.012 <.0001
Yene cap 0.003 0.0016
Yene oth —0.003 <.0001
Yene ext —0.001 0.0002
Ycap oth —0.009 <.0001
Yeap ext —0.001 0.0191
Yoth ext 0.001 0.1135
D1g92 0.022 <.0001
D1993 0.009 <.0001
D19o4 0.012 <.0001
D19ggs 0.017 <.0001
D19g96 0.011 <.0001
D1go7 0.015 <.0001
D1gog 0.013 <.0001
D1999 0.017 <.0001
D2000 0.014 <.0001
D2001 0.006 <.0001
D2002 —0.004 0.0146
D2003 —0.002 0.0711
D2004 0.003 0.0236
R? 0.995
Number of observations 217,415

Notes mat: material inputs, lab: labor compensation, ene: gneogsumption, cap:
capital, oth: other inputs, ext: external services.

hypothesig3; j = 0 andy;; = O for alli and j. This null hypothesis is strongly rejecteg-(
value< 0.0001) indicating that the translog specification is mgrgrapriate. Second, thegH
that B2 + S Vij) (i#i) is equal to zer® is not rejected [§-value = 0.41). This indicates a

13This sum of estimates is 0.000474, with a standard errorQffd572.
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homothetic production technology; that is, the margintd & technical substitution is homo-
geneous of degree zero with regard to inputs. Third, givendtbeticity and because the test
of Hp thaty =1 yields ap-value of 0.89, we conclude that the estimated technolotyyesrly
homogeneou$’
Output elasticities can be calculated from the translognedes using the formulay; =
a'”y/mmq =Bi+PBzilnx + ; Bij Inx;. The output elasticities at different values of produc-
i#]

tion inputs (1, 5, 25, 50, 75, 95, and 99 quantiles) are shoviffable2. Note that they all add
up to about unity and are not very different from median patidun shares of production inputs
as reported in TablA.1 in the data appendix, exactly what one would expect accgridimeo-
classical theory@hambers1988. This is further support for the plausibility of our prodion
function estimates®

Table 2: Output elasticities of input factors at differemput levels

Input factor Output elasticity at input level
pl p5 Q1 Median Q3 p95 p99
Material inputs 0.194 0.332 0.392 0.418 0.441 0.460 0.470

Labor compensation 0.612 0.489 0.394 0.351 0.320 0.293 70.27
Energy consumption 0.015 0.020 0.026 0.030 0.035 0.043 10.05

Capital 0.096 0.081 0.075 0.067 0.056 0.045 0.038
External services 0.046 0.052 0.070 0.081 0.088 0.095 0.098
Other inputs 0.032 0.032 0.052 0.065 0.073 0.082 0.086
Sum 0.995 1.004 1.009 1.012 1.015 1.018 1.020

Notes p1, p5, p95 and p99 are th& 15", 95" and 99" percentiles, respectively; Q1 and Q3 are lower and
upper quantiles.

Comparing the output elasticities at different hypothedtscales of production tells us a few
more things about production technology. First of all, thenof elasticities is never statistically
different from one. This is because the elasticities araiobtl from parameter estimates that
are in accordance with a homothetic production functiortoid, as the input scale increases,
the marginal products of labor and capital are decreasereabdhe marginal productivity of
the material (intermediates) is increases, thus makingtibstitution of labor and capital by
material more profitable. This implies that the larger theesof a firm in terms of its inputs, the
more profitable it is for the firm to rely on intermediate inpulote that the elasticity gradually
increases from 0.194 for the first percentile of the inputigab 0.470 for the 99th percentile.
This finding is in line with evidence from previous studieatttarge manufacturing firms, in
particular, have increased their outsourcing intensitgaent yearsgorzig and Stephar2002).

14The sum of single input estimates is 0.9945 with a standaad ef 0.01691.

15As an alternative to a single production function for allistties we also estimated industry-specific translog
function at the 3- and 4-digit level respectively, but ob&l less satisfactory results, e.g. negative output efiheasi
or returns to scale significantly outside the range [0.9, Given that the common production function estimation
over all industries yields plausible results, we are coewéhthat this approach is appropriate.
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Figure 1: Histogram of efficiency at the micro level and nordensity (38,641 observations)

3.4 Distribution of productive efficiency

Table3 shows the parameters of the distribution of productive iefficy scores calculated ac-
cording to Equationd). In general, the distribution of productive efficiency &wered and most
firms are clustered close to the mean (FiglxeThe peak seen in distribution at the maximum
level is because, by definition, at least one firm in each itngdus fully efficient; that is, each
industry has a different mas used as the benchmark in Equati@hfor the other firms in
that industry. Symmetry as well as skewness of the distobwif productive efficiency largely
coincides with the normal distribution. This is reassurasgt confirms the appropriateness of
using OLS in the second step of the analysis.

4 Determinants of productive efficiency

4.1 Partial R%s and variables used in the second step of analysis

To analyze the determinants of productive efficiency, wateethe estimated productive effi-
ciencies to a number of explanatory variables. We emplolyaisaof covariance (ANCOVA),
where independent variables can be both metric and catedjas the regression method. Since

Table 3: Distribution of productive efficiency

Variable N Mean CV p90 Q3 Median Q1 pl0 min
Efficiency 38641 0.625 0.209 0.785 0.707 0.624 0.542 0.4610410.

Notes p10 and p90 are the ¥0and 9¢" percentiles; CV is the coefficient of variation; Q1 and Q3laveer
and upper quantiles.
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categorical variables (e.g., industry affiliation) may éavlarge number of levels (categories),
we do not report the single estimates for each categoryf¢reeach dummy variable) but in-
stead provide partidk? for each variable or effect. PartigPs are preferred overstatistics in
analyses with a large number of observations since thefgignce of simplé-tests does not
express the explanatory power of a variable or an effdcGloskey and Ziliak1996. Partial

R? are defined as (s€&reene2003 p. 36):

R>2<|z = 1—7R§ 3)

wherel%|Z is the partiaR? of variable(s), RZ, is theR? for the model including all variables
andz, andR? is the modeR? where only thez-variables are included.

The partialR? of a variable expresses how much of the variation of the dégratrvariable
can be explained by this particular variable, or by a subkdummy variables (representing
a categorical variablegiven that the other variables are included in the mod&herefore,
the partialR? measures the difference of the mod&?%with and without a certain variable or
effect. Theil (1971) emphasizes the importance of measuring the incrementétilsotion of
a variable for explaining the dependent variable. FurtloeeyFlury (1989 and Shea(1997)
argue that partial statistics should be especially takendonsideration when analyzing the rel-
evance of variables in multivariate models. Moreovamilton (1987 highlights the merit of
partial correlations in determining which explanatoryighles to keep in the case of correlated
variables.

Since the productive efficiency estimate for each firm is iineariant, the second step of the
analysis is based on the cross-section of firms. All exptagyatariables are included as firm-
specific averages over the observation period. Even in tbssesectional setup it is possible to
include year dummies for the years a firm is included in thepdanT he respective year dummy
is setto 1 if the firm is observed in that year; O otherwise. &$tanation of year dummies with
cross-sectional data is possible since not all firms arerebdeover the entire period; some
firms are only included only in subperiods. The year dummagxure the overall trend of the
firms’ average efficiency. For instance, if average efficyggngproves over time we should find
significantly higher estimates of the year dummy variabtegtie later years compared to the
first years of the sample period.

Table4 provides an overview of the firm-level information availalih the Cost Structure
Census that is included in the second step of our analyses. dataset provides a unique
opportunity to investigate the relative importance of adokrcange of determinants of efficiency
that have not been investigated in previous studies duetéoodastraints. In our single study,
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we are able to combine the effects of both internal and enmental factors and also control
for a number of other variablé$8.Further details about the data can be found in the Appendix.

With the standard errors of efficiencies estimated in the $isp, it is possible to apply
the more efficient weighted least squares method, inste@d 8f in the second step, using the
reciprocals of the standard errors of efficiency as weightsvever, the results changed so little
that we decided to report only the OLS results in the follapsections.’

4.2 Empirical results

Table 5 displays the partiaR? values, which indicate the relative importance of a vagabl
for the entire observation period, 1992-2005 (Model I), ar the last six years, 1999-2005
(Model I1). Conducting the analyses for the subperiod of 18® 2005 allows the inclusion
of information on R&D intensity and temporarily employediljgontracted) labor, which is
only available for from 1999 onward. Tabeprovides the signs, magnitudes, anealues for
all continuous and some selected categorical variablesintliede the number of observation
periods as a control variable for sample selection. Of g@kbroncern in these estimates is that
some inefficient firms exit the market and are consequentiynatuded in the sample in later
years, a situation known as panel attrition. This could leean attrition bias since efficiency
is the dependent variable of the analysis. If this is the ,cageshould find a significantly
positive relationship between a firm’s observation periamag its efficiency. However, we find
that the number of observation periods is negatively cateel with efficiency, although with
low explanatory power measured in terms of paf#alHence, we cannot preclude that there is
a sample selection bias, but in the opposite direction atiatt — firms that stay in the sample
longer, presumably the larger ones, tend to be less effichmindication of an attrition bias
is found only for the subgroup of least efficient firms (TaB)e which is probably due to a
moderate survivor bias for this group of firms.

Several conclusions can be drawn from the results in Teb#e®l6. First, in both models,
for the 1992-2005 and 1999-2005 period, all included indepet variables — except the year
effects — have significant explanatory power at the 1 petdeset. This might in part be driven
by the huge size of the dataset. However, with regard to tlgninales of partiaR®s, we can
state that industry affiliation, firm size, and location hayefar the most important effects on
productive efficiency. Jointly, the effects adds up to 84pet (Model I) and 82 percent (Model
II) of the models’ explanatory power.

18Note that the industry classification changed in 1995 from1@/ to WZ1993, the latter corresponding to
the international NACE classification. We kept only thosenfirin the sample for which an industry affiliation
according to WZ1995 is available, i.e. which have at leastavservation after the year 1994. Furthermore, in the
second step of our analysis of the determinants of efficiemeyexcluded all firms that changed industry affiliation,
location, or legal form during the observation period.

1"The WLS results can be obtained from the authors upon request
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Table 4: Names and definitions of variables

Name

Description

Environmental factors
— Industry affiliation

— Location
— Year effects

Firm-specific factors
a) Firm characteristics
— Size

— Share in industry
— R&D intensity

b) Outsourcing activities

— Quota of external contract
work

— Quota of external services

— Quota of material inputs

— Quota of temporarily
employed labor
— Quota operating leases

c) Ownership
— Type of business
— Number of owners
working in the firm

Industry dummies at the 4-digit level
(255 industries)

District (Kreis) of the headquarter of the
enterprise (440 districts)

Dummy variable for each year, 1992-2005

Six categories: less then 49 employees (= 1),
50-99 employees (= 2), 100-249 employees (= 3),
250-499 employees (= 4), 500-999 employees (= 5),
more than 1000 employees (= 6)

Relative production share of Germanlgrgp
in the respective industry

Share of R&D personnel over total employment
(available from 1999 on)

Expenditure for external amttwork / internal
labor cost
Expenditure for external sesvi internal
labor cost
Expenditure for material inputgérnal
labor cost
Expenditure for temporary employadublr /
internal labor cost; available from 1999 on
Operating leasing expensesdlcapit
depreciations; available from 1999 on

Manufacturing (= 1) / craft (= 0) dummy able
Number of owners working in the firm

Second, the results suggest that efficiency is largely exgudisby the industry in which the
firm is operating. The great importance of industry effestechoed in the literature, which
emphasizes the role of industry in explaining firm profitéypi(Cubbin and Geroskil987,
Schmalenseel985. These results are broadly consistent with hypothksimdustry effects
might capture different degrees of competition in the respe markets ritsch and Stephan
20049 or might accrue from different stages of the industry Mee or different technologi-
cal regimes Fritsch and Stephar20040. The “black box” of industry effects may also have
something to do with the necessity of firms in certain indastto innovate, for example, the
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Table 5: PartiaR?s (in percent)

Variable Model I: 1992-2005 Model II: 1999-2005
df PartialR? df PartialR?
Environmental factors
Industry affiliation 256 9.34 256 10.29
Location (district) 439 3.12 443 2.77
Year-effects 14 0.72 7 0.41

Firm-specific factors
a) Firm characteristics

Size category 5 4.51 5 3.38
Production share in industry 1 0.01 1 0.04
Number of owners working in the firm 1 0.43 1 0.44
R&D intensity 1 0.20
b) Outsourcing activities

Quota of material inputs 1 1.27 1 1471
Quota of external contract work 1 074 1 0.77
Quota of external services 1 0.03 1 0.17
Quota of temporarily employed labor 1 0.01
Quota rents and leases 1 0.00005
Sample selection control

Number of years observed 1 002 1 0.10
OverallR? 21.78 21.11
Sum of all partiaR®s 20.19 20.00
Number of observations 38,641 24,339

Notes Dependent variable: productive efficiency; df is degrddssedom;
statistical significance at the 1 percent level is indicétéd

chemical industry. Industrial differentiation might alstem from differences in average quality
of inputs, the degree of implied product differentiationbe due to characteristics of production
technology (e.g.Carlsson1972).

Third, firm size contributes about 20 percent to the modeldanatory power. This finding
supports Hypothesi8, and also confirms the results of other studies finding difieefficiency
performance among different firm size classes (&tyarez and Crespi2003 Caves 1992
Torii, 1992. However, our results are in the opposite direction of tfieces found in these
other studies: according to our analysis, firms become [iigseat as size increases. Thus,
smaller firms are, on average, significantly more efficieantlarger ones (Tabl&). For ex-
ample, the group of firms with less than 49 employees is orageel5 percent more efficient
than the group of firms with more than 1,000 employees. Siigilave find that relative size,
measured in terms of production share in total industry petdn, is negatively related to ef-
ficiency. Therefore, Hypothesi8 holds with respect to the significance, but not with regard to
the direction, of the size effect.
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Table 6: Parameter estimates for selected variables

Variable
Firm-specific factors
a) Size category

Model I: 1992-2005

Model II: 1999-2005

Less than 49 employees 071&5.25) 0.12(18.67)
50—99 employees 0.1119.49) 0.09(14.77)
100-249 employees 0.0814.34) 0.07(11.30)
250-499 employees 0.062.50) 0.04(7.16)
500-999 employees 0.065.73) 0.03(4.60)
More than 1000 employees — —
Production share in industry —0.07 (-2.2) —0.11(—3.26)
Number of owners working in the firm 0.012.79) 0.01(10.23)
R&D intensity —0.14(-6.9)
b) Outsourcing activities

Quota of material inputs 0.0022.06) 0.01(18.39)
Quota of external contract work 0.046.82) 0.04(13.57)
Quota of external services —0.02(-3.3) —0.05(—6.36)
Quota of temporarily employed labor 0.03(1.35)
Quota rents and leases 1E-07 (0.10)
Sample selection control

Number of years observed —0.005(—2.56) —0.002(—4.87)

Number of observations 38,641 24,339

Notes It is not possible to present all estimates, since ANCOWegian estimate for every category of a
nominal variable, resulting in 256 estimates for each itgustc. Estimates for all categories are available
upon request; statistical significance at the 1 percent igwedicated {).

t-values in parentheses.

Fourth, the location effect is captured by including 440 dwrvariables for the German
districts Kreise). It is worth noting that with this approach we not only captdlifferences
in the performance of the firms located in the eastern or weg@t of Germany (e.gkunke
and Rahn2002, but also assess the efficiency of firms at a much smallerrgpbigal scale.
The results for firm location suggest that regional factdey @ fairly important role. The
explanatory power of location in terms of partiflis 3.12 percent for the 1992-2005 period and
2.77 percent for the 1999-2005 period (TabJe Thus, these finding are grounds for accepting
Hypothesis2. The location variable refers to the firm's headquarters,tadhe location of
branch plants, which may be located in other regions. Howesugce more than 90 percent of
the firms in the Cost Structure Census are single-estabéishfinms, the effect of branch plants
located in other regions is not expected to be large or inaport

Furthermore, firm size is the only firm-specific determin&iat explains a large part of pro-
ductive efficiency (Tablé). Other factors, such as the share of R&D expenditure, th&sfir
legal form, and indicators for the degree of outsourcingrereimportant. The parameter es-
timates (Tables) show a negative effect of R&D on productive efficiency. Toanfirms the
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empirical findings ofAlbach (1980, Caves and Barto(1.990 andHoskisson et al(1994), but
is counterintuitive since it seems as though R&D should teachproved products or cost re-
duction Aghion and Howitf 1992 Grossman and Helpmath991). One explanation for this
odd finding may be that there can be a considerable time lageketR&D spending and R&D
results Helpman 1992. If this is the case, R&D expenditure is simply an additiarest at the
time it is incurred, thereby reducing productive efficieatyhat time, whereas the benefits can
be appropriated only later. Unfortunately, we cannot teistdnger time lags since information
on R&D activity is available in our data for only the last sigays. In addition, R&D is risky
and a considerable share of projects are likely to fail, assibly making it an inefficient use
of resources, no matter what time period is examined. Wefalddhat most outsourcing activ-
ities enhance efficiency, which goes toward provifydhowever, the effect of R&D is negative,
which contradicts this hypothesis. Moreover, the paf& for both variables are of fairly
small magnitude. In sum, then, Hypothegisnust be rejected.

Finally, the year dummy variables are not significéhSince we are looking at the average
efficiency of firms, this is not surprising: some firms imprdkeir efficiency, others become
less efficient. The resulting net effect is zero. This exgarhy we do not find an improvement
of average efficiency over time, a finding in support of Hy@sls5.

4.3 Subgroups of different efficiency performance

To obtain a more detailed understanding of the factors tatribute to the observed efficiency
differences between firms, we conduct the analyses for gulegroups: (i) the 10 percent least
efficient firms (“worst performers”), (ii) the 10 percent me#ficient firms (“best performers”),
and (iii) firms with an efficiency level between these groupsgdium performers”). The partial
R?s and parameter estimates appear in Tabsesl8, respectively. Each of these tables contains
six models. We first present the analyses of three subgrauphé period 1992-2005; the
remaining results refer to the same subgroups for the lat@ogh 1999-2005.

The results for the subgroups show that the significance hasvihe relative importance of
certain influences differ tremendously across the thrderdifit groups of firms. In particular,
many of the previously statistically significant effecte ao longer import. Several of these
findings deserve special mention.

18parameters are not reported here to conserve space, batrthayailable upon request from the authors.
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Table 7: PartiaR? (in percent): groups of the 10 percent least efficient, thedi@ent most efficient, and firms between 10 and 90

percent efficiency

Variable 1992-2005 1999-2005
() (1) (1 (V) v) (V)
df 10% df Between df 10% df 10% df Between df 10%
least 10% least most least 10% least most
efficient and 10% most efficient efficient and 10% most efficien
efficient efficient
Environmental factors
Industry affiliation 231 12.67 255 6.49 22316.42 218 27.33 254 7.55 214  20.77
Location (district) 428 15.68 446 2.29 429 1156 385 24.72 443 299 419 16.43
Year-effects 14 1.08 14 0.3 14 0.62 7 0.28 7 0.36 7 0.05
Firm-specific factors
a) Firm characteristics
Size category 5 0.35 5 5.26 5 0.66 5 0.08 5 4.88 5 0.94
Share in industry 1 0.06 1 0.0002 1 024 1 0.09 1 0.002 1 0.35
Number of owners working in 1 0.01 1 0.56 1 0.02 1 0.001 1 0.57 1 0.06
the firm
R&D intensity — - - - - - 1 0.04 1 0.09 1 0.09
b) Outsourcing activities
Quota of material inputs 1 235 1 1.64 1 0.05 1 0.62 1 2.05 1 0.02
Quota of external contract 1 0.09 1 0.09 1 242 1 0.0001 1 0.10 1 1.54
work
Quota of external services 1 198 1 0.003 1 0.07 1 0.54 1 0.01 1 0.14
Quota of temporarily employed — — — — - = 1 0.11 1 0.0001 1 0.01
labor
Quota rents and leases — — — — - = 1 0.001 1 0.001 1 0.03
Sample selection control
Number of years 1 030 1 0.03 1 0.19 1 1.9% 1 0.19 1 0.41
Sum of partialR?s 34.56 16.66 32.26 55.72 18.8 40.85
OverallR? 31.09 16.98 29.95 44.55 19.37 37.02
Number of obs. 3,865 30,911 3,865 1,720 20,115 2,504

Notes of Tables apply.

The fourth and six models utilize the tenth and ninetietlceetiles cut-off values which are used for the first and thiatlels, respectively.
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Table 8: Parameter estimates of selected variables: gajuipe 10 percent least efficient (“worst performers”), tilepkrcent most efficient
(“best performers”), and firms between 10 and 90 perceni@fity (“medium performers”)

Variable

Firm-specific factors

a) Size category

less than 49 employees
50—99 employees
100-249 employees
250-499 employees
500-999 employees

More than 1000 employees
Share in industry

Number of owners working
in the firm

R&D intensity

b) Outsourcing activities
Quota of material inputs
Quota of external contract
work

Quota of external services
Quota of temporarily em-
ployed labor

Quota rents and leases
Sample selection control
Number of years observed

Number of observations

1992-2005 1999-2005
() (I1) (1) (V) (V) (V1)

10% least b/n 10% 10% most 10% least b/n 10% 10% most
efficient and 90% efficient efficient and 90% efficient
0.02 (1.51) 0.(84.27) 0.07 (3.89) —0.01 -0.51) 0.08 (20.50) 0.07 (3.07)
0.01 (0.98) 0.0719.64) 0.07 (3.64) —0.01 (-0.27) 0.07 (17.02) 0.06 (2.99)
0.001 (0.05) 0708.4.53) 0.06 (3.06) —0.004 0.20) 0.05 (12.92) 0.05 (2.27)

—0.0003 0.02) 0.03 (9.52) 0.05 (2.77) 0.001 (0.05) 0.038.42) 0.04 (1.74)
0.01 (0.86) 0:05.48) 0.05 (2.44) —0.01 (-0.40) 0.02 (5.39) 0.03 (1.20)
—-0.12 -1.39) —0.01 0.27) 0.34 (2.79) —0.09 (~1.00) —0.01 -0.57) 0.37 (2.55)
0.002 (0.57) 0.01(13.05) 0.002 (0.75) 0.001 (0.10) 070(110.56) 0.003 (1.08)
— — — —0.04 (-0.65) —0.06 (—4.26) —0.08 (~-1.28)
0.038.75) 0.01 (22.41) —0.001 1.24) 0.01 (2.62) 0.01 (20.14) —0.0004 (-0.62)
0.03 (1.67) 0.01(5.19) 0.03 (8.89) 0.001 (0.03) 0.01(4.50) 0.02 (5.38)
1.2015 0.01 (0.89) 0.02 (1.53) —0.05 (—2.43) —0.01 (—1.64) 0.04 (1.62)
— — — -0.14 (-1.11) 0.002 (0.12) —0.02 (-0.32)
— — — 4.88E-05 (0.12) 2.44E07 (0.34) —4.59E-05 (—0.74)
0:0@&.07) —0.003 (—3.20) —0.01 (—2.47) 0.01 (4.62) —0.002 (—6.09) —0.004 (—2.77)
3,865 30,911 3,865 1,720 20,115 42 .50

Notes of Tables apply.



First, the magnitudes of parti#®s for the effect of industry affiliation (Tabl@) clearly
reinforce the results of the previous section and therefapport Hypothesid. Despite the
fact that in absolute terms, the partiRfis of industry affiliation for the best and worst perform-
ers are larger than for the medium performers, in relativase industry affiliation provides
approximately 40 percent (more than 50 percent for the 8% period) of the explanatory
power of the models. Thus, Hypothesikolds true irrespective of the firms’ level of productive
efficiency.

Second, within the subgroup of medium performers, the disets are similar to those
(TableB) observed for the entire sample (Tablefor both periods, 1992-2005 and 1999-2005.
Moreover, in this subgroup, larger firms are, again, lessiefft than their smaller counterparts.
For the worst performers, however, size has no explanatawagp In the group of best perform-
ers, the size effects have only 0.02 percent explanatorgpand lead us to reject Hypothe8is
for the worst and best performing firms.

Third, location effects are notably different across thee¢hsubgroups. Location effects
are not statistically significant for the group of best parfers. However, they are pronounced
for the worst performers in period 1992-2005, but, oddly, significant for the period 1999-
2005. The parameter estimates of the district dummies tefiecaverage efficiency of the
firms located in the respective district. Though in the bemig of the 1990s, firms in East
Germany have been rather inefficient as a result of the transif the former socialist regime,
this clear East versus West separation in the efficiency sifidis can not be found for the
later period of 1999-2005. Rather, there is a mixture of BasgtWest German districts among
the least and most efficient locations, indicating that tioceal effects are not solely due to
East or West German regional differences but might be camgether (nonobserved) reasons.
Thus, Hypothes? is supported with regard to medium performers, but not forstvand best
performers.

Fourth, the results for the medium performer subgroup aeditn Hypothesed and5. A
heterogenous picture emerges for the best and worst penfgfimms (Table8). For example,
the quota of material inputs has a positive impact for thestvand medium performers but is
not significant for the best performers. The quota of exieseavices has a negative impact on
efficiency for worst performers but is not significant for tine® other groups. However, exter-
nal contract work is conducive to efficiency for the best perfers. Thus, in addition to the
relatively low explanatory power of outsourcing activitihe evidence on the direction of ef-
fects for efficiency are ambiguous. Likewise, for the worsd &est performers, R&D intensity
is statistically insignificant. Both parti&?s as well as the coefficient are statistically signifi-
cant only for medium performers. Thus, surprisingly, R&Dedmot explain any statistically
significant variation of productive efficiency at the two erad the efficiency distribution.

Overall, three effects are responsible for most of the ewgitary power: (i) industry, (ii)
size, and (iii) location. All other factors, both firm-spigciand environmental, yield statistically
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Table 9: Distribution of estimated linear efficiency trergs

Variable N mean cv p90 g3 median ql pl0
Trend 3,876 —-0.004 0.017 0.013 0.004 -0.004 -0.011 -0.021

Notes p10 and p90 are the ¥0and 9¢" percentiles; cv is the coefficient of variation; g1 and g3laveer and
upper quantiles.

significant parameters estimates in some cases, but hayeathér little explanatory power.
This evidence again corroborates our preference regaidiagpreting partiaR%s instead of
simplet-ratios in assessing the relative importance of variouwfac

5 Determinants of the dynamics of productive efficiency

Finally, we examined the development of productive efficieat the firm level. To do so,
the approach outlined in Equatiof) (was easily extended by adding the te§th, where®b;

denotes a firm-specific parameter anid a time trendt = 1,...,T;. This model allows for
firm-specific (linear) changes in productive efficiency otiere (Kumbhakar, Heshmati and

Table 10: PartiaR? (in Percent): determinants of the dynamics of firm efficiency

Variable Model I: 1992-2005 Model Il: 1999-2005
Df Partial R° Df Partial R°
Environmental factors
Industry affiliation 247 22.41 247 22.60
Location (district) 413 17.36 413 17.51
Year-effects 14 0.4 7 0.001

Firm-specific factors
a) Firm characteristics

Size category 5 0.41 5 0.41
Production share in industry 1 0.001 1 0.005
Number of owners working in the firm 1 0.02 1 0.01
R&D intensity 1 0.17

b) Outsourcing activities

Quota of material inputs 1 0.02 1 0.01
Quota of external contract work 1 059 1 0.56
Quota of external services 1 0.25 1 0.23
Quota of temporarily employed labor 1 0.005
Quota rents and leases 1 0.02
Sample selection control

Number of years observed 1 0102 1 0.10
OverallR? 36.31 36.51

Sum of all partialR?s 41.45 42.00
Number of observations 3,147 3,116

Notes Dependent variabld;, notes of Tabl& apply.
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Table 11: Parameter estimates of selected variables:ndigi@nts of the dynamics of firm effi-

ciency

Firm-specific factors
a) Size category

Less than 49 employees

50—-99 employees

100-249 employees
250-499 employees
500-999 employees

More than 1000 employees
Production share in industry
Number of owners working in the firm

R&D intensity
b) Outsourcing activities
Quota of material inputs

Quota of external contract work
Quota of external services
Quota of temporarily employed labor

Quota rents and leases
Year Dummies
D1gg2

D1993

D199

D19ggs

D199s

D1gg7

D199s

D1999

D2000

D2001

D2002

D2003

D2004

D2oos
Number of observations

Model I: 1992-2005

—0.002 (-1.34)

—0.000236 {-0.16)

0.001 (0.67)
0.001 (0.89)
0.001 (1.03)
—0.001 (-0.14)
—0.0002 (-0.62)

0.00006 (0.61)
0.00¢3.8)
-0.0082.5)

0.001 (0.50)
—0.003 (-0.91)
0.001 (0.49)
0.00004 (0.01)
0.00009 (0.03)
—0.0002 (-0.05)
—0.0001 (-0.04)

Model 1I: 1999-2005

—0.002 (-1.18)
0.0001 (0.10)
0.001 (0.83)
0.001 (1.08)
0.001 (1.14)
—0.001 (-0.25)
—0.0002 (-0.49)
0.02* (2.02)

0.00005 (0.46)
0.004 (3.71)
-0.003 (-2.35)
0.003 (0.34)
0.000009 (0.67)

—0.0008 (-0.35)

~0.001 (-0.41)

—0.002 (-0.59) —0.002 (-0.63)
0.002 (0.58) 0.002 (0.69)
0.002 (0.80) 0.002 (0.97)
0.001 (0.48) 0.001 (0.54)

—0.003 (-1.23) —0.003 (-1.26)
0.004 (2.29) 0.004 (2.84)

3,147 3,116

Dependent variabldd;, notes of Tablé apply.

Hjalmarsson1999. The paramete®; indicates whether a firm’s efficiency increasés> 0)
or decreased( < 0) with timet. Therefore, in this part we extended the translog prodaoctio
function framework by including firm-specific time trends.e\Werformed this analysis only

for firms with at least 10 observations in order to obtain nrefiable estimates d;. We also
refrained from including a quadratic time trend in the ttaggproduction function, as the high
collinearity between the linear and quadratic time trem@gl$ to imprecise estimates of both
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trends. The sample in this step is comprised of about 3,96 fievhich nonetheless cover
almost all industries and locations.

The distribution of estimated time trends is presented biel& While about 10 percent of
the best performing firms improved their efficiency aboutdeBcent per year, the average (or
median) firm experienced a slight efficiency decline. Forlib@ercent of the worst performing
firms, efficiency decreased by an annual rate of about 2 percEms finding serves as an
additional argument in support of HypotheSis

In the last step of the empirical analysis, we explore themenhants for the positive or
negative firm-specific time trends in efficiency. We regréesgarameter estimatégsas in the
previous analyses on the same set of explanatory variablespartialR?s are reported in Ta-
ble 10 and the parameter estimates (selected variables) araykshin Tablel1l. The picture
that emerges from this analysis of firm-specific efficienents is in line with the former re-
sults: the overwhelming part of the variation in efficienognds is explained by industry and
location. Other environmental or firm-specific factors haméy minor impact.

The estimates presented in Tallesuggest that, first, a change in efficiency is independent
of the size of the firm. Second, two factors determine theldeweent of efficiency: the indus-
try in which the firm is operating and its location. Third, pmivo of the outsourcing activities
have a significant impact: quota of external contract wols{jive sign) and quota of exter-
nal services (negative sign). However, these effects appeztfset one another. One further
remarkable contrast to the analysis for the level is that R&IS now a positive impact on the
development of efficiency, albeit with extremely low exm#ory power. We infer from these
findings that there is an inverse relationship between R&@®tae level of efficiency, but that
firms with a higher R&D intensity tend to improve their effioy over time.

6 Conclusions

This paper analyzed the importance of a variety of factothegroductive efficiency of firms,
with particular emphasis on industry, location, R&D, andesi In a first step, we obtained
estimates from a translog production frontier and then, seeond step, performed analysis
of covariance to investigate the determinants for firm-gmegroductive efficiency and its dy-
namics. We employed the concept of parRalto gauge the relative importance of the various
factors.

The translog production function estimates for firms cawgthe entire manufacturing sec-
tor are in accordance with predictions from neoclassicabt for competitive product and
factor markets, that is, the average firm operates with eohseturns to scale technology. Sec-
ond, industry affiliation is the most important factor, hayithe largest share in the model’s
explanatory power. This holds both for the level and the tigraent of efficiency. Third, size
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effects have the second largest explanatory power. Howewgetrary to previous studies, we
find that on average smaller firms are more efficient than tasges. Moreover, our results
support the view that size is not important in explainingdiegelopment of efficiency. Fourth,
location is an important factor which influences produce¥iciency. Fifth, the explanatory
power of other firm characteristics, such as R&D intensiysourcing activity, and legal form,
is relatively small. Most remarkably, we find a negative efffef R&D intensity on efficiency,
albeit with very low explanatory power. However, R&D appetr positively affect the de-
velopment of efficiency over time. Furthermore, some typesubsourcing activities have a
positive impact on productive efficiency but, again, witthex low explanatory power. Finally,
although the results show that the efficiency of many firmseases or decreases over time,
the average efficiency of all firms taken together does natghaver time, since positive and
negative efficiency changes across firms appear to candebdaer out.

Overall, our findings provide a number of novel insights itite factors that determine the
productive efficiency of a firm. In particular, they indicdkes relative importance of different
influences. Given the heterogeneity of firms in a certain stigul it is quite surprising that
industry affiliation explains such a large share of the edfficy differences while many of the
firm-specific factors turn out to be relatively unimportaitis could mean that the internal
factors are, indeed, comparatively unimportant, but itd@lso be regarded as an indication
that the variables of our relatively rich dataset do not ad#égly reflect the management deci-
sions that are relevant to a firm’s productive efficiency. €ffects of factors such as industry
affiliation, size, and location deserve further invesigain order to discover the mechanisms
behind these effects, which will require additional in-ttemicro-level analyses. The influence
of R&D effort on efficiency is in particular need of furtheralysis.
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Appendix

We use the value of gross production net of subsidies andexakes as a measure of output.
This mainly comprises the turnover plus the net change irsthek of final products. We do
not include turnover from goods for resale or from actigtieat are classified as miscellaneous,
such as license fees, commissions, rents, leasing, andetause we assume that such revenue
cannot adequately be explained on the basis of a productratién.

Median production shares of these input categories and d#seriptive statistics are re-
ported in TabléA.1. The dominant categories are material inputs and payh@lntedian values
of which add up to about 73 percent of the overall expenses.niédian values of the shares
sum up to 92.4 percent. The difference to unity of approxatyat.6 percent can be interpreted
as the share of gross profits in production. Since firms wibk than 500 employees are in-
cluded in the Cost Structure Census only as a representatid®m sample, we use weights
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Table A.1: Production shares of inputs — descriptive dtesis

Variable Min pl Median p99 Max
Material inputs 6.00E-07 0.013 0.382 0.855 661
Labor compensation 3.00E-03 0.059 0.349 0.957 2177
Energy consumption 0 0.001 0.014 0.180 325
Capital 9.00E-09 0.009 0.061 0.312 377
External services 2.00E-06 0.001 0.031 0.361 188
Other inputs 3.00E-05 0.010 0.087 0.472 329

Notes p1 and p99 are the® and 99" percentiles.
Number of observations 219,293

greater than or equal to one for estimating production feffiims in these size categories. Each
of these firms is multiplied by a factor that represents thetimnship between the number of
firms in the respective industry and size that is includedunsample and the number of firms
in an industry and size category in the full populatiSrSince these weights are rather stable
over time, we use the weights for 1997 in all the estimations.

Some of the cost categories, including expenditure forreatavage-work and for exter-
nal maintenance and repair, contain a relatively high sbareported zero values since many
firms do not utilize these types of input. Since all inputs itmaaslog production function are
included in logarithms, such zero values for certain in@iégories would lead to missing val-
ues and result in the exclusion of the respective firm fromathalysis. Moreover, zero input
values are not consistent with a translog production telcigyoand would imply zero output.
To reduce the number of reported zero input values, we agtrddghe inputs into the following
broader categories: material inputs (intermediate nmateansumption), labor compensation
(salaries and wages plus employer’s social insuranceibation), energy consumption, capi-
tal input (depreciation of fixed assets plus rents and I¢aseternal services (e.g., repair costs
and external wage-work), and other inputs related to pribcoluce.g., transportation services,
consulting, or marketing). All input and output series waedlated using the producer price in-
dex for the respective industry. Talde2 presents the basic descriptive statistics for logarithmic
values of all output and input categories.

The yearly values of the depreciations as a proxy for caipipait led to a rather low estimate
for the elasticity of the capital input. The obvious reasortlfiis low value is the relatively high
year-to-year variation of the depreciations. To reduce ¥biatility, we calculated the average
yearly depreciations by adding up the depreciations in tineeat year and for all the preceding
years that we have in our data. This sum was then divided byutheer of respective yeafS.

9As an example, if only 25 percent of the firms of a particulaesilass are included in the sample, each
observation is multiplied by a factor of 4.

20Example: Assume that the dataset provides information @medéations of a certain firm for 1993, 1994,
1995, and 1996. Average yearly depreciation for 1995 is vkeage for 1993-1995. For 1996, it is the average for
1993-1996, etc. For 1993, the average equals the valueisoydhr.
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Table A.2: Descriptive statistics of inputs and outputddus)

Variable Mean St. Dev CcVv Min Q1 Median Q3 Max
Output 16.89 1.49 8.85 12.36 15.78 16.71 17.85 25.29
Material inputs 15.77 1.84 11.64 0 1458 1571 16.96 24.91

Labor compensation 15.76 1.36 8.64 10.29 14.73 1555 16.5R972
Energy consumption 12.65 1.72 13.61 0.61 11.39 12.47 13.7%.252

Capital 14.07 151 10.70 8.94 13.02 13.94 15.00 22.50
External services 13.38 2.01 15.00 2.87 11.99 13.36 14.73.3422
Other inputs 14.40 1.76 12.22 7.93 13.14 14.28 1554 23.38

Notes CV is the coefficient of variation; Q1 and Q3 are lower andeguantiles.

Such average values of yearly depreciation result in a derebly higher estimate of the output
elasticity of capital. We are aware that using a proxy vdeaistead of a direct measure of the
capital stock input could be of concern. However, even witthsa crude proxy based on the
tax depreciations for the capital input, we obtain estimafahe elasticity of capital that appear
to be quite reasonable.

The sample contains a number of observations with extrerheesgsee maximum and
minimum columns in Tablé\.2) that proved to have a considerable impact on the estimated
parameters of the production function and led to implaesibbults. Therefore, we exclude
such "outliers” from the analysis when the cost for a ceriigut category in relation to gross
value added is less than the lowest 0.1 percent and the hi§8es percent. In total, these
excluded cases plus firms with zero values for at least onat icgtegory (the major part of
excluded cases) account for about 10 percent of all obsengat\We find that the exclusion of
these extreme cases leads to a considerable improvemestiusgtness and plausibility of the
estimation results for the production function.
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