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Abstract: In this paper, we identify three responses evident in the dialogue regarding the 
emergence and development of data driven algorithmic governance. The first two responses, ones 
of access, inclusion and transparency, seek to remedy harms produced by the deployment of 
advanced digital technologies in public sector service provision. However, with a limited interest in 
contextualising these technologies relative to the social relations in which they are designed and 
deployed, these responses ultimately risk misidentifying the sources of harm, thereby reinforcing 
injustices. The third response, one of data justice, abolition and refusal, seeks to address the 
limitations to achieving social justice through prioritising digital access, inclusion and transparency. 
Offering a more transformative response to algorithmic governance, this third response focuses on 
fundamental questions regarding the deeply unequal power relations, structural inequalities and 
racism embedded in algorithmic systems, providing a critical repertoire of options for contesting 
and reconfiguring these relations. While the three responses do not constitute a chronology, we 
conclude with a discussion of the resurgent interest in refusal as a framework and method to 
intervene in harmful data-driven algorithmic systems. In so doing, we offer suggestions for how to 
collectively and institutionally operationalise refusal, alongside abolitionism and data justice, 
particularly in the area of social welfare provision, and to imagine and bring about alternative 
social, political and economic systems and relations that are radically transformative. 
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Introduction 

The significance of datafication in governance predates digital infrastructure (Didi-
er, 2020; Porter, 2020). Nonetheless, new digital technologies and techniques are 
facilitating this process at scale and speed. National governments all over the 
world have, at increasing rates, turned to networked communication infrastructure 
as a key mechanism to deliver services, engage and inform citizenry and manage 
administrative operations. Sophisticated, complex data-driven technologies used 
by governments hinge on, and contribute to, an expanded internet, enabling in-
creasingly ubiquitous datafication and automation across an evolving set of 
spaces, domains, objects and dimensions of our lives: cities, homes, education, the 
workplace, finance, mobility and transit, health, policing, welfare and more. These 
internet and data-driven processes also reshape social relations, notably those be-
tween citizens, the state and corporate powers (Dencik & Kaun, 2020). As such, 
these processes constitute a crucial site of discussion and debate. It is the site at 
which ideals and processes of democratic administration are being reconfigured by 
algorithmic governance under the conditions of ubiquitous datafication of social 
life. 

The application of advanced technologies by governments occurs in pre-existing 
structures and settings, which are shaped by the relations between existing tech-
nologies, social and economic arrangements, and the distributions of social power 
(Dencik & Kaun, 2020). The deployment of these technologies has been commonly 
justified by claims for the capacity of technology to solve social inequalities, in-
crease access, generate efficiencies and cost savings and mitigate procedural injus-
tice (James & Whelan, 2022). These claims mobilise various arguments, for exam-
ple: that technology is required to ameliorate or offset other social risks (even if 
the risk is of being “left behind”); that operations of the technology are or will be 
fairly managed and comprehensible; that people will have input into or control 
over how their data and interactions with the technology will be handled; that the 
technology can be considered acceptable if certain conditions are met; and that 
the technology is, on balance, a net benefit, and so on. 

In this paper, we describe and engage critically with two key theoretical and policy 
responses which have informed analyses of the development of algorithmic gover-
nance over recent decades: access and inclusion, and transparency. We then turn to 
data justice, and a resurgent interest in “refusal” as a longstanding response re-
ceiving increasing interest within abolitionist and data justice approaches. Refusal 
presents opportunities for renegotiating and revising the technologically mediated 
relationships between powerful state and corporate actors and citizens. This work 
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builds on and continues the discussion of other writing in critical technology stud-
ies which examines the range of political, social, and theoretical outcomes result-
ing from the deployment of algorithmic governance. 

In a comparable move, Frank Pasquale (2015) identified “waves” of algorithmic ac-
countability, with the first wave oriented towards improving algorithmic systems, 
(what we analyse as the responses of access and inclusion and of transparency) 
while the second asks if these algorithmic systems are required at all (Ganesh & 
Moss, 2022), which we analyse here as the response of refusal. The following dis-
cussion refers to “responses” as a means to structure and analyse the political, so-
cial and theoretical implications of algorithmic governance, and to foreground how 
they are characterised by specific alignments to the systems they intend to chal-
lenge or change. We do not mean to imply that these responses are neatly distinct 
or sequential in their development. Rather, we seek to illustrate how these re-
sponses variously extend, intersect, overlap with or contest each other, and the 
dominant institutional structures which give rise to algorithmic governance. Unlike 
the concept of “waves”, these responses do not emerge chronologically and we un-
derstand the relationship of these responses as a dialogue rather than as a 
chronology. They can be understood as continuing developments in the current 
and ongoing complex move to (and against) algorithmic governance. They are both 
responses to the opportunities of technology itself, and to the outcomes of tech-
nologies, particularly those deployed within public sector services. This framing 
facilitates our argument for assessing the responses in terms of their promise for 
advancing strategies centred on goals of justice and civic intervention. It allows us 
to trace how schools of thought are developed, accepted and challenged while 
working in dialogue and, ultimately, informing the lived experience of people sub-
ject to the various outcomes of algorithmic technologies. The sequence of our dis-
cussion, from access and inclusion, through transparency, and on to refusal, is in-
tended to highlight movement away from responses working largely within the 
prevailing logic of algorithmic governance, and towards responses that contest or 
refuse that logic altogether. 

This critical analysis is borne from our collaboration and enabled by theoretical 
perspectives in our respective disciplines: sociology, gender studies, media, com-
munication and politics. Through this collaboration, we draw on a range of schol-
arly tools and empirical illustrations to explore how these responses engage with 
the practice and policy of algorithmic governance. Our interdisciplinary perspec-
tive provide insights around the varied social and political outcomes produced by 
responses to algorithmic governance. Our primary audiences are those who re-

3 James et al.



search technology, policy, and social welfare, especially as activist practices, or in 
support of activists. As the potential of algorithmic applications continue to be de-
veloped, scholars, developers and policy makers will benefit from attending to how 
well-intentioned responses can be limited, and how adverse impacts on the popu-
lations most exposed to the governmental use of networked technologies can be 
reduced. In the analysis below, we identify the contributions and limitations of 
several such responses, addressing the implications of ubiquitous datafication and 
algorithmic governance. 

We argue two main points. The first is that responses to algorithmic governance 
that draw on traditional public administration values are not well formulated for 
addressing the various harms produced by algorithmic governance, or for express-
ing the plurality and heterogeneity possible in conceptualising it. The second, re-
lated point is that the response of data justice and refusal holds more promise 
than access, inclusion and transparency. The latter responses, which have had the 
most significant policy impact thus far, do not always contextualise the technolo-
gies they describe effectively, and begin with the goal of spreading digital benefits 
while downplaying the potential for digital harms. Too frequently they situate the 
issues around ‘the technology’ or its implications, without sufficient attention to 
the social, cultural and economic contexts which give rise to and normalise these 
technologies. 

The paper is set out as follows. It begins by outlining access and inclusion, and 
then moves on to transparency. These are described as responses that have facili-
tated technological deployment while often overlooking or downplaying the pow-
er relations that shape technology design and implementation. As such, they tend 
to underestimate the potential of algorithmic data use to perpetuate harm or pro-
duce new harms. Following this, we examine data justice, abolition and the resur-
gent interest in refusal, as a more radical response that seeks to fundamentally 
transform the existing structures which have shaped citizen-government interac-
tions. Finally, we present a discussion of some of the considerations necessary for 
the practical application of refusal in response to algorithmic governance, attend-
ing to possible limitations, such as those which have beset other responses to es-
tablished public administration values in the face of datafication. Refusal, in our 
understanding, operates as a response that opens up alternatives rather than as an 
end point. Throughout, we substantiate our account by drawing on conceptual lit-
erature and our own empirical research and key examples across several domains 
where the technology is consequential (respectively, network access for under-
served urban communities, housing, housing policy and social welfare). 
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The public administration values informing responses 
to algorithmic governance 

“Algorithmic governance” is a contested phrase used across disciplines in different 
ways, and often without elaborating on what was originally a computer science 
term: “algorithm” (Katzenbach & Ulbricht, 2019). In this computer science context, 
the term algorithm relates to “encoded procedures for transforming input data into 
a desired output, based on specified calculations” (Gillespie, 2014, p. 167). Similar-
ly, others focus on the problem-solving nature of an algorithm as formulated by a 
given set of rules (Roughgarden, 2017). Within the social sciences, however, a more 
holistic understanding of algorithms has been adopted, viewing them as elements 
in an assemblage of technological and human factors having political, economic 
and social outcomes (Latzer & Festic, 2019; Lowrie, 2018). In this paper, we refer 
to the increasing and accelerating trend of algorithmic governance, resulting in 
new modes of social ordering as a consequence of automated decision-making 
(Katzenbach & Ulbricht, 2019). 

Technological advancements, notably in machine learning and artificial intelli-
gence, have facilitated the deployment of algorithmic decision-making, given the 
capacity to access and process vast quantities of data (Sætra, 2020). We use the 
term algorithmic governance to refer to the social and political processes of algo-
rithms, and the data they rely upon, used within institutional government settings 
to assist in decision-making and service delivery (Danaher, 2016). We emphasise 
the importance of context to highlight how algorithms, and the social imagining of 
them, spur specific outcomes and policies. These in turn contribute to subsequent 
social and technological developments, resulting in further social outcomes and 
policy positions. This looping of algorithmically induced effects across multiple 
domains resonates with descriptions of algorithmic governance as the “intersec-
tion of digitalisation, datafication and governance through technology” (Gritsenko 
& Wood, 2022, p. 46). 

Algorithmic governance has been closely examined in research on digital media, 
communication and in computer science, with some contributions from political 
science and policy analysis perspectives (Gritsenko & Wood, 2022; Katzenbach & 
Ulbricht, 2019). It is instructive to locate predominant policy responses regarding 
algorithmic governance, in particular with regard to access and inclusion and 
transparency, relative to traditional values of public administration, which general-
ly include orientations to public service, duty, integrity and trustworthiness, ac-
countability, prudence and probity, confidentiality, procedural consistency and im-
partiality, respect, responsiveness, formal equality before the law and so on. A 
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number of these traditional values are emphasised in conversations around the 
impactfulness of technology, including transparency, fairness, and equality of ac-
cess (Bannister & Connolly, 2014). These values predate the technological ad-
vances we refer to here (Dencik & Kaun, 2020) with a history embedded in colo-
nial rule (Kirk‐Greene, 1999). However, permutations of public administration val-
ues have been observed on a global basis in the discourses accompanying the de-
ployment of algorithmic governance. While they have been most notably packaged 
as “ethics” (James & Whelan, 2022), within this, access, inclusion and transparency, 
as we argue below, constitute some of the most widely adopted policy responses 
to algorithmic governance. Public administration values tend to maintain existing 
social and economic structures (Mascio et al., 2020) and, as a result, the responses 
of access, inclusion and transparency can be seen to reproduce, rather than trans-
form, the broader social systems in which algorithmic governance operates; ulti-
mately producing similar inequitable outcomes, as demonstrated below. 

Access and inclusion 

Algorithmic operations depend on access to and inclusion in data systems, raising 
questions about how access as a value is enlisted in data-driven governance pro-
jects, and the extent to which the discourse of access and inclusion elides or ob-
fuscates existing power relations and hierarchies. In the arguments in favour of 
digital communication technology for positive social outcomes, the first response 
is often to access and inclusion: extending network reach to marginalised and ex-
cluded groups (e.g., Chohan & Hu, 2020; Fuchs & Horak, 2008; Hardill & O’Sulli-
van, 2018). 

Access equity has been at the heart of efforts, dating back to the 1990s, to address 
disparities between technology “haves” and “have nots”, framed in terms of a “digi-
tal divide”. Digital inclusion efforts recognise a broad set of equity goals, including 
ability and affordability. It is widely acknowledged that those lacking in access and 
the means to afford the internet and other communication technologies face ex-
clusion, marginalisation and additional challenges in navigating an increasingly 
digitised society and government (Humphry, 2019; van Dijk, 2020). 

Despite this, access and inclusion do not in and of themselves resolve the structur-
al problems that digital exclusion is patterned after and exacerbates: entrenched 
forms of social exclusion from employment, education, secure housing, healthcare, 
transportation and so on. That poor, underserved and marginalised communities 
frequently experience technology as a harmful extension of disciplinary systems is 
often overlooked (Eubanks, 2018; Ragnedda, 2020). Indeed, through the morally 
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appealing response of access and inclusion, vulnerable populations, in practice, 
come to have their data and privacy exploited and used to fuel processes of algo-
rithmic governance, as in the case of LinkNYC discussed below. 

Improvements in digital access are often part of the offer and rationale for interna-
tional development, smart urban initiatives and welfare service reform. For exam-
ple, in announcing the proposal to install the LinkNYC network of smart kiosks in 
New York City to replace the city’s payphone network, the project led by private 
consortium CityBridge, was promoted as offering free, high-speed wi-fi internet ac-
cess to lower-income NYC neighbourhoods who lacked the connectivity of wealthi-
er ones (New York City Office of the Mayor, 2014). Similarly, the Australian govern-
ment’s Digital Transformation Strategy (2018-2025) promised to deliver ‘services that 
are simple, personalised and available wherever you need them’ with multiple 
channels for access, even offering a virtual smart assistant called Alex to answer 
taxation enquiries (Digital Transformation Agency, 2021). 

Digital transformation also involves a reduction in non-digital alternatives, on the 
back of decades of infrastructural gaps, welfare cuts and public administration effi-
ciency dividends (Ball et. al, 2022). This leads to single-point-of-service failures 
(notable in crises such as the COVID-19 pandemic) and digital dependency. Addi-
tionally, access to and inclusion in these systems entails exposure to increased 
monitoring, social sorting and surveillance of populations (Alston, 2019; Dencik & 
Kaun, 2020; Humphry, 2020; Humphry et al., 2022). These contradictions around 
the social justice goals of access and inclusion are also illustrated in the interna-
tional development context, where technological connectivity is equated to a 
“bridge” leading to social and economic progress, and a “development shortcut”, 
which may instead lock developing countries into dependency on the digital capi-
talism of the West (Wade, 2002). Access, in these contexts, is more accurately read 
as access to “emerging markets” for powerful corporate interests (Bhagat & Roder-
ick, 2020; Oyedemi, 2021). Robust critiques of “digital divide” discourses have 
pointed out the reductive nature of assessments of the unequal distribution of 
global wealth and resources, and the futility of playing “technological catch up” 
(Parayil, 2005). Data systems can also be used for “ceding and skewing power” 
(Heeks & Shekar, 2019) and for reproducing “extractive practices of historical colo-
nialism” through new forms of “data colonialism” (Couldry & Mejias, 2018). Pro-eq-
uity data initiatives in the global South, such as “community mapping” with digital 
platforms rely on extracting information from communities, while largely exclud-
ing them from decision-making and value chain processes (Heeks & Shekar, 2019). 

Similarly, smart urban infrastructures in the global North, rolled out in public-pri-

7 James et al.



vate partnerships that offer free Wi-Fi and other connectivity services, simultane-
ously operate to access populations and subject them to the new logic of datafica-
tion. The other side of the connectivity coin is the development of new networks 
of data value. Green (2020) claims that the real goal of the LinkNYC kiosks was to 
collect and monetise user data gathered from sensing devices, including mobile 
devices that connected to the Wi-Fi network. For those groups who have little 
choice but to use these services, inclusion comes with a host of new data-related 
risks. Unhoused people, for example, have historically been subject to higher lev-
els of policing (Wacquant, 2009) and smart urban objects can be co-opted into en-
acting regressive policies to identify, monitor and displace rough sleepers (Davis, 
1990). In the United Kingdom, similar smart kiosks have been installed with a call-
blocking algorithm to prevent their use for “anti-social” behaviour, meaning crimi-
nalised drug-related activities (Wray, 2019). Smart kiosks and other urban devices 
such as smart poles fitted with cameras, Wi-Fi and sensors (see for example the 
Northern Territory’s ‘Switching on Darwin’ scheme and San Diego’s ‘smart street-
lights’) can increase the visibility of groups and even entire neighbourhoods 
through their interactions and data traces. The effects of these technologies can 
be particularly pernicious for communities with less resources and skills to protect 
themselves, and less recourse for contesting new methods of data-enabled surveil-
lance and predictive policing (Smith, 2020; Strover et al., 2021). 

Related to the increased risk of visibility and targeting is the issue of racial bias. 
Browne (2015) queries how algorithms, facial recognition, airport scanners, credit 
scores and welfare cards function as additions to the already extensive apparatus 
of existing racialised technologies? These technologies build on and interact with 
existing forms of governance shaped by and reproducing structural racism, and 
they increasingly interact with each other. Surveillance technologies and data cap-
ture are organised to particular ends, and powerful interests shape and leverage 
their design and affordances. Their normalisation also draws on rhetorical or dis-
cursive technologies, such as that of access and inclusion. Benjamin (2019) and 
other critical race and technology scholars critique the idea of inclusion in unjust 
systems. In a response to Buolamwini’s quest for “full spectrum inclusion to 
counter bias”, and the work of the Algorithmic Justice League, Benjamin asks: 
“while inclusion and accuracy are worthy goals in the abstract, given the encoding 
of long-standing racism in discriminatory design, what does it mean to be includ-
ed, and hence more accurately identifiable, in an unjust set of social relations?” 
(2019, p. 124). 

Insofar as concerns are raised about these developments, they are commonly 
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framed in terms of individual rights to privacy, missing the scale and depth of the 
issues involved. It is not merely that “opting out” becomes untenable. The issues 
involved are fundamentally social rather than individual, raising questions around 
the appropriate relations between state and commercial providers, the allocation 
and availability of public space, and the starkly uneven distribution of rights to 
space, data, money, security and other resources. Economically disenfranchised 
groups are not only denied meaningful access and participation, but also colonised 
by data processes (Couldry & Mejias, 2018) designed to extract various forms of 
value from their use of “public” infrastructure which may not best serve their own 
interests. The terms of access and of what exactly is accessed are not subject to 
collaborative negotiation. Access is generally angled “up”: something is made 
available to those who otherwise “lack” it. Access is however bidirectional, and ac-
cess “down” for powerful players is politically consequential. 

The problems identified here are about the ease with which access as a progres-
sive goal, and thus the response of access and inclusion, can reinforce existing so-
cial inequalities and impose the ideal of the competitive, agential citizen compet-
ing for exclusive access to the capacities and resources that others lack. Spandler 
has identified the same problem with the response of inclusion in mental health 
policy, which creates “an obsession with the choices and responsibilities of the in-
dividual rather than the constraining context in which they live” (2007, p. 4). 

The blind spot at the centre of this pretence of horizontal neutrality exacerbates 
existing inequities precisely by treating everybody the same. Laudable-sounding 
goals such as access and inclusion are difficult to question and scrutinise because 
of their seemingly obvious universal benefit and are insidious precisely because of 
this. The naturalisation of this kind of technological progressivism, combined with 
the concrete issues associated with these technologies (notably around surveil-
lance, privacy and the commodification of data), is often accompanied by calls for 
more transparency in technology design, operation and governance. Transparency 
functions as a foil to access and inclusion: both a safeguard against exploitative 
inclusion and the means of assuring that access goals are being met. 

Transparency 

Transparency is another key public service value, a means to effective administra-
tion that has come to represent an end-in-itself in democratic governance. Moore 
(2018) has documented how the last four decades have led to an increased em-
phasis on transparency, where governments provide open access and evidence to 
citizens on a host of administrative matters. Such transparency in government 
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“performance” relies on and is mobilised through techniques of classification, mea-
surement, evaluation and rank, which bring into view that which is to be rendered 
transparent and acted upon. Quantificatory mechanisms generate data that can be 
represented numerically, so that “value for money” can be demonstrated. These 
numerical representations render an objectively knowable world: the data seems 
to “stand for itself”, inviting further intervention and improvement. Acting relative 
to those representations ensures responsible and good governance, and is such 
governance (Hansen, 2015). Transparency is a tautological value which justifies it-
self: it is good to see that it is good to see. New technologies have not only ren-
dered this nominal transparency more achievable than ever before, the deploy-
ment of advanced technologies of “seeing”, and the systems within which they op-
erate, are themselves also subject to calls for transparency. 

The response of transparency recurs in conversations about the efficacy and ethics 
of computational techniques applied in the public and private sectors. The lack of 
transparency associated with proprietary or “black boxed” operations of advanced 
technologies, such as machine learning, has drawn criticism from academics, ac-
tivists and human rights advocates (Pasquale, 2015). In both public and private or-
ganisations, opacity in algorithmic design and the workings of AI systems has re-
sulted in biased output, ranging from racial bias in automated judicial decisions 
(Angwin et al., 2016), to gender discrimination in hiring decisions (Dastin, 2018). 
These failings have seen the concept of transparency re-emphasised, and reconfig-
ured, resulting in calls for ‘explainable’ ethical technologies (for example, Walsh et 
al., 2019). 

This may involve informing individuals about the collection of their data, their use 
of or interaction with an AI system or the extent to which they are subject to an al-
gorithmic decision (Walsh et al., 2019). For example, the EU General Data Protec-
tion Regulation introduces a right of explanation for individuals to obtain “mean-
ingful information of the logic involved” when subject to automated decision-mak-
ing with “legal or similarly relevant effects” (Regulation 679/2016). This kind of 
right is intended to ensure that individuals are aware of and can appeal decisions 
arising from algorithmic processes. It is framed as a continuation of traditional 
public administration norms, such as the duty to give reasons (Oswald, 2018). Ex-
plainability as transparency is considered essential for garnering public trust in the 
deployment of AI (see Walsh et al., 2019, p. 10). In such instances, transparency is 
not positioned as an end-in-itself, but as a means to enhance public acceptance of 
the rollout of future technologies. 

However, just as with the response of access and inclusion, new configurations of 
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technological and administrative transparency discount the practical and structur-
al limitations forestalling equitable outcomes. For instance, informing individuals 
about the collection and use of data does not ensure consent to the implications 
associated with data use, retention, aggregation or sale. Machine learning utilising 
big data can involve algorithmically generated outcomes which are, as administra-
tive decisions, neither explicable nor rendered by humans who can explain the de-
cision (Robbins, 2019). In terms of their range of action, citizens subject to algo-
rithmic governance are in an asymmetric relation to powerful state and corporate 
actors (Dencik & Kaun, 2020). Where the capacity to comprehend what it means to 
be subject to AI outputs cannot be assured, the limits to acting on this information 
and contesting algorithmic outputs may render conventional notions of trans-
parency trivial and incongruous. 

These issues can be observed in the Australian example of ‘Robo-debt’, the popular 
name given to the Federal Government’s Income Compliance Program (Services 
Australia, 2022), an automated system to identify and recover welfare overpay-
ments. No credible claim to transparency was made in this instance, though trans-
parency was arguably demanded of welfare recipients through the “reverse onus”, 
the requirement to disprove the debt was placed on the recipient (as opposed to 
the government proving the existence of the debt). As with access and inclusion, 
the response of transparency is bidirectional. The use of algorithmic techniques to 
(inaccurately) average the “debts” recipients owed to the government became a 
scandal in the national press, going through several Ombudsmen and Senate in-
quiries before eventually being ruled unlawful (Park & Humphry, 2019; Whelan, 
2020). Welfare recipients, many financially dependent on the agency demanding 
repayment, had limited means to contest the outcome of their purported debts, 
and were required to do so through cumbersome online portals. Irrespective of the 
extent to which citizens are informed of algorithm use, notions of consent are 
complicated by both the limited capacity to adequately explain what it means to 
be subjected to an algorithm, and by limits on opting out, particularly from gov-
ernment services and those corporate services without which it is almost impossi-
ble to function. 

Codified principles of transparency can also be observed in the uptake of public 
sector algorithmic impact assessments in, for example, the UK and Canada. Used 
to evaluate trade-offs with the view to mitigating adverse outcomes (Moss, et al., 
2020), algorithmic impact assessments, as adopted in accordance with previous 
approaches to environmental protection (Kingsman, et al., 2022; Selbst, 2021), are 
described to allow for a form of public oversight and accountability (Selbst, 2021; 
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Moss, et al., 2020). Arguably, the response of transparency underpins the formula-
tion and uptake of algorithmic impact assessments. This can be seen, for example, 
in the inclusion of such impact assessments within the UK governments’ Algorith-
mic Transparency Standard (Kingsman, et al., 2022). While there are different 
forms of algorithmic impact assessments, those used in the public sector can be 
understood as premised on notions of transparency as a result of traditional 
modes of public administration operations. As Selbst (2021) puts it: “because 
transparency, and specifically notice and comment frameworks, are part of the reg-
ulation that is usually applied to the public sector in the United States, it is per-
haps not surprising that these proposals tend to focus on the public sector, rather 
than the private sector” (p. 141). Potential limitations with algorithmic impact as-
sessments have already been noted by scholars, including oversight in relation to 
impacted groups (see, for example, Kingsman, et al., 2022; Selbst, 2021). This can 
also be understood in terms of the broader problem of the values arising from and 
articulating new public management political goals. 

The contemporary response of transparency, as evidenced in AI ethics codes (James 
& Whelan, 2022) and calls for algorithmic impact assessments, is unlikely to lead 
to equitable outcomes for those at the mercy of algorithmic governance. This is in 
part because of how venerable public administration ethics are mobilised and di-
luted. To ensure the reality of equitable technological outcomes, it is necessary to 
consider transparency relative to the structural and power imbalances constraining 
genuine consent and contestation. Rather than resolving the issues of technologi-
cal opacity, the response of transparency administers these issues through legalis-
tic procedures of notification and review. The preoccupation with technological 
transparency, and the procedural management of opacity, both obfuscate and com-
pound another significant non-technological form of opacity: the contractual rela-
tions through which these technologies are developed and implemented. 

This can be observed in the development of “smart cities”, where urban technology 
is extensively deployed to collect city data and manage services through enhanced 
network connectivity, as introduced in the previous example of LinkNYC. Many au-
thors in this field critique smart cities and smart urbanism as commercially led and 
dominated by corporate actors (Kitchin, 2014; McFarlane & Söderström, 2017). 
One element of this is the increasing reliance on and encouragement of public-pri-
vate partnerships (PPPs) by governments to access and implement the necessary 
technology (Luque-Ayala & Marvin, 2015; Shelton et al., 2015). For example, in 
November 2018, the Australian federal Minister for Cities, Urban Infrastructure and 
Population announced the outcomes of Round Two of the Smart Cities and Sub-
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urbs Program, allocating $21 million of the $50 million fund to 32 projects across 
the country (Department of Infrastructure, Regional Development and Cities, 
2018). To be eligible for a grant, applicants had to fund at least 50 percent of the 
project through non-Commonwealth sources. Whilst this funding could come from 
other levels of government or NGOs, multiple collaborators were encouraged, in-
creasing the likelihood of public-private partnerships. 

Partnerships between governments and private companies increase state reliance 
on private actors while transferring public funds to the private sector, and further 
subjecting urban infrastructure to corporate power. This corporate dependency and 
neoliberal political economy is characteristic of the marketisation of public ser-
vices (Kitchin, 2014). Public-private partnerships can also increase the opacity of 
government processes, as proprietary algorithms, increasingly form a crucial ele-
ment of smart city technology, and often cannot be scrutinised (Pasquale, 2015). 

Paradoxically, as the technologies of transparency and transparent governance 
have developed, the increasingly automated mechanisms by which data is generat-
ed and acted upon become more complex and obscure (James & Whelan, 2022). 
This tends to undermine efforts at democratic data governance, in that the inter-
section of ‘black boxed’ machine learning and large-scale datasets lead to a situa-
tion where transparency becomes increasingly remote: the end is hijacked by the 
means. Transparency as a regime of political value and an administrative end-in-it-
self becomes less plausible, and its disciplinary functions become more evident 
(Hoffman, 2020). In the next section, we examine how the response of refusal de-
parts from those that are underpinned by traditional public administration values, 
such as with access and inclusion and transparency. 

Data justice, abolitionism and the response of refusal 

An emergent response to algorithmic governance, arising in the context of discus-
sions of data justice (Dencik et al., 2018; Taylor, 2017) and abolition (Benjamin, 
2019; Milner, 2019) is “critical refusal” (Barabas, 2022; Cifor et al., 2019; Gangad-
haran, 2020; Garcia et al., 2020). Approaches foregrounding access and inclusion 
(as with LinkNYC), or transparency (as with the proliferation of ethical AI strate-
gies), generally take the position that better governance of technologies is the ap-
propriate solution to data-driven harms. This leaves the basic premises on which 
these technologies roll out unchallenged. Data justice, abolitionism and refusal 
seek to widen the debate: foregrounding questions of political economy and struc-
tural racism, and taking embodied difference and social justice as starting points 
(Benjamin, 2019; Costanza-Chock, 2020; Dencik et al., 2018; Hoffman, 2020). 
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To situate data in the context of existing social structures and systems, data justice 
researchers and activists ask: whose interests are being advanced by rapid 
processes of datafication via digital media? What are the implications of shifting 
functions previously the preserve of governments and state agencies to public-pri-
vate partnerships (PPPs) or multinational corporations? What are the labour condi-
tions and the possibilities for oversight and regulation under “surveillance capital-
ism” or “data capitalism”? What might be the possibilities for collective or coopera-
tive alternatives? And at what points are we able to refuse data technologies alto-
gether? 

A central tenet of data justice involves beginning with “impacted communities and 
social groups” to trace injustice, oppression and domination. Though digital media 
and processes of datafication have rapidly proliferated, the impacts, harms and 
benefits are highly uneven in their distribution (Costanza-Chock, 2020; Dencik et 
al., 2018; Eubanks, 2018). Questions around data justice are grounded within the 
context of pre-existing struggles against domination and oppression (Dencik et al., 
2018). This is vital in the context of “ubiquitous surveillance” (Andrejevic, 2011), in 
which individuals and societies are “colonised by data” (Couldry & Mejias, 2018), 
because technological and data systems so often exacerbate existing inequalities 
and forms of oppression, and because it is highly restrictive to bracket these tech-
nologies from the social and political contexts which give rise to them. Data jus-
tice research approaches datafication as an issue of social, political and economic 
justice, rather than as a matter of individual privacy, or of procedural norms – 
which have only ever been selectively applied at the best of times (Dencik et al., 
2018). An important aim is to sidestep epistemic data-centrism in studying and un-
derstanding the implications of datafication. In this vein, Dencik and Kaun (2020) 
argue for understanding the datafication of the welfare state as a political rather 
than technological development. They place values of social solidarity and social 
mobility as contradictory to the values of individualisation encouraged by algorith-
mic governance, which privilege individual responsibility over that of the collec-
tive. For instance, datafied systems emphasise correlation over causation, which 
contributes to the view of social problems as individual failings, and the side-lin-
ing of structural causes. Dencik and Kaun argue that now is a moment “to rearticu-
late the role and importance of organising welfare based on solidarity, universal 
access, and equality” (2020, p. 5). In moving debates around social justice and al-
gorithmic governance away from discussions of privacy, access and inclusion, 
transparency and other responses seeking to refine rather than transform existing 
systems, data justice advances alternate strategies and modalities of intervention. 
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A range of interventions can be identified here, including investigative journalism 
that exposes the (unintended) harms of data-driven governance systems (Ganesh 
& Moss, 2022), “reverse ratings” such as citizen scoring projects that rate judges on 
the severity of their sentencing (Barabas, 2022), research engagement interven-
tions to develop Public Interest Tech (at UC Berkeley) and Digital Public Infrastruc-
ture (at Berkman Klein Centre, Harvard University), and modifications developed 
within Big Tech in response to crises and exposure of algorithmic harms. Ganesh 
and Moss (2022) draw attention to how Big Tech’s increasing interventions to ad-
dress algorithmic harms serve to reinscribe their own influence and narrow the 
frame of response to managing fairness and bias. In contrast, New Luddism 
(Ganesh & Moss, 2022) or Neo-Luddism draws on the long history of Luddite re-
fusal and seeks to greatly expand the frame of reference: 

A neo-Luddite movement would understand no technology is sacred in itself, 
but rather any technology is worthwhile only insofar as it benefits society. It 
would confront the harms done by digital capitalism and seek to address them 
by giving people more power over the technological systems that structure 
their lives (Sadowski, 2021). 

This intervention highlights the importance of refusal: the capacity to say “no” to 
the application and development of data-driven systems (Benjamin, 2019; Cifor et 
al., 2019). Refusal is a political strategy, and a constant, in that we can always in-
terrogate where and how the right to refuse can be exercised. There is a long his-
tory of radical refusal in Indigenous (Coulthard, 2014; Duarte, 2017; Simpson, 
2017), anarchist (Fessenden, 2019; Malatesta, 2020) and Marxist struggles (Pizzo-
lato, 2017; Stevenson, 2018). Benjamin’s (2019) work on refusal and solidarity, for 
example, draws on a long history of abolitionist thought and activism, recent de-
velopments in critical race theory, and contemporary movements respond to sys-
temic racism, surveillance and the over-policing of Black communities in the USA. 
When applied to data practices, critical refusal is understood as “an informed prac-
tice of ‘talking back’ [...] a generative concept for challenging harmful data prac-
tices, while simultaneously negotiating and developing alternative actions” (Garcia 
et al., 2020, p. 93). As Ganesh and Moss explain, rather than improving or reform-
ing current socio-technical systems, “refusal alerts us to how we must consider the 
quality and experiences of life under conditions beholden to algorithmic logics” 
(2022 p. 93), and decline the power of Big Tech over social, biological and interior 
life. 

While refusal has a long history, in this paper we focus on the resurgent scholarly 

15 James et al.



interest in the politics of refusal as a response to ubiquitous datafication, evi-
denced by a proliferation of recent publications exemplified by The Refusal Confer-
ence convened at Berkeley in 2019 with the strapline: “At this conference we lean 
in to the idea that sometimes making a more just or equitable society means re-
fusing certain technologies or applications of technology” (Algorithmic Fairness 
and Opacity Group, n.d.). As the strapline makes clear, the politics of refusal begins 
not simply from the challenge of making algorithmic governance fairer, but rather 
from the fundamental question of how to build a more just society, and what 
might be the place of technologies within it. In practice, refusal takes many forms. 
Here we briefly sketch examples of two modes of organised refusal in practice: 
“ground up” (Ganesh & Moss, 2022) community organising in the example of 
#BlockSidewalk in Toronto, and individual and collective refusals by “computation-
al practitioners” (Barabas, 2022), including from within Google. 

The community response to Sidewalk Toronto can be seen as an example of 
“ground up” refusal in practice. This project, launched in 2017 by Sidewalk Labs, a 
sister company of Google, planned to turn a dockside region of Toronto into “the 
‘smartest’ of smart cities” (Bernholz, 2020, p. 108). Sidewalk Toronto was to be a 
“test bed for urban technologies” (Mattern, 2022, p. 46) and proposed an “open dig-
ital ecosystem” that would encourage urban innovation focused around mobility, 
sustainability and housing (Sidewalk Labs, n.d.). One concrete element underpin-
ning this open digital ecosystem was the planned installation of “standardised 
mounts”: digital connection points installed in public spaces that would serve as a 
mount for various devices such as traffic counters, air quality monitoring and bicy-
cle counters. Sidewalk Labs claimed that standardising these would “reduce the 
cost of deploying digital innovations” (Sidewalk Labs, 2019, p. 382). The data gen-
erated from these devices “would be made publicly accessible (on a non-discrimi-
natory basis), enabling companies, community members, and other third parties to 
use it as a foundation to build new tools” (Sidewalk Labs, 2019, p. 378), directly 
encouraging the private use of public data in pursuit of innovation. 

Sidewalk Toronto went through a number of years of consultation, during which 
what began as a group of around 30 Torontonians banded together under the 
#BlockSidewalk campaign. This group grew to include many organisations and 
over 1000 Torontonians working together in the pursuit of a collective expression 
of refusal (#BlockSidewalk n.d.). A central element of the campaign, as stated by 
one #BlockSidewalk activist, was to “put No on the table” (O’Kane, 2019). Concerns 
around transparency, privacy and data ownership were present within the cam-
paign against Sidewalk Toronto. However, if these concerns were adequately as-
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suaged fundamental questions about the shape of social relations and civic life 
would have remained unaddressed. If the project were completely transparent and 
accessible, it would still not be a vision of the city the residents of Toronto desired, 
and would not address core concerns around the increasing encroachment of for-
profit technology companies on civic life (Mann et al., 2020). As a June 2019 media 
release from #BlockSidewalk states “this is as much about privatization and corpo-
rate control as it is about privacy” (#BlockSidewalk, 2019). Within this context, re-
fusal offers a more transformative response that challenges the basic premise on 
which technologies are rolled out. The collective refusal enacted by #BlockSide-
walk is generative, not only saying no, but also creating space for alternative fu-
tures and alternative means of collaboratively envisioning them. After over a year 
of community campaigning against the project, Sidewalk Labs scrapped its plans 
and withdrew from Toronto in May 2020, citing pandemic related business con-
cerns (Bernholz, 2020). After Sidewalk was successfully blocked from its ambitions 
in Toronto, the #BlockSidewalk campaign called on supporters to continue efforts 
to “maintain public control over our communities and over decisions regarding 
how and when to use technologies in them” (#BlockSidewalk, 2020), pursuing a vi-
sion of urban civic life that is not dominated by private interests. 

While marginalised communities subject to algorithmic governance may have a 
limited capacity or autonomy to refuse these systems, tech workers and “computa-
tional professionals” (Barabas, 2022) have demonstrated possibilities and increas-
ing commitment to organised practices of refusal. Barabas uses the term “compu-
tational practitioners” to refer to “a wide range of actors in academia, industry and 
government who are engaged in data-centred discourse, research, and design” and 
argues that refusal is a particularly useful concept for computational practitioners 
involved in data ethics projects, commonly referred to as FAccT ML “Fair, Account-
able, and Transparent Machine Learning” (Barabas, 2022, p. 3). Barabas draws on 
Benjamin’s concept of “second-hand refusal” (Barabas, 2022, p. 8) to explore re-
fusal practiced by these powerful institutional actors – including computer scien-
tists and technology designers – who often occupy privileged positions within or-
ganisations. For example, the Google Walkout involved thousands of employees 
staging protests to demand the company end lucrative military, immigration and 
policing contracts (Lerman, 2019). Interdisciplinary groups of scholars have de-
manded that academic journals refuse to publish studies that fuel the “tech to 
prison pipeline” (Barabas, 2022, p. 5). Student groups such as NoTechForTyrants 
mobilise students to refuse Big Tech recruitment campaigns, and the Harvard Al-
liance Against Campus Cops have organised petitions to cancel computational 
courses that treat marginalised communities as “laboratories for experimentation” 
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(Barabas, 2022, p. 5). 

Further examples of refusal put into practice can be found where local govern-
ments abandon data-driven technologies, and in the work of the Design Justice 
Network. In a research project identifying and analysing algorithmic governance 
projects that have been cancelled or halted, Redden and colleagues found that 
reasons for cancelling included concerns about negative effects and bias, and ob-
served that a recurring factor was “a failure to consult with the public and particu-
larly with those who will be most affected by the use of these automated and pre-
dictive systems before implementing them” (Marsh, 2020). In contrast, Costanza-
Chock (2020) engages with the work of the Design Justice Network and advocates 
for Design Justice: a data justice approach that prioritises maximum participation 
of the most impacted in every aspect of technology and policy design, including 
the possibility to say no and refuse. The work is animated by restorative concep-
tions of justice, seeking to transform rather than simply ameliorate relations of 
domination and oppression. In some ways these forms of data justice hearken back 
to older ideals and models of collective decision-making: participatory budgeting, 
policy co-production, autogestion, industrial democracy and so on. 

In developing a toolkit of ‘abolitionist tools for the new Jim Code’, Ruha Benjamin 
(2019) reminds readers that calls for abolition are never simply about ending 
harmful systems; they are also about envisaging new ones. This dual movement is 
evident in the Feminist Data Manifest-No (Cifor et al., 2019), described as “a decla-
ration of refusal and commitment”: refusing harmful data regimes and committing 
to more just data futures. Refusal is intended to enable solidarities across inter-
locking struggles (Benjamin, 2019), paired with a commitment “to centring cre-
ative and collective forms of life, living, and worldmaking that exceed the neolib-
eral logics and resist the market-driven forces to commodify human experience” 
(Cifor et al., 2019). The capacity to refuse is crucial: “we commit to ‘no’ being a real 
option in all online interactions with data-driven products and platforms and to 
enacting a new type of data regime that knits the ‘no’ into its fabric”. 

Data justice, abolition and refusal can be distinguished from responses of access 
and inclusion, and transparency. Rather than looking to get “in” to the mechanism 
to ensure it is inclusive, or that its doings are comprehensible, abolition and data 
justice expand the site of contestation: locating datafication in a sociohistorical 
context, asking questions about how datafication comes to be normalised and how 
it can instead be defamiliarized and rejected. Rather than isolating the technology 
and seeking means to accommodate it in the existing social field, refusal as a prin-
ciple of abolitionism and data justice implies beginning from an understanding 
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that the existing social field is already arbitrarily unjust, that technology is socially 
shaped and that the legitimacy of technology and technological progressivism is 
not predetermined elsewhere. Abolition and data justice also open questions of 
strategy, insofar as the two previously discussed responses seek to work within ex-
isting dynamics, while refusal must remain “excessive” or ungovernable to contin-
ue its interrogation and negation. 

Refusal as practice 

All of the responses presented here are underpinned by social justice ideals. They 
seek in different ways to mitigate existing social inequalities, or the inequalities 
brought about by technological governance, or to maximise the benefits enabled 
by technological governance for social good. When practically applied, however, 
such responses can also result in social harms, reinforcing or generating new ex-
clusions, inequalities and injustices. This occurs especially where responses are 
largely benign in a politically liberal sense, and thereby amenable to co-optation. 

As with access and inclusion and transparency, the concept of refusal has a history 
that predates its application as a response to algorithmic governance, but has 
emerged as a contemporary and emerging iteration of data justice. It is worth con-
sidering how resurgent refusal might navigate some of the limitations and short-
comings of transparency and inclusion. Refusal is not a policy goal or a request for 
adequate opt-out clauses. Although it may advocate for these, it does not rest with 
them, because it does not cede control; rather refusal is a way to think about an 
ongoing and dynamic space from which to contest dominant regimes. Rather than 
asking for refusal to be instituted as a tick box (as with the ‘None of the Above’ or 
NOTA ballot option), we can ask how refusal can be practiced across distinctive do-
mains, by end users, by programmers and people working in the tech industries, by 
welfare recipients, by people involved in automated and digital service delivery 
and so on. Refusal is about enhancing the space for democratic participation re-
garding how everyday life is mediated and how the digital traces of that are han-
dled. From the abolitionist perspective, refusal is about disrupting and reinventing 
existing systems and power relations and creating the space to imagine and bring 
about a more liveable world. 

The authors of the Manifest-No acknowledge that “not everyone can safely refuse 
or opt out without consequence or further harm” (Cifor et al., 2019), and this re-
quires particular attention when applied to citizen-government interaction. Where 
there is, unquestionably, an imbalance of power between individuals and corporate 
actors, such imbalance is excessively heightened in relation to citizens and the 
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government. Those reliant on government services are not afforded many concrete 
opportunities to refuse. This can be demonstrated by Robo-debt, where refusal to 
respond only led to further disciplinary action or harm, for example, debt recovery 
by garnishing income or by private debt collectors (Chisnall, 2020). While it was 
possible to contest the imposition of the debt, funds were automatically recouped 
from former claimants even while their appeal was under consideration. It was 
‘impossible to refuse’ the recovery of the assumed debt, even when the debt had 
not been proved and calculated lawfully. In this way, refusal, like digital disconnec-
tion strategies, may be imperative but nonetheless limited by uneven distributions 
of agency and power. 

Refusal thus has two important implications: the first is identification and evalua-
tion of the distributed capacity to act on an objection. Refusal incorporates the ob-
jection and the ongoing assertion of the right to refuse in practice. Refusal does 
not entail success. As with the other responses, refusal is also bidirectional. It is 
possible to refuse, but to be unwillingly compelled nonetheless, and it is impor-
tant to be explicit about naming this compulsion when it occurs. To refuse is never 
completely enclosed, it always remains possible to refuse that enclosure. Refusal 
is thus open-ended in the same way that access and inclusion and transparency 
are, although refusal looks “out” rather than “in”. 

The second implication is how refusal must be iterated socially: the second part of 
“refusal and commitment”. While refusal might begin with small critical gestures, it 
does not unfold within the parameters of the individualised neoliberal frame. We 
could characterise “Facebook suicide” (Karppi, 2011) as a type of refusal, but re-
fusal in the sense we are describing is not reducible to voluntaristic forms of exit. 
In some senses, refusal can require presence to effect change. Refusal is not ab-
sence. 

Refusal thus invites and builds forms of collective recognition and solidarity. Re-
fusal entails joint action, both horizontally and vertically, in terms of building soli-
darity within and across institutions and social fields. Refusal contests existing 
power dynamics and rejects existing forms of hierarchy. Refusal is not about asking 
for permission. The efficacy and range of refusal can be demonstrated by the di-
versity of contexts in which it has been sustained. Refusal is the strategic and po-
litical warrant for the strike (Tronti, 1980), for work refusal (Frayne, 2015), for paci-
fist and nonviolent resistance (Sharp & Finkelstein, 1973; Mazali, 2004) and for 
various forms of feminist politics (Ambrosch, 2016; Ferreira da Silva, 2018; Honig, 
2021). 
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As such, refusal of ubiquitous datafication can take many forms, as discussed 
above. A number of actions occurring on a global scale provide evidence of these 
various possibilities; ranging from the collective forms of refusal seen among par-
ticipants in the ‘Our Data Bodies’ project with racialised communities in the USA 
(Gangadharan, 2020), to refusal undertaken by UK local governments that have 
discontinued or abandoned their use of algorithmic decision-making tools (Marsh, 
2020). Similarly, grassroots campaigns have spurred some local governments to 
suspend the use of facial recognition software (e.g. Conger et al., 2019), and strikes 
from Swedish workers resulted in the abandonment of plans to automate decision-
making processes for social benefits (Dencik & Kaun, 2020, p. 4). In the research 
field, groups focused on increasing diversity in AI have announced that they will 
no longer accept funding from Google and have called on academics to refuse to 
review papers submitted to machine learning conferences sponsored by Google 
(Johnson, 2020). 

While these actions are not intentionally linked to the philosophical underpin-
nings of refusal, they nonetheless provide evidence of the ways in which techno-
logical refusal can be undertaken by collective and institutional actors. However, 
we have yet to find widespread collective refusals and solidarities of this kind in 
the areas of social welfare provision and the algorithmic governance of margin-
alised communities that form the focus of this paper. Given the structural power 
imbalance of citizen-government relations noted above, this may be unsurprising. 
Nevertheless, emergent strategies and struggles of collective and “second-hand” 
refusal developing in commercial and research contexts and among anti-racist so-
cial movements may point to possibilities for successful action. 

Formulating refusal effectively involves guarding against the possibility of co-op-
tation (Barabas, 2022; Ganesh & Moss, 2022). Given the inequitable trajectory of 
the responses of transparency and access and inclusion, and even ethics (James & 
Whelan, 2022), a future can be imagined where refusal is politically neutralised, 
diluted of its capacity to generate change and results in social harms. Powerful 
commercial and state actors could weaponise the language of refusal and regulate 
the capacity to refuse; dismissing dissent where everyone could, in such a context, 
“just say no”. 

Conclusion 

In this paper we have discussed three responses to novel technologies which pro-
duce socially undesirable outcomes. While these responses are properly under-
stood as a dialogue rather than a chronology, we have structured our argument to 
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end on refusal, partly because of its intellectual and political promise, and partly 
because of its contemporary valence and resonance. Unlike responses that seek to 
alter governance from within given social and economic structures, and in accor-
dance with traditional public administration values, refusal involves contesting 
these structures. Refusal extends beyond technological refusal, becoming an ongo-
ing and iterative rejection of inequity, neoliberal governance techniques and pre-
vailing algorithmic exploitation. We have sought to build on new and emerging 
scholarship that proposes refusal, to point to its sometimes-overlooked an-
tecedents and to suggest starting points for further discussions that will work to 
ensure that specific strategies and contexts of refusal remain generative. 

As a position like refusal becomes operationalised, some of its current political in-
tentions may become diluted or redirected. This is a feature of all political-analyti-
cal strategies. Like the other responses described here, refusal has a long and var-
ied history, and there is no one right way to practice it. Despite the potential for 
such responses to eventually reproduce the inequalities they seek to remedy, re-
fusal offers a powerful and compelling alternative: to reconfigure networked rela-
tions and empower citizenry, transforming not just technological systems, but the 
social relations that give rise to them and in which they are imposed. 
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