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Central Bank Mandates and Monetary Policy Stances:
through the Lens of Federal Reserve Speeches

Abstract

When does the Federal Reserve deviate from its dual mandate of pursuing the economic goals
of maximum employment and price stability and what are the consequences? We assemble
the most comprehensive collection of Federal Reserve speeches to-date and apply state-of-
the-art natural language processing methods to extract a variety of textual features from
each paragraph of each speech. We find that the periodic emergence of non-dual mandate
related discussions is an important determinant of time-variations in the historical conduct
of monetary policy with implications for asset returns. The period from mid-1996 to late-
2010 stands out as the time with the narrowest focus on balancing the dual mandate. Prior
to the 1980s there was a outsized attention to employment and output growth considera-
tions, while non dual-mandate discussions centered around financial stability considerations
emerged after the Great Financial Crisis. Forward-looking financial stability concerns are
a particularly important driver of a less accommodative monetary policy stance when Fed
officials link these concerns to monetary policy, rather than changes in banking regulation.
Conversely, discussions about current financial crises and monetary policy in the context of
inflation-employment themes are associated with a more accommodative policy stance.

Keywords: Natural Language Processing, Machine Learning, Central Bank Communica-
tion, Financial Stability, Zero Shot Classification, Extractive Question Answering, Semantic
Textual Similarity.

JEL classification: C63, D84, E32, E7.
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The mandate of the Federal Reserve (Fed) and the institution itself have evolved over

time, which is also reflected in the historical variation in the conduct of monetary policy.

Today’s dual mandate of pursuing the economic goals of maximum (sustainable) employment

and price stability was only codified in the Federal Reserve Reform Act of 1977 and the Full

Employment and Balanced Growth Act of 1978. The dual mandate was shaped as the

consequence of increased recognition for the Fed’s role for price stability and paved the way

for an embrace of an active monetary policy. Yet it is not always clear how the central bank

balances its dual goals. As a result, researchers and market participants alike often turn to

the communication of Federal Reserve officials to glean information regarding the tradeoff.

Interestingly, an anecdotal read of past policy debate in central banking identifies emphasis

on other potential goals, for instance financial stability, and more recently climate risk.

Federal Reserve speeches give valuable insights into the Fed’s interpretation of its man-

date and the reasoning behind the historic conduct of monetary policy. They provide a

direct way to measure policy makers’ objective function, beyond the clear dual mandate.

In this paper we dissect the information in speeches of Fed officials to identify whether the

discussion of other policy goals can drive deviations from the Fed’s dual mandate. Finding

this to be the case, we then consider the consequences of these deviations for the conduct of

monetary policy and for the relationship between asset prices and monetary policy regimes.

There is a growing literature analyzing historical monetary policy (Clarida et al., 2000;

Orphanides, 2003; Sims and Zha, 2006; Bianchi, 2012; Bianchi et al., 2022). A popular

way to assess changes in monetary policy is the Taylor-rule framework (Taylor, 1993, 1999).

Conceptually, adjustments to (or deviations from) a monetary policy rule may be driven by

factors that are inside or outside the Federal Reserve’s official mandate and the speeches

given by the members of the Federal Open Market Committee (FOMC), that is, the Federal

Reserve Board of Governors and the Federal Reserve Bank presidents, provide us with a

unique lens through which to analyze how monetary policy is shaped by the concerns of

policy makers. We contribute to the existing literature in two main ways.
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First, we analyze the concerns expressed in Fed speeches that are associated with salient

changes in the historical conduct of monetary policy. Second, we document the consequences

of Fed communication about these concerns on both, changes in monetary policy and asset

prices. Moreover, we unearth how these consequences are shaped by the nature of the

concerns. Our methodology draws from state-of-the-art natural language processing (NLP)

methods to extract a variety of text features from speeches by Fed officials at the paragraph

level, including their most significant concerns. This allows us to understand whether or

not the concerns expressed in speeches are related to the Federal Reserve’s dual mandate

of pursuing the economic goals of maximum employment and price stability, or to other

potentially important aspects such as financial stability. We also measure the temporal

focus of the concerns, a key source of information that has been largely absent from existing

work on central bank communication.1

To analyze the Fed speeches we draw on recent advances in NLP and use state-of-the-art

transformer models (Vaswani et al., 2017). Specifically, we use the BERT (Bidirectional

Encoder Representations from Transformers) language model introduced by Devlin et al.

(2019) and the modified RoBERTa (Robustly Optimized BERT pretraining Approach) NLP

model by Liu et al. (2019), which were trained to perform extractive question answering. In

contrast to the dictionary-based methods that are commonly used in economics,2 transformer

models allow us to classify text based on a remarkable capacity to understand language,

taking left-right dependencies, negations and modifiers into account. Based on this, we

can perform extractive question answering to understand whether certain content is present

(the classification task) and to analyze semantic textual similarity by measuring the cosine

similarity between contextualized embeddings. For the classification task, we generate text

features using a variation of the zero-shot classification algorithm by Pushp and Srivastava

1A notable recent exception is Byrne et al. (2022), who quantify the temporal dimension with a rules-
based temporal tagger to study the communication transmission mechanism and the information deficit.

2Examples of these include the financial dictionaries introduced in Loughran and McDonald (2011) to
measure tone and sentiment of corporate reports and dictionaries tailored to measure financial stability
sentiment by Correa et al. (2021) or the hawkishness of monetary policy by Apel and Grimaldi (2014).
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(2017), which entails the labelling of sequence embeddings. For the measurement of semantic

textual similarity we employ a sentence BERT model with a refined pretraining process

introduced by Reimers and Gurevych (2019) and Wang et al. (2021).

Our first finding is that non dual-mandate related concerns, primarily centered around

financial stability, constitute an important determinant of changes in the historical conduct

of monetary policy, explaining deviations towards a less accommodative monetary policy,

especially when forward-looking in nature and linked to monetary policy by Fed officials in

their speeches. The airing of financial stability concerns and the acceptance of using mone-

tary policy to achieve financial stability objectives increased during the Great Moderation.

Unsurprisingly, the emergence of financial stability concerns can be traced to measures of

credit and the experience of financial turmoil. Distinct from forward-looking financial stabil-

ity concerns and backward-looking crisis experiences, discussion of a current financial crisis

and monetary policy in the context of dual-mandate-related inflation-employment themes is

associated with a more accommodative policy stance.

We also find that the concerns discussed in speeches by Fed officials are associated with

changes in asset valuations, with a prominent role played by the non-dual mandated related

text features that are associated with salient changes in the conduct of monetary policy.

Not surprisingly, the consequences of discussions about financial crises are negative for asset

valuations. The picture is, however, more nuanced for financial stability discussions, which

are only negatively associated with valuations for equity and risky assets, but not for bonds

and safe assets. This result is consistent with potential concerns of Fed officials about the risk

taking channel of monetary policy (Jiménez et al., 2014; Dell’Ariccia et al., 2017). Moreover,

we corroborate the result and its interpretation by evidence that shows that financial stability

concerns are an important determinant of asset valuation-monetary policy regimes, a topic

recently discussed in Bianchi et al. (2022).

Also, a higher academic focus of Fed speeches is negatively associated with valuations for

equity and risky assets, while the valuations of bonds and safe assets are positively associated
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with a past or present temporal focus. This result stands against the backdrop of a positive

association between the discussion of financial stability concerns and a heightened academic

focus. Nevertheless, we also find that Fed speeches referencing the academic literature tend to

oppose the use of both monetary policy and banking regulation to achieve financial stability.

From an institutional viewpoint, an interesting observation is that the financial stability and

academic focus scores are highest at the Federal Reserve Banks of New York and Richmond,

as well as at the Federal Reserve Board.

Taking a historical perspective, we find that prior to the 1980s Fed speeches display

an outsized attention to output and employment considerations in their speeches, which is

consistent with an over-weighting of output and employment considerations and resonates

with the view that there was an insufficient emphasis on price stability leading up to the Great

Inflation in the mid 1960s and 1970s (Meltzer, 2009). After the Great Financial Crisis non-

dual mandate related discussions centered around financial stability considerations emerged,

which we show to be important. This observation motivates our study and allows us to

complement an existing literature discussing dual mandate related factors that can help to

explain the historical conduct of monetary policy.

The existing literature documents a low frequency time variation in the historical conduct

of monetary policy (Clarida et al., 2000; Boivin, 2006), as well as in the monetary policy

rule perceived by financial forecasters (Bauer et al., 2022). Most prominently, the high

inflation period in the late 1970s and early 1980s stands out as discretionary episode with

large deviations from the Taylor rule (Nikolsko-Rzhevskyy et al., 2014), which is a popular

framwork to assess changes in monetary policy (Taylor, 1993, 1999).

There have been attempts to rationalize variations in the historical conduct of monetary

policy. In relation to financial stability there may be benefits from aggressive inflation target-

ing (Bernanke and Gertler, 2001a) and from moderate leaning against the wind (Caballero

and Simsek, 2020), but macroprudential policy is generally seen as superior Schularick et al.

(2021). On an informational level, Orphanides (2001, 2003) documents the importance of
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misinformation at the time when the monetary policy decisions are made, while (Meltzer,

2009) highlights the role of misconceptions about economic theory that led the Fed to chase

the Philips curve in an attempt to lower unemployment during the 1970s. The subsequent

shift in tack under the chairmanship of Paul Volcker (August 1979 - August 1987) followed

the aforementioned formalization of today’s dual mandate (Federal Reserve Reform Act of

1977 and the Full Employment and the Balanced Growth Act of 1978), that made it possible

to commit to a hawkish monetary policy regime, which, according to Bianchi (2012), the

Fed entered into in the second half of 1980.3 In a recent paper Shapiro and Wilson (2022)

analyze the 2000-2011 period. Using textual analysis and a Taylor framework, the authors

argue that the Fed’s implied inflation target was below 2%.

Unlike the previous studies, our focus is on how monetary policy is shaped by the dis-

cussion of non-dual mandate related concerns in Fed speeches. An analysis of the textual

features identifies several structural breaks at dates coinciding with important events and

monitary policy transitions, such as the end of the Bretton Woods international monetary

system, peaks in the fed funds rate and inflation, the passage of banking regulation, changes

in Fed Chair, and the global financial crisis. We find that the hawkish policy regime is

significantly associated with non-dual mandate related discussion centering around the use

of monetary policy to achieve financial stability objectives. There is a recent literature (see

Peek et al. (2016) and Istrefi et al. (2021)) emphasizing the role of financial stability related

factors that contribute to the interpretation of communication and monetary policy of the

Federal Reserve.4 Our study differs by starting with a generic model of textual features

without pre-specifying the scope of text analysis to financial stability. In addition, we are

3Before the late 1970s, the Fed’s role was to provide a flexible supply of currency and central bank reserves
to prevent banking panics and “to promote maximum employment, production, and purchasing power,” as
prescribed by the Employment Act of 1946. Moreover, the institutional view under Chairman Martin (April
1951- January 1970) was that the Fed had an obligation to contain the interest rates for government debt
by financing deficits (Meltzer, 2009). Within the boundaries of the Gold Standard, inflation was controlled
automatically, but this changed after its abandonment in 1971. The experience of the Great Inflation in the
1970s led to an increased appreciation of price stability by Congress, paving the way for the Fed’s ”dual
mandate” to promote maximum sustainable employment and price stability.

4van Dieijen and Lumsdaine (2019) consider whether financial stability has become a de facto ternary
mandate but do not consider the implications for monetary policy.
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able to capture more sophisticated text features, for instance the policy discussion regarg-

ing whether one can use monetary policy to achieve a financial stability goal. Moreover,

we argue that the different layers of communications unveiled by our model are the key to

understanding monetary policy stances and the policy regimes.

The paper is organized as follows. Section 1 discusses the data we use and Section 2

introduces the NLP methods. Thereafter, Section 3 introduces the text features extracted

using NLP and presents a set of descriptive findings. Section 4 discusses the econometric

results. Finally, Section 5 concludes.

1 Data

We use three different types of data. The first is a collection of speeches given by Federal

Reserve Bank presidents and members of the Board of Governors, which we use to measure

Fed communication about financial stability and its institutional mandate. The second is a

corpus of journal articles and working papers related to central banking, which we use to

refine the natural language processing (NLP) models, allowing us to extract higher quality

features from the Fed speeches. The third is a set of macroeconomic and financial variables,

which are used as both controls and the dependent variable in different regression exercises.

For the sake of consistency and to ensure coverage over the long sample period, we take most

of these variables from the Macrohistory Database, introduced by Jordà et al. (2016).

1.1 Federal Reserve Speeches

Our primary source of text data is a novel collection of speeches given by presidents of Federal

Reserve Banks and members of the Board of Governors of the Federal Reserve System. It

includes 5,742 speeches, given by 94 speakers, and spans the period between 1914 and 2020.5

While the coverage of speeches given is not complete over the sample period, it is, as far

5We build on a sample by van Dieijen and Lumsdaine (2019), which we extend over a longer time period
and augment with speeches of the Federal Reserve Bank presidents.
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as we are aware, the most comprehensive collection assembled. Table 1 shows the speakers,

districts, and speech counts for the 20 individuals who appear most frequently. Notably, the

list contains at least one president from all Federal Reserve Banks other than Cleveland, as

well as members of the Board of Governors.

Most Common Speakers in Fed Speech Corpus

Speaker District Count
Robert Forrestal ATL 312
Michael Moskow CHI 254
Ben Bernanke FRB 205
Robert Parry SF 169
Alan Greenspan FRB 167
Paul Volcker NY, FRB 166
William Dudley NY 161
Richard Fisher DAL 160
Jeffrey Lacker RIC 140
Eric Rosengren BOS 137
Darryl Francis STL 134
John Williams SF, NY 134
William Poole STL 132
Dennis Lockhart ATL 130
Charles Evans CHI 116
Roger Ferguson FRB 115
Narayana Kocherlakota MIN 113
Charles Plosser PHL 110
Thomas Melzer STL 99
Hugh Galusha MIN 93

Table 1: Our corpus contains 5,742 speeches from 94 Federal Reserve officials,
spanning the period between 1914 and 2020. The table above shows the speaker
name, Federal Reserve Bank district, and speech count for the 20 individuals
with the highest speech counts in the sample.

Speech frequency increases over the sample period. This is a consequence of two factors.

First, the Fed increased the frequency of its public communication over the sample. And

second, works that were produced more recently are more likely to have been digitized and

incorporated into an online collection. As shown in Figure 1, there are fewer than 20 speeches
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in the corpus for most years between 1914 and the early 1960s. However, after 1960, the

number of speeches given and available annually tends to rise over time. The number also

jumps again in the 1990s.6 We will focus primarily on the period between 1960 and 2020.

Federal Reserve Speech Count

1920 1945 1970 1995 2020
Year

0

25

50

75

100

125

150

175

200

Co
un

t

Figure 1: The figure above plots the annual count of Federal Reserve speeches
in the corpus. While the corpus spans the period between 1914 and 2020, both
coverage and speech frequency increase considerably in the 1960s and again in
the 1990s.

1.2 Journal Articles and Working Papers

The second text corpus consists of journal articles and working papers that were drawn from

the Semantic Scholar Open Corpus (S2ORC), introduced in Lo et al. (2020). The latest

version of the dataset contains metadata for 136M papers, including titles, abstracts, and

citations. Within this corpus, we focus on the 2.3M journal articles and working papers that

were identified by S2ORC as being from the field of economics.

We next identify the subset of articles that discuss topics related to macroeconomics,

monetary economics, and financial markets. We then filter those articles using two additional

6In the late 1990s under Chairman Greenspan, there was a gradual shift to more transparency, which
is not only reflected in a large increase in the frequency of speeches by presidents of Federal Reserve Banks
and members of the Board of Governors, but also in other communication, such as the introduction in 1994
of FOMC statements in conjunction with all rate changes and later on in 2000 for all FOMC meetings.
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criteria. First, the article must have an abstract available, because abstracts will be used in

the training process. And second, it must be published in a journal or working paper series

that has at least 500 entries in the S2ORC database. The second criterion is intended to

filter out articles from obscure journals. The final sample comprises 328,370 articles.

From this final sample, we construct two datasets. The first consists of the full abstract

text for the 328,370 articles. This is used to extend and fine-tune the pretraining of the NLP

models we use in this paper, which are already pretrained on large text corpora, including

the full English language Wikipedia.7

To construct the second dataset, we start by selecting abstracts that reference central

banks, which reduces the sample to 29,781 articles. We then tokenize (divide) each abstract

into sentences and identify two types of sentence pairs: 1) sentences in the same abstract;

and 2) sentences in different abstracts. We randomly select an equal number of both types

of pairs, yielding a total sample size of 194,227. This is intended to emulate the dataset

construction process for the next sentence prediction (NSP) task in BERT models (Vaswani

et al., 2017).8 We do not, however, train on the NSP task, but instead fine-tune models

using the approach inReimers and Gurevych (2019), because our objective is to measure the

similarity between of sentences.

Table 2 provides article counts for a subset of the 10 most common journals and working

paper series in the sentence pair corpus. The most common is the Social Science Research

Network (SSRN), which accounts for almost 14% of the 29,781 articles. In total, there are

283 journals and working paper series included in the corpus.

1.3 Macroeconomic and Financial Data

In addition to the text data, we also use macroeconomic and financial data in regression

exercises. All variables used are listed in Table 3, along with a brief description of the

variable and its source. With the exception of the output gap, all variables are taken from the

7See Section 2.2.1 for a description of the models and pretraining process.
8This task involves using the current sentence in a sequence to predict the next sentence.
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Most Common Journals in Sentence Pair Corpus

Journal Article Count
SSRN Electronic Journal 4,164
Journal of Banking and Finance 1,388
Journal of Money, Credit and Banking 618
IMF Working Papers 590
Journal of Finance 585
National Bureau of Economic Research 427
Applied Economics 369
Econometric Reviews 357
Economic Modelling 356
Journal of International Money and Finance 348
Other journals 20,579
Total number of articles 29,781

Table 2: This table provides article counts for the 10 most common journals
and working paper series in the corpus we construct to train our NLP models.
In total, the final corpus includes 283 journals and 29,781 articles. It is a subset
of the 2.3M economics articles in the S2ORC corpus (Lo et al., 2020).

Macrohistory Database (Jordà et al., 2016). The output gap is measured as the percentage

difference between actual and potential (real) GDP. Actual GDP is taken from the Bureau

of Economic Analysis (BEA) and potential GDP is measured by the Congressional Budget

Office (CBO). All variables are measured at an annual frequency and span the period between

1960 and 2020.

2 Method: FedBERT

Our objective is to examine the Fed’s interpretation of its own mandate. We do this by ex-

tracting text features that are informative about this objective from Federal Reserve speeches

and examining their variation across time, district, and speaker. Many of the features that are

most informative about our research question involve sequences of words, such as sentences

and paragraphs, rather than individual words. As such, we will use sequence-to-sequence
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Macroeconomic and Financial Series

Variable Description Source
bond return total return on government bonds Jordà et al.
cpi inflation consumer price index (1990 = 100) Jordà et al.
crisis dummy for financial crisis Jordà et al.
debt-to-gdp ratio public debt-to-GDP ratio Jordà et al.
equity return total return to equity Jordà et al.
house prices nominal house prices Jordà et al.
ltd ratio loan-to-deposit rate Jordà et al.
output gap percentage difference between CBO, BEA,

actual and potential (real) GDP FRED
risky return total return on risky assets Jordà et al.
safe return total return on safe assets Jordà et al.
interest rate short term interest rate Jordà et al.
total loans total loans originated to Jordà et al.

non-financial sector Jordà et al.

Table 3: The output gap variable is taken from the St. Louis Fed’s FRED
database Federal Reserve Bank of St. Louis (n.d.). It is computed as the
percentage difference between actual and potential (real) GDP. The underly-
ing measures of actual and potential GDP are computed by the Bureau of
Economic Analysis (BEA) and Congressional Budget Office (CBO), respec-
tively. The remaining macroeconomic and financial variables are taken from
the Macrohistory Database (Jordà et al., 2016).

(S2S) modeling for NLP tasks, building on recently introduced variants of the Transformer

model (Vaswani et al., 2017). This section will provide a brief overview of the NLP tasks we

perform, the models we use, and the types of features we extract. We will also discuss the

pretraining and fine-tuning process for these models, but will relegate the technical details

about the NLP models to Section A.3 of the Appendix.

2.1 The NLP Task

Many NLP tasks can only be performed using an S2S model. Others do not require an

S2S model, but achieve better performance when one is employed. Machine translation,
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for instance, yields low quality results when the translation task is performed at the word

level. An entire sentence typically needs to be processed and interpeted before a suitable

translation can be generated. This is, in part, because words have different meanings in

different contexts. See A.2 in the Appendix for an overview of S2S modeling.

Another example of an inherently sequential NLP task is extractive question answering.

This involves finding a subsequence of text that contains an answer to a question. An NLP

model would receive a “context” sequence (the original text) and a query as inputs. It

would then yield a subsequence of the context as an output. Both the inputs and output are

sequences. State-of-the-art S2S models, such the transformer models we use in this paper,

are naturally suited to such problems.

For our purposes, S2S modeling will mostly involve the transformation of a sequence of

words in a paragraph into a sequence of “contextualized” words. The words themselves will

be represented using dense vectors called embeddings.9 The contextualized embeddings will

encode information about the meaning of the word in the context in which it was used. For

example, the word “run” will be encoded differently in the following two sequences:

Sequence 1: “If depositor concerns are not addressed, there could be a bank

run.”

Sequence 2: “If stock prices increase again tomorrow, it will be the longest bull

run in history.”

The output of transformer models – sequences of contextualized embeddings – can be

used to perform sentiment analysis, zero shot classification (classification without training),

textual similarity measurement, machine translation, contextual embedding generation, and

extractive text summarization – all with state-of-the-art performance. Transformers can also

be extended and trained to perform supervised learning tasks, such as sentiment classifica-

tion. Furthermore, such extensions can be fine-tuned at a low computational cost to yield

9See Gentzkow et al. (2019) for an overview of embeddings.
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further improved performance in a specific domain, such as central banking communication.

We will use transformer models to extract features from Fed speeches, focusing on el-

ements related to the Fed’s mandate. Using transformer models that were fine-tuned for

different language tasks will enable us to measure subtle features of a speech, such as the

speaker’s primary concern in a given paragraph or the extent to which a statement expresses

approval of monetary policy as a means of achieving financial stability. It will also allow us

to identify whether certain content – such as concern about bank liquidity – is present in a

paragraph.

2.2 The NLP Models

Prior to the introduction of the Transformer model (Vaswani et al., 2017), most S2S models

treated language as an autoregressive process, where the meaning of a word was assumed to

depend only on the words that immediately preceded it. The Transformer model replaced

the autoregressive elements in S2S modeling with the attention mechanism, which enabled

the model to learn the relationships between words, irrespective of where they appeared in a

sequence. Figure 2 illustrates the application of the attention mechanism to sequences taken

from two Federal Reserve speeches.

One benefit of the removal of the autoregressive assumption is that it enabled the con-

struction of models that had a greater capacity for parallelization. The Transformer model

also introduced several other innovations that have proven useful for natural language pro-

cessing, including multi-headed attention and positional encodings. We discuss the Trans-

former model’s architecture and contributions to S2S modeling in Section A.3 of the Ap-

pendix.

In addition to the improvements in model architecture, transformer models also made

use of extensive pretraining. This entails training the model on a large, auxiliary dataset

that is unrelated to the NLP task of interest. The purpose of pretraining is to create a

baseline or “foundation” model that understands a given language using large amounts of
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Figure 2: The left panel illustrates self-attention applied to the word “banks”
in a sequence from a speech given by Gary Stern in January 2009. The words
“liquid(ity),” “financial institutions,” and “markets” are not close to “banks”
in the sequence, but the attention mechanism determines that they are highly
relevant for contextualizing banks. The right panel illustrates self-attention
applied to the word “manufacturing” in a sequence taken from a speech given
in September 2002 given by Cathy Minehan, then-President of the Federal
Reserve Bank of Boston. The attention mechanism identifies the importance
of “industrial,” “production,” and “capacity” for contextualizing “manufac-
turing” in the sequence. Note that the [CLS] token indicates the start of a
sequence and ## indicates that a token is outside of the corpus.
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text. This model can then be fine-tuned on a small amount of text that is closely related

to the language task of interest. In our case, for example, the model can be pretrained on

all English language Wikipedia articles, newspaper articles, and journal articles. It can then

be fine-tuned on a much smaller corpus of Federal Reserve speeches. Since we use a variety

of pretrained and fine-tuned models in this paper – and also extend the pretraining and

fine-tuning process – we discuss both topics in the remainder of this subsection.

2.2.1 Pretraining

The NLP literature has shown that pretraining a language model can yield substantial per-

formance benefits on subsequent (downstream) tasks (Dai and Le, 2015; Peters et al., 2018;

Salimans and Sutskever, 2018; Howard and Ruder, 2018). Indeed, some of the most substan-

tial gains in the development of language models have come from changes in the pretraining

procedure and data, rather than changes in model architecture. The BERT and RoBERTa

models, for instance, achieved state-of-the-art performance on NLP benchmarks using the

same Transformer architecture introduced in Vaswani et al. (2017), but with modified train-

ing processes.

BERT. The BERT model, introduced in Devlin et al. (2019), proposed several modifica-

tions to the training process used in Vaswani et al. (2017). Most notably, the pretraining

process concentrated on two tasks: 1) masked language modeling (MLM); and 2) next sen-

tence prediction (NSP). Both tasks automatically generate labels, allowing for pretraining

on arbitrarily large text datasets that have not been labeled by a human.

For concreteness, we will consider how the BERT model would use the passage given in

the quote below in the training process. The text is taken from a speech given by Gary

Stern, then-President of the Minneapolis Federal Reserve Bank, in January 2009.

“Commercial banks have long been thought of, and indeed have functioned as,

the backup source of liquidity for many other financial institutions and markets.
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Banks continue to play this role, but it has become more challenging today to do

so because some lenders find themselves capital-constrained as a result of recent

losses and/or sizable, unanticipated additions to their balance sheets of formerly

off-balance-sheet instruments.”

The MLM task involves masking randomly-selected words in a sequence and then training

the model to predict them. In the quote above, MLM might generate the following sequence

and labels.

Sequence: “Commercial [MASK]1 have long been thought of, and indeed have

functioned as, the backup source of [MASK]2 for many other financial institutions

and markets.”

Labels: [MASK]1 = banks, [MASK]2 = liquidity.

Another benefit of pretraining with MLM is that it allows for bidirectionality in the inter-

pretation of sequences. Rather than training BERT to predict the next word in a sequence,

conditional on the preceding words, it is instead trained to predict a missing word in a se-

quence, conditional on all words before and after it. This results in a pretrained model that

has a substantially expanded capacity to understand language.

The other training task, next sentence prediction (NSP), also allows for the automatic

generation of labels. This task presents the model with a sequence of two sentences drawn

from the corpus. The model must determine whether the second sentence follows the first or

whether it is drawn from a different place in the document. Again, returning to the speech

from Gary Stern, consider the following three sentences.

Sentence A: “Commercial banks have long been thought of, and indeed have

functioned as, the backup source of liquidity for many other financial institutions

and markets.
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Sentence B: “Banks continue to play this role, but it has become more chal-

lenging today to do so because some lenders find themselves capital-constrained

as a result of recent losses and/or sizable, unanticipated additions to their balance

sheets of formerly off-balance-sheet instruments.”

Sentence C: “On the positive side, term funding is more readily available than

at the height of the crisis, and risk premia have diminished through much of the

financial sector.”

In the speech, Sentence B follows Sentence A; whereas Sentence C is selected from a random

location in the text. The MLM process might yield sequence (A,B), which could be passed

to BERT with the training label IsNextSentence. Alternatively, it could yield the sequence

(A,C), which could be passed to BERT with the training label IsNotNextSentence.

Because neither the MLM nor NSP tasks require labeled data, Devlin et al. (2019) were

able to train BERT on two large text corpora: the 800M word Book Corpus from Zhu et al.

(2015) and a 2500M-word corpus constructed from English language Wikipedia articles.10

This increase in the size of the training corpus allows for a corresponding increase in model

scale.

Devlin et al. (2019) show that the pretrained BERT model can then be fine-tuned to

achieve state-of-the-art performance on downstream tasks, such as question answering and

language inference. This entails training a model to take the contextualized embedding

output from BERT to use as an input to a supervised learning task. This can be done with

a few hours of GPU training and does not require modifications to the model’s architecture

that are specific to the task. The authors used this approach to achieve state-of-the-art

performance on 11 NLP benchmarks.

The fine-tuned versions of BERT introduced in Devlin et al. (2019) remain near the state-

of-the-art on the GLUE (Wang et al., 2019) and SQuAD (Rajpurkar et al., 2018) benchmarks,

10Devlin et al. (2019) introduced two pretrained versions of BERT: 1) BERTBASE, which has 12 transformer
blocks, a hidden dimension size of 768, 12 attention heads, and 110M parameters; and 2) BERTLARGE, which
has 24 transformer blocks, a hidden dimension size of 1024, 16 attention heads, and 340M parameters.
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which are used to assess the performance of NLP models on specific language tasks. The

models that have since surpassed them use either modifications of BERT or alternative

Transfomer model architectures. Fine-tuned BERT models have also demonstrated better

performance on domain-specific NLP tasks than models that were trained exclusively using

text from that domain.

RoBERTa. Liu et al. (2019) introduced the RoBERTa model, arguing that the gains from

BERT are primarily attributable to the modification of the pretraining process, which allows

for an increase in model size by several orders of magnitude. They also argue that this is

true of most landmark language models, such as ELMo (Peters et al., 2018), GPT (Salimans

and Sutskever, 2018), XLM (Conneau and Lample, 2019), and XLNet (Yang et al., 2019).

The RoBERTa model attempts to provide further improvements over the pretraining

process in BERT. Specifically, it employs larger datasets, removes the NSP task, trains

on larger sequence lengths, employs a dynamic masking pattern, and uses a new dataset

(CC-News).

Liu et al. (2019) find that the resulting modifications to the pretraining process boost

the “robustly optimized” version of BERT (RoBERTa) to match or outperform the models

that were introduced after BERT. We will use versions of the RoBERTa model for many of

the NLP-related tasks in this paper.

2.2.2 Fine-tuning

The success of supervised transfer learning – that is, training on a corpus in one domain and

performing prediction in a different domain – was one of the motivations for the construction

of BERT.11 Since BERT does not require human labeling, it opened up the possibility of

performing transfer learning with much larger text corpora. This first step is typically

described as “pretraining” in the context of BERT.

11See Conneau et al. (2017) and McCann et al. (2017) for examples of transfer learning.

19



Once a model has been pretrained, we can fine-tune it to perform a task in our domain

of interest. We typically accomplish this by freezing all of the layers, except the output layer

and a few of the layers that directly precede it. We then perform supervised learning on

a domain-specific task and with domain-specific data. Note that freezing a layer prevents

its parameters from being updated. This means that in BERTBASE, for instance, fewer than

100K of the 340M parameters will need to be trained. The rest of the model will serve as a

state-of-the-art text feature extractor.

2.3 Text Feature Generation

We have now discussed the NLP problem we encounter in extracting information from Federal

Reserve speeches, the class of models we use to solve it, and the features that make such

models appealing. In this subsection, we will discuss three different types of text features

that these class of models can extract. We will start with zero shot learning, which we will

use to classify text into categories without training a model. We will then discuss extractive

question answering, which we will use to identify areas of concern for the speeches in our

corpus. Finally, we will examine semantic textual similarity (STS) measurement, which will

allow us to evaluate whether two statements are closely related. In one application, we

will use this to determine whether speakers discuss monetary policy as a tool for achieving

financial stability.

2.3.1 Zero Shot Classification

For some exercises in this paper, we will need to perform text classification. This normally

involves training a supervised learning model with labelled text categories. However, in the

absence of an appropriate dataset or labels, it will not be possible to perform supervised

classification. An alternative approach, introduced in Pushp and Srivastava (2017), trains a

general model that can perform classification on arbitrarily chosen categories without first
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labelling the data.12

Algorithm 1 below provides an outline of the approach to zero shot classification taken in

Pushp and Srivastava (2017). We start by constructing a corpus using labelled text data that

is outside of our domain of interest. We then embed the text sequences and the labels in the

same embedding space. Pushp and Srivastava (2017) do this by averaging word embeddings

for the sequence; however, we can also do this using a sentence transformer, such as SBERT,

which will generate a contextualized embedding for the sequence. We then concatenate pairs

of sequence and label embeddings and train a supervised model to predict whether or not

they match.

We can then perform zero shot classification by embedding candidate labels and sequences

of interest in the same space and then using the model to perform classification. This will

yield the probability that the sequence and candidate label match.

Algorithm 1: Zero Shot Text Classification

1 Construct a corpus of text sequences and labels.

2 Embed the sequences and labels in the same space.

3 Concatenate pairs of sequence and candidate label embeddings.

4 Train supervised model to predict whether pair matches.

5 Embed labels and sequences of interest in same space.

6 Perform classification.

Below, we provide an example of zero shot classification on our text corpus using the approach

outlined in Algorithm 1 and with a fine-tuned BERT model. We attempt to classify whether

the statement given is about one of the following four categories: 1) financial stability; 2)

output; 3) inflation; and 4) the labor market. The scores can be interpreted as a probability

distribution over the categories.

Sequence: “Banks continue to play this role but it has become more challenging

today to do so because some lenders find themselves capital constrained as a result

12See Yogatama et al. (2017), Zhang et al. (2019), and Yin et al. (2019) for alternative approaches to zero
shot text classification.
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of recent losses and or sizable unanticipated additions to their balance sheets of

formerly off balance sheet instruments.”

Candidate Classes: [‘financial stability’, ‘output’, ‘inflation’, ‘labor market’]

Scores: [0.718, 0.203, 0.048, 0.031]

The model identifies “financial stability” as the most probable label, even though it was

not trained on a central bank communication corpus. As we will see in later exercises,

transformer models perform well on simple zero shot classification tasks on Fed texts.

2.3.2 Extractive Question Answering

The original BERT model (Devlin et al., 2019) was trained to perform extractive question

answering on the Stanford Question Answering Dataset (Rajpurkar et al., 2016), which

consists of 100,000 human-labelled questions, answers, and context passages. The context is

taken from a Wikpedia article. The model must correctly predict the subsegment of the text

that contains the correct answer to the question. BERT exceeded human-level performance

on both benchmarks for that task.

We use extractive question answering with pretrained BERT models in several exercises

in this paper. In most cases, we attempt to discern the speaker’s most pressing concern in

a passage. The two examples given below provide the query, context, and model output

for passages in a speech given by then-President of the Federal Reserve Bank of St. Louis,

Darryl Francis, in February 1972.

Query 1: What is the most significant concern in the passage?

Context 1: “The suspension of the convertibility of the dollar into gold and the

imposition of a 10 percent import surcharge last summer ran the risk of mass

foreign retaliation in the form of destructive trade barriers.”

Output 1: mass foreign retaliation
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Query 2: What is the most significant concern in the passage?

Context 2: “Another significant aspect of the President’s new policies an-

nounced August 15 are the measures taken to reverse the deteriorating US balance

of payments.”

Output 2: deteriorating US balance of payments

Once the most significant concerns have been extracted from a speech, they can then be

converted to a set of numerical features, such as contextualized word embeddings via BERT

or a sentence embedding via SBERT.

2.3.3 Semantic Textual Similarity

For several exercises, we will need to measure the similarity between pairs of passages from

speeches using a measure called semantic textual similarity (STS). The BERT and RoBERTa

models, which we use throughout the paper, achieve state-of-the-art performance on the STS

task; however, they require each pair of passages to be input into the model simultaneously

to produce an STS score and hence are computationally intensive.

Sentence BERT. An alternative to this approach is to construct sentence embeddings,

which we can compute individually for each passage, and then measure the cosine similarity

between pairs of embeddings. See Equation (1) for the construction of cosine similarity and

note that S is a sentence embedding. Note that 10,000 sentences would require around 50M

STS pair computations. As such, it is necessary to use this more computationally efficient

means of performing the comparison.

sim(Si, Sj) =
Si · Sj
‖Si‖‖Sj‖

(1)

Sentence embeddings have been explored in Kiros et al. (2015), Conneau et al. (2017), and

Cer et al. (2018). We will make use of the approach in Reimers and Gurevych (2019), which
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modifies the pretrained BERT and RoBERTa models to produce contextualized sentence

embeddings, rather than contextualized word embeddings. This approach uses Siamese and

triplet networks (Schroff et al., 2015) to train the model, which have objective functions that

are comparable to cosine similarity. It is trained using the SNLI (Bowman et al., 2015) and

NLI (Williams et al., 2018) datasets.

SBERT Pretraining. The sentence BERT (SBERT) models employed in the paper were

pretrained first by Devlin et al. (2019) and then Reimers and Gurevych (2019). We refine

the pretraining using an unsupervised learning process called a Transformer-based Sequential

Denoising Auto-Encoder (TSDAE). Specifically, we use the training process in Wang et al.

(2021), along with the data described in Section 1, which is compiled from the S2ORC corpus

(Lo et al., 2020).

The TSDAE approach to training sentence embeddings was based on earlier work by

Vincent et al. (2010) and Hill et al. (2016). The training task entails injecting noise into

the input embeddings and then training the model to recover the denoised embeddings.

Much like the MLM and TSP tasks for BERT, TSDAE does not require labels, making

it an attractive choice for refining the pretrained model on domain-specific text. It also

achieves state-of-the-art results, which approach the performance of supervised methods on

domain-specific texts.

SBERT Fine-tuning. In addition to pretraining the SBERT model, we also fine-tune it

on the semantic textual similarity (STS) task using pairs of sentences drawn from paper

abstracts in the S2ORC corpus (Lo et al., 2020). See Section 1 for an overview of the

construction of the dataset.
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3 Interpretation of Text Features

In the previous section, we discussed three methods for extracting text features using trans-

former models: zero shot classification, extractive question answering, and semantic textual

similarity measurement. In this section, we will describe a selection of the features we ex-

tracted from Federal Reserve speeches using those methods. Our objective is to examine

whether they adequately represent the concept we intended to measure in the text. We

describe how some of the more informative features evolved over time and across district.

Most of the features discussed in this section are constructed from paragraph-length se-

quences. For relatively simple features, we use zero shot classification with the RoBERTa

model to determine whether a paragraph discusses a certain concept, such as financial sta-

bility. For more subtle concepts, we extend the pretraining and fine-tuning of the model to

improve its capacity to understand central bank texts. We then measure cosine similarity

between paragraphs of speech text and the statement we want to evaluate. Finally, we stan-

dardize the raw scores by subtracting the sample mean and dividing by the sample standard

deviation.

Using S2S models – and, in particular, the RoBERTa model – has at least three advan-

tages. First, in contrast to dictionary-based methods, RoBERTa’s classifications are based

on the entire paragraph, taking long-run dependencies, negations, and modifiers into ac-

count. Second, RoBERTa automatically identifies related terms and, thus, does not rely on

the ex-ante identification of all relevant terms. And third, unlike average word embeddings,

RoBERTa accounts for the context in which words are used.

3.1 Time Variation in Text Features

Since we are interested in measuring changes in the Federal Reserve System’s interpretation

of its mandate over time, we will start by examining the time variation in the text features.

In this subsection, we discuss what features we measure, how they appear to perform, and
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whether they provide any insights into the Federal Reserve’s interpretation of its mandate.

3.1.1 Dual Mandate Content

We first partition the text into content that is related to the Fed’s “dual mandate” and

content that is not. Because the sample starts prior to the introduction of the dual man-

date, we measure whether paragraphs discuss (at least one of) inflation, employment, or

output growth, rather than attempting to identify references to the dual mandate itself.

The evolution of the series is plotted in Figure 3.

Text Feature: Dual Mandate Content
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Figure 3: The figure shows the 2-year rolling mean of the standardized cosine
similarity score from BERT for “inflation, employment, and output growth”
and each paragraph in the text.

The plot indicates that there is short- and long-term variation in the dual mandate con-

tent of speeches. We examine the content of paragraphs that have low dual mandate content

and find that they are largely related to the financial sector, financial crises, and banking

regulation. To demonstrate this informally, we use extractive question answering with the

RoBERTa model to identify the speaker’s concern in each paragraph that has a low dual

mandate content score. We then construct word clouds for the pre-Great Moderation period

and the Great Moderation period (Figure 4). In both cases, the discussion is dominated by

topics related to finance and banking regulation.
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Non-Dual Mandate Content Word Cloud: 1960-1983

Non-Dual Mandate Content Word Cloud: 1984-2017

Figure 4: The figures above show word clouds of concerning terms that appear
in statements with low dual mandate content scores. Such statements are
identifed using extractive question answering.

3.1.2 Financial Stability Content

The top panel of Figure 5 shows the 24-month rolling mean of the financial stability index.

As expected, the highest levels of the financial stability classification score coincide with

the Great Recession. It is preceeded by a spike around 1998, coinciding with the Asian

and Russian financial crises and the collapse of hedge fund Long-Term Capital Management

(LTCM), which resulted in a bailout of LTCM by a group of private banks that was or-

chestrated by the Federal Reserve Bank of New York. We can see that financial stability

content is declining in the late 1960s and 1970s, followed by another spike around the Latin

American Debt Crisis in 1982, when the nine major U.S. banks were heavily exposed to
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Latin American debt, amounting to 176.5 percent of their capital (Sachs, 1987). Thereafter,

the financial stability index declined during the first half of the Great Moderation.
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Text Feature: Financial Crisis
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Figure 5: The figures above shows the standardized classification score from
BERT for the terms “financial stability” and ”financial crisis.” This is com-
puted by classifying each paragraph as describing “financial stability” / “fi-
nancial crisis” or not. We then compute the average score for each month,
standardize it, and then plot the 2-year rolling mean.

In addition to the financial stability index, we also construct a financial crisis index.

This allows us to differentiate between discussions about the Fed’s role in achieving financial

stability and deliberations about specific financial crises. The bottom panel of Figure 5

plots the 24-month rolling mean of the financial crisis feature. In contrast to the financial

stability discussion, there is a general upward trend in financial crisis content prior to the
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start of the Great Moderation in the mid-1980s. There is also a lull between 2000 and 2007.

Interestingly, the Asian and Russian financial crises, as well as the collapse of LTCM do not

generate a spike in the financial crisis index. This may be explained by the effectiveness of

the “Greenspan put” in combination with the much lower exposure of the major U.S. banks

to the 1998 external crisis events than the 1982 external crisis events. Also interesting is the

peak of the financial crisis index in 2010, the time of the European sovereign debt crisis, and

the way the index declines rapidly after that peak. In contrast, the financial stability index

remains high. Taken together, these contrasting patterns illustrate that while discussion

of the global financial crisis itself quickly subsided, discussions of financial stability in its

aftermath continued.

3.1.3 Mandate Description

During the period we examine, the Federal Reserve tended to talk about either the compo-

nents of its dual mandate or financial stability. In Figure 6, we plot the series for inflation

and output growth together with the financial stability index to examine how the Fed’s focus

shifted from dual mandate content to financial stability over time and across cycles. Con-

sistent with inflation data, textual content about inflation in speeches increases during the

period in the late 1970s and early 1980s, an era that has been classified as discretionary with

large deviations from the Taylor rule (see, e.g., Nikolsko-Rzhevskyy et al., 2014). Another

notable feature of the plot is that financial stability and output growth content diverge prior

to the Great Moderation, but then positively comove thereafter. This suggests that the

Great Moderation could have been a turning point with respect to Fed communication. For

this reason, we will include sample splits in our regression exercises in Section 4, so that

we can evaluate the pre-Great Moderation and Great Moderation periods separately. It is

also interesting that the inflation and output growth features appear to comove in the early

1970s and again during the Volcker years.

29



Text Features: Inflation, Output Growth, and Financial Stability
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Figure 6: The figure shows the 2-year rolling mean of the standardized classi-
fication score from BERT for the terms “financial stability,” “output growth,”
and “inflation.”

3.1.4 Financial Stability Position

In addition to measuring broad text features related to financial stability, we also construct

two features that provide a direct description of the Fed’s evolving perception of its mandate.

The first feature, shown in the top panel of Figure 7, measures the cosine similarity between

each paragraph and the statement “banking regulation should be used to achieve financial

stability.” Peaks for this series are typically closely related to crisis events and some of the

peaks in this figure resemblance those seen in the financial crisis text feature in the bottom

panel of Figure 5. Yet there are some important differences; in particular, the peak in the late

1980s seems to follow a similar peak in Figure 5, while the peak in 1992, the year the Basel I

capital regulations were implemented, is only apparent in the cosine similarity. In contrast,

the bottom panel of Figure 7 measures the cosine similarity between each paragraph and the

statement “monetary policy should be used to achieve financial stability,” providing us with

a measure of how inclined the Fed is to use monetary policy as a means to achieve financial

stability.

We can see a clear difference between the evolution of this series and the one for banking

regulation, suggesting that the Fed places emphasis on this nuance. In particular, these
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Cosine Similarity: Banking Regulation and Financial Stability
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Cosine Similarity: Monetary Policy and Financial Stability
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Figure 7: Both panels plot standardized cosine similarity scores. The top panel
makes use of a cosine similarity score computed between the statement “bank-
ing regulation should be used to achieve financial stability” and the contextu-
alized embeddings for paragraphs with high classification scores for “financial
stability.” Cosine similarity scores are repeated for the same exercise in the
bottom panel, but using the statement “monetary policy should be used to
achieve financial stability” instead of “banking regulation.”
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figures indicate less appetite (or alternatively, less ability, given the zero lower bound) for

using monetary policy to achieve financial stability in the past two decades than in the three

decades prior. In addition, the more jagged nature of the banking regulation plot suggests

a more episodic role for banking regulation to achieve financial stability, rather than being

a sustained tool.

Looking further at the cosine similarity depicted in the bottom panel of Figure 7, it is also

apparent that support for the idea that monetary policy should be used to achieve financial

stability varies according to the level of accommodation in the Fed’s stance, and in particular,

the cosine similarity appears to increase as the central bank tightens and decreases (or, in the

last two decades remains low or constant) during easing periods. This pattern is consistent

with an endorsement of a forward looking “leaning against the wind” view, rather than a

“financial instability is caused by monetary tightening” view. We will explore this aspect in

our regressions in Section 4.

3.1.5 Speech Temporal Focus

In addition to distinguishing between the content of financial stability concerns, it may also

be useful to identify the tense or the temporal focus of a statement. This could indicate

whether a paragraph is discussing a past crisis, an unfolding crisis, or the prospect of a

future crisis and may indicate the extent to which Federal Reserve officials rely on historical

precedent, are reactive, or are proactive in making their decisions. We use zero shot learning

to classify each tense separately, allowing for the possibility that no clear tense is established

in a given statement.

The standardized indices for past, present, and future focus are plotted in the top panel

of Figure 8. The bottom panel shows the difference between future and past focus, which

has been rising since the start of the Great Moderation. The increased use of future tense

coincides with the Fed’s emphasis on increased transparency and forward guidance. Prior to

the Great Moderation, there is evidence that an increased use of future tense coincides with
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Text Features: Past Focus, Present Focus, Future Focus
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Text Features: Difference Between Future and Past Focus
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Figure 8: The figure in the top panel shows the standardized classification score
for the speech tense for a focus on the “past”, “present” and “future.” This is
computed by classifying each paragraph and then computing the average score
for each month, standardizing it, and then plotting the 2-year rolling mean.
The figure in the bottom panel shows the 2-year rolling mean of the difference
between “future” and “past” focus.

tightening episodes, whereas the shift towards a focus on the past coincided with the easing

that began in April 1989.

3.1.6 Concern Type and Level

Not all content contained in Fed speeches is equally informative. In order to identify state-

ments and terms that reveal internal concerns, we make use of extractive question answer-
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ing, as described in Section 2.3.2. Specifically, for each paragraph, we query the model

with “What is the most significant concern in the passage?” This yields a concern, which is

extracted from the text, along with a score that indicates the model’s uncertainty.

In Figure 9, we visualize the evolution of “most significant” concerns as they relate to

financial stability over time. We do this by first identifying paragraphs about financial

stability using zero shot classification. We then extract the concerns from these paragraphs

using the approach described above. These concerns are then visualized as a word cloud for

three separate periods: 1960-1983, 1984-2006, and 2007-2020. What is telling in the first

period is that the most significant concerns align with the Fed’s dual mandate. “Price” and

“inflation” are dominant, perhaps reflecting the high inflation episode in the early 70s, but

words related to employment, the economy, and monetary policy are also apparent. Overall,

most words appear to be related to economic rather than financial terms. In the second

episode, more financial words become apparent. Both “banking” and “financial” are larger,

while “inflation” has faded somewhat. “stability” is very dominant during this middle period,

and “price” also remains important; in the latter part of this episode, a number of the Fed’s

speeches focused on the importance of price stability. In the final time period, encompassing

the global financial crisis and its aftermath, the words “financial” and “stability” have near-

equal prominence, with “price” shrinking in size to be similar to “inflation”, reflecting the

muted inflationary period that has existed throughout this time period. Two other items

of note: (1) while “financial” and “stability” are concerning terms, “instability” is not used

nearly as much, and (2) the concerning words related to financial stability appear to focus

more on the “price stability” part of the dual mandate than on the “maximum employment”

part.

3.2 Institutional Variation in Text Features

Another source of variation in text features arises from differences in the institutional ar-

rangements and concerns of different Federal Reserve Banks and the Board of Governors.
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Financial Stability Word Cloud: 1960-1983

Financial Stability Word Cloud: 1984-2006

Financial Stability Word Cloud: 2007-2020

Figure 9: The figure above shows word clouds of concerning terms that ap-
pear in statements about “financial stability” during three periods: 1960-1983,
1984-2006, and 2007-2020. We first use zero shot classification with BERT to
identify statements about “financial stability.” We then use extractive question
answering to recover the speaker’s stated concern in each paragraph.
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For instance, the Cleveland and New York Federal Reserve Banks may have different con-

cerns, since there are differences in the compositions of their respective regional economies

and the bank holding companies they supervise. Furthermore, given the local appointment

processes, some district banks may favor presidents with academic profiles, while others may

favor those with private sector experience. In this subsection, we will attempt to document

the variation we were able to measure across districts and the Board of Governors.

Financial Stability Focus. First, we find that the Federal Reserve Banks of New York

and Richmond have the highest average financial stability scores, consistent with the fact

that most of the systemically important financial institutions (SIFIs) are in those two dis-

tricts. In addition, many of the speakers with high scores (e.g., Bernanke, Dudley, Evans,

Geithner, George, Kocherlakota, Kohn, Kroszner, Lacker, Minehan, Plosser, Stern, Tarullo,

Warsh) were officials in the period surrounding the GFC (2007-2009), a time when the over-

all financial stability index was near its highest levels. Many of the other speakers with

high scores were members of the Board of Governors; in general Reserve Bank Presidents’

speeches have less financial stability content, although the three highest index scores are as-

sociated with Reserve Bank Presidents.13 The most negative scores are also associated with

Reserve Bank Presidents, many of whom served near the start of the Great Moderation (e.g.,

Eastburn, Kimbrel, Parry, Roos, Willes). Overall, the results align well with our intuition

and we refer the interested reader to Tables 15 - 17 in Appendix Section A.4 for the average

scores for financial stability for each speaker and institution.

Future Focus. Second, we find that the Federal Reserve Banks of New York and Richmond

also have the highest score on future focus (see Table 15). This is consistent with the previous

finding, given the strong connection between future focus and financial stability documented

in the cosine similarity results. As noted previously, these districts supervise the largest,

13In addition to Minehan and Lacker, Loretta Mester, President of the Cleveland Fed has a very high
score; the Cleveland Fed co-hosts an annual financial stability conference.
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most systemically important financial institutions in the US. The NY Fed also has the

highest scores for past and present focus; taken together, these results indicate that tense

usage is clearer/more distinct in speeches by its presidents than in speeches by presidents

of other districts. Looking across the individual speakers’ scores given in Tables 16 and 17,

there is a strong positive correlation between the future focus and financial stability scores

(0.65), suggesting that discussions of financial stability involve use of more forward-looking

language.14 As a result, many of the speakers with high future focus and financial stability

scores are the same ones, encompassing many of those that were on the FOMC during the

GFC.

Academic Inclination. There is a long-standing debate in the literature over the extent

to which academic discussions influence central bank deliberations and policy-making. Some,

such as Mankiw (2006), diverge from the majority position and argue that policy making

is largely uninformed by the academic literature. Reviewing a memoir written by a former

member of the Board of Governors, Mankiw states:

[His] analysis of economic fluctuations and monetary policy is intelligent and nu-

anced, but it shows no traces of modern macroeconomic theory. It would seem

almost completely familiar to someone who was schooled in the neoclassical- Key-

nesian synthesis that prevailed around 1970 and has ignored the scholarly litera-

ture ever since. ... It is typical of economists who have held top positions in the

world’s central banks.

In addition, Howitt (2012) argues that central bankers often face crises that have not been

adequately studied by the academic literature and, thus, typically lead the literature. As

such, their lack of reliance on the literature may be a consequence of the lack of availability

of useful work.

14In contrast, the correlation between past or present focus and financial stability is -0.14 and 0.34,
respectively.
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With respect to financial stability, the academic literature has largely argued that macro-

prudential policy – not monetary policy – should be used to achieve financial stability

(Vollmer, 2021). As such, the Fed’s interpration of its mandate and its belief about what

may be achievable with monetary policy may also depend on its openness to dialogue with

academics. To capture this, we use zero shot learning to identify whether a paragraph refers

to an “academic debate or the academic literature.”

Just as the NY and Richmond districts have the highest future focus and financial sta-

bility scores, so also do they have a high academic focus score. In the case of Richmond,

this no doubt reflects the academic backgrounds of the two main presidents in our corpus

(Broaddus and Lacker), while for the NY Fed the presidents’ backgrounds are more mixed

but still reflect a high reliance on academic debate and literature. The Federal Reserve

Board also has a high academic focus score, unsurprisingly given the more than 200 staff

economists that support its work.

Communication Clusters. Finally, we examine clustering in the financial stability con-

tent of Federal Reserve Bank speeches. We cluster on the content of speeches, which we rep-

resent using contextualized sequence embeddings produced using the RoBERTa model. For

each paragraph of each speech, this yields a 768-dimensional vector, where each dimension

corresponds to a text feature. We then compute the average vector for each district-month.

To prepare the data for visualization, we first perform dimensionality reduction using

the t-distributed stochastic neighbor embedding (t-SNE) introduced in van der Maaten and

Hinton (2008). The t-SNE approach is a nonlinear dimensionality reduction technique that

preserves both local and global structure and is intended to produce representations that

can be visualized in 2 or 3 dimensions, which help to differentiate and visualize clusters, but

where the distances across clusters are not readily interpretable.

We first apply t-SNE to the full sample, which spans the period between 1960 and 2020,

and visualize it in Figure 10. The markers in the visualization represent the different Federal
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Reserve Banks, as well as the Board of Governors (FRB). The Federal Reserve Bank of New

York (FRBNY – denoted NY in the Figure) appears to have a nearly self-contained cluster

in the bottom of the figure, suggesting that the content of their financial stability discussions

is closer to their own past discussions than it is to contemporaneous communication at other

institutions of the Federal Reserve System.

In contrast to the tight and distinct cluster for the FRBNY, the Federal Reserve Bank

of St. Louis’s communication forms a long cluster that overlaps with the communication

of many other Federal Reserve banks. Other regional banks have tight clusters (e.g., ATL,

DAL), similar to the FRBNY, but are considerably closer to the clusters of other districts,

indicating that their communication is dominated more by contemporaneous views than by

past discussions.
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4 Econometric Results

We next move to the empirical tests. In Section 4.1 we analyze the determinants of financial

stability concerns. Section 4.2 explores the association between the text features and finan-

cial ratios. Next, Section 4.3 analyzes structural breaks in text features, which we relate to

important events. Thereafter, we investigate in Section 4.4 whether our semantic variables

can shed light on the time variation in the historical conduct of monetary policy by con-

ducting extended Taylor rule regressions. Finally, Section 4.5 links our text features to asset

valuation–monetary policy regimes.

4.1 Determinants of Financial Stability Concerns

For our first set of regressions we employ a regression framework, where we concentrate on

identifying the states of the economy and how the discussion of topics that are most closely

associated with concern about financial stability might vary with these states. Our main

regression exercises attempt to determine the underlying drivers and content of financial

stability discussions at the Fed.

4.1.1 Empirical Specification

On a conceptual level, financial stability concerns suggest being closely connected to the

experience of a financial crisis, as well as to discussions about bank liquidity and bank capital.

Per its dual mandate, which was codified in the Federal Reserve Reform Act of 1977 and

the Full Employment and Balanced Growth Act of 1978, the key objectives in the conduct

of monetary policy are to promote maximum employment and price stability. Consequently,

we would expect that concerns about inflation and employment may feature prominently

when Fed officials express concerns about financial stability. Hence, we include these text

features as explanatory variables in our regression, alongside a battery of macroeconomic

and financial controls.

41



The primary specification is given in Equation (2). We also consider a separate set of

specifications that lag each of the macroeconomic and financial variables.

yt = β0 + β1τ
fc
jt + β2τ

π
jt + β3τ

e
jt + β4τ

bc
t + β5τ

bl
t + β6ν

m + β7ν
f + ζk + γt + ejt (2)

We use yt to represent the dependent variable. In the first set of regressions, yt is a mea-

sure of the financial stability content of a particular paragraph. The explanatory variables

include various text features indicated by the variable τ . Such features are computed at the

paragraph level and, thus, have both paragraph (j) and time (t) variation. The superscripts

on τ indicate what variable or group of controls it encompasses. Additionally, we include

district fixed effects (ζk) and time fixed effects (γt) in some specifications. The following

text variables are included in regressions: financial crisis (fc), inflation (π), employment (e),

bank capital (bc), and bank liquidity (bl).

The macroeconomic and financial controls are indicated by ν and have time variation

(t) only. The macro variables (νm) include inflation, the output gap, house prices, and the

debt-to-gdp ratio. Financial variables (νf ) include the short term interest rate, a financial

crisis indicator, the loan-to-deposit rate, and the natural log of the total loan volume to the

non-financial sector. We refer the interested reader to Table 3 in Section 1.3 for details about

the macro and financial data definitions and sources.

All regressions use either Newey-West standard errors or cluster at the institution level.

Additionally, we provide the results with both contemporaneous regressions and regressions

with some or all of the controls lagged. We also show fixed effect specifications, where non-

text controls are dropped and both year-month and institution fixed effects are employed.

Finally, the baseline regression spans the full sample (1960-2020), but we also include two

sample splits: 1960-1983 (pre-Great Moderation) and 1984-2020 (Great Moderation).

42



4.1.2 Regression results

The empirical results are presented in Tables 4-6. In Table 4, the dependent variable yt is

the standardized financial stability index, computed using zero shot learning. In Table 5, it

is the measure of cosine similarity between the statement “monetary policy should be used

to achieve financial stability” and the content of a paragraph. Table 6 also uses a cosine

similarity measure as the dependent variable – the relationship between “banking regulation

should be used to achieve financial stability” and the content of a paragraph.

Financial Crises and Financial Stability. Our first finding, given in Table 4, columns

(1) to (4), is that a one standard deviation increase in discussion of financial crises is associ-

ated with a 0.09 standard deviation increase in discussion of financial stability. Importantly,

the result holds even in the presence of macroeconomic and financial controls (column 2),

and even when year-month fixed effects are used (column 4). Thus, irrespective of the state

of the economy and financial system, an uptick in interest in financial crises appears to be

strongly and statistically significantly associated with discussion of financial stability. This

also holds when we lag the macroeconomic controls, as shown in Table 11 in the Appendix.

Dual Mandate and Financial Stability. Another important question about financial

stability is whether it is typically discussed in the context of the Fed’s dual mandate or

whether it is treated as a separate concern or objective. In the first four columns of Table

4, the coefficients on the inflation and employment text features are positive and strongly

statistically significant in the full sample, indicating that financial stability discussion is

positively associated with dual mandate related concerns over the full sample. Furthermore,

we can see that the association with financial stability is stronger for employment, where

the effect size is roughly three times as large as that for inflation.

At first glance this result may seem at odds with a literature suggesting that aggressive

inflation-targeting is conducive to financial stability (Bernanke and Gertler, 2001b). How-
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à
et

a
l.

(2
0
1
6
).

N
o
te

th
a
t
j

in
d

ex
es

p
a
ra

g
ra

p
h

a
n

d
t

in
d

ex
es

ti
m

e.
S

ta
n

d
a
rd

er
ro

rs
a
re

ei
th

er
N

ew
ey

-W
es

t
(N

W
)

o
r

cl
u

st
er

ed
(C

L
)

a
t

th
e

d
is

tr
ic

t
le

v
el

.
*
p
<
.1

,
*
*
p
<
.0

5
,

*
*
*
p
<
.0

1
.

T
a
b

le
1
2

in
th

e
A

p
p

en
d

ix
p

re
se

n
ts

th
e

re
su

lt
s

w
it

h
la

g
g
ed

m
a
cr

o
ec

o
n

o
m

ic
a
n

d
fi

n
a
n

ci
a
l

v
a
ri

a
b

le
s.

45



T
ab

le
6:

F
ed

er
al

R
es

er
ve

S
p

ee
ch

A
d
vo

ca
cy

fo
r

th
e

U
se

of
B

an
k
in

g
R

eg
u
la

ti
on

to
A

ch
ie

ve
F

in
an

ci
al

S
ta

b
il
it

y

(1
)

(2
)

(3
)

(4
)

(5
)

in
fl
at

io
n
jt

[t
ex

t]
-0

.2
99

4*
**

-0
.2

99
4*

**
-0

.2
89

1*
**

-0
.1

90
5*

**
-0

.3
20

0*
**

(0
.0

02
3)

(0
.0

26
0)

(0
.0

02
3)

(0
.0

04
5)

(0
.0

02
7)

em
p
lo

y
m

en
t j
t

[t
ex

t]
-0

.2
02

0*
**

-0
.2

02
0*

**
-0

.1
88

4*
**

-0
.1

55
7*

**
-0

.2
11

0*
**

(0
.0

02
3)

(0
.0

12
7)

(0
.0

02
3)

(0
.0

04
7)

(0
.0

02
6)

fi
n
an

ci
al

cr
is

is
jt

[t
ex

t]
0.

22
12

**
*

0.
22

12
**

*
0.

21
30

**
*

0.
11

06
**

*
0.

24
37

**
*

(0
.0

03
0)

(0
.0

19
2)

(0
.0

03
0)

(0
.0

06
0)

(0
.0

03
4)

b
an

k
li
q
u
id

it
y
jt

[t
ex

t]
-0

.1
55

0*
**

-0
.1

55
0*

**
-0

.1
46

9*
**

-0
.1

67
0*

**
-0

.1
45

5*
**

(0
.0

05
3)

(0
.0

22
2)

(0
.0

05
1)

(0
.0

11
5)

(0
.0

05
8)

b
an

k
ca

p
it

al
jt

[t
ex

t]
0.

37
65

**
*

0.
37

65
**

*
0.

35
77

**
*

0.
29

45
**

*
0.

38
42

**
*

(0
.0

05
3)

(0
.0

21
6)

(0
.0

05
1)

(0
.0

11
5)

(0
.0

05
7)

p
as

t
fo

cu
s j
t

[t
ex

t]
-0

.0
01

3
-0

.0
01

3
-0

.0
03

8
-0

.0
17

0*
**

-0
.0

02
3

(0
.0

02
4)

(0
.0

06
0)

(0
.0

02
3)

(0
.0

04
7)

(0
.0

02
7)

p
re

se
n
t

fo
cu

s j
t

[t
ex

t]
0.

07
43

**
*

0.
07

43
**

*
0.

06
78

**
*

0.
08

24
**

*
0.

07
12

**
*

(0
.0

02
1)

(0
.0

05
0)

(0
.0

02
0)

(0
.0

04
0)

(0
.0

02
4)

fu
tu

re
fo

cu
s j
t

[t
ex

t]
-0

.0
33

4*
**

-0
.0

33
4*

**
-0

.0
29

1*
**

-0
.0

28
6*

**
-0

.0
33

4*
**

(0
.0

02
4)

(0
.0

05
0)

(0
.0

02
3)

(0
.0

04
8)

(0
.0

02
7)

ac
ad

em
ic

fo
cu

s j
t

[t
ex

t]
-0

.0
25

2*
**

-0
.0

25
2

-0
.0

22
9*

**
-0

.0
18

4*
**

-0
.0

23
5*

**
(0

.0
02

6)
(0

.0
16

8)
(0

.0
02

5)
(0

.0
05

6)
(0

.0
02

8)
d
eb

t-
to

-g
d
p

ra
ti

o t
0.

21
73

**
*

0.
21

73
2.

09
98

**
*

0.
44

25
**

*
(0

.0
49

2)
(0

.2
85

1)
(0

.3
21

5)
(0

.0
65

4)
lo

an
-t

o-
d
ep

os
it

ra
ti

o t
0.

00
52

**
*

0.
00

52
-0

.0
04

4
-0

.0
01

7
(0

.0
01

0)
(0

.0
08

7)
(0

.0
05

0)
(0

.0
01

3)
S
am

p
le

P
er

io
d

19
60

-2
02

0
19

60
-2

02
0

19
60

-2
02

0
19

60
-1

98
3

19
84

-2
02

0
M

ac
ro

C
on

tr
ol

s
Y

E
S

Y
E

S
N

O
Y

E
S

Y
E

S
F

in
an

ci
al

C
on

tr
ol

s
Y

E
S

Y
E

S
N

O
Y

E
S

Y
E

S
H

ou
si

n
g

C
on

tr
ol

s
Y

E
S

Y
E

S
N

O
Y

E
S

Y
E

S
M

on
th

x
Y

ea
r

F
E

s
N

O
N

O
Y

E
S

N
O

N
O

D
is

tr
ic

t
F

E
s

Y
E

S
Y

E
S

Y
E

S
Y

E
S

Y
E

S
S
ta

n
d
ar

d
E

rr
or

s
N

W
C

L
N

W
N

W
N

W
A

d
j.

R
-s

q
u
ar

ed
0.

18
94

0.
18

94
0.

22
43

0.
13

78
0.

20
31

N
26

3,
61

3
26

3,
61

3
26

3,
61

3
49

,2
62

21
4,

35
1

N
o
te
s:

T
h

e
d

ep
en

d
en

t
v
a
ri

a
b

le
in

a
ll

re
g
re

ss
io

n
s

is
th

e
co

si
n

e
si

m
il
a
ri

ty
b

et
w

ee
n

th
e

co
n
te

x
tu

a
li

ze
d

em
b

ed
d

in
g

fo
r

a
g
iv

en
se

q
u

en
ce

o
f

w
o
rd

s
a
n

d
th

e
co

n
te

x
tu

a
li
ze

d
em

b
ed

d
in

g
th

a
t

co
rr

es
p

o
n

d
s

to
th

e
se

q
u

en
ce

“
b

a
n

k
re

g
u

la
ti

o
n

sh
o
u

ld
b

e
u

se
d

to
a
ch

ie
v
e

fi
n

a
n

ci
a
l

st
a
b

il
it

y.
”

A
h

ig
h

er
sc

o
re

in
d

ic
a
te

s
th

a
t

a
se

q
u

en
ce

is
m

o
re

li
k
el

y
to

b
e

a
d

v
o
ca

ti
n

g
fo

r
th

e
u

se
o
f

m
o
n

et
a
ry

p
o
li
cy

to
a
ch

ie
v
e

fi
n

a
n

ci
a
l

st
a
b

il
it

y.
A

ll
co

n
tr

o
ls

th
a
t

in
cl

u
d

e
[t
ex
t]

in
d

ic
a
te

th
a
t

th
ey

a
re

te
x
t

fe
a
tu

re
s

m
ea

su
re

d
u

si
n

g
ze

ro
sh

o
t

cl
a
ss

ifi
ca

ti
o
n

.
F

o
r

in
st

a
n

ce
“
in

fl
a
ti

o
n

[t
ex

t]
”

is
th

e
cl

a
ss

ifi
ca

ti
o
n

sc
o
re

fo
r

w
h

et
h

er
a

se
q
u

en
ce

d
es

cr
ib

es
in

fl
a
ti

o
n

.
T

h
e

fe
a
tu

re
s

“
p

a
st

fo
cu

s,
”

“
p

re
se

n
t

fo
cu

s,
”

a
n

d
”
fu

tu
re

fo
cu

s”
cl

a
ss

if
y

th
e

te
n

se
o
f

a
se

q
u

en
ce

to
d

et
er

m
in

e
w

h
et

h
er

th
e

sp
ea

k
er

w
a
s

d
is

cu
ss

in
g

th
e

p
a
st

,
p

re
se

n
t,

o
r

fu
tu

re
.

“
A

ca
d

em
ic

fo
cu

s”
cl

a
ss

ifi
es

w
h

et
h

er
a

sp
ea

k
er

w
a
s

d
is

cu
ss

in
g

a
n

a
ca

d
em

ic
d

eb
a
te

o
r

th
e

a
ca

d
em

ic
li
te

ra
tu

re
.

M
a
cr

o
co

n
tr

o
ls

in
cl

u
d

e
th

e
o
u

tp
u

t
g
a
p

a
n

d
co

n
su

m
er

p
ri

ce
in

fl
a
ti

o
n

.
F

in
a
n

ci
a
l

co
n
tr

o
ls

in
cl

u
d

e
th

e
lo

g
o
f

to
ta

l
lo

a
n

s
to

th
e

n
o
n

-fi
n

a
n

ci
a
l

se
ct

o
r,

th
e

sh
o
rt

te
rm

in
te

re
st

ra
te

,
a
n

d
a
n

in
d

ic
a
to

r
fo

r
w

h
et

h
er

a
fi

n
a
n

ci
a
l

cr
is

is
o
cc

u
rr

ed
in

a
g
iv

en
y
ea

r.
T

h
e

fi
n

a
n

ci
a
l

co
n
tr

o
ls

,
h

o
u

si
n

g
co

n
tr

o
ls

,
d

eb
t-

to
-g

d
p

ra
ti

o
,

a
n

d
lo

a
n

-t
o
-d

ep
o
si

t
ra

ti
o

a
re

ta
k
en

fr
o
m

th
e
M
a
cr
o
h
is
to
ry

D
a
ta
ba
se

,
in

tr
o
d

u
ce

d
b
y

J
o
rd

à
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ever, when the sample is split into two sub-periods (columns (5) and (6)), the relationship

between inflation and financial stability discussion appears to be negative prior to the Great

Moderation, when there were episodes of high inflation and output growth was less stable.

In addition, in the first subsample (1960-1983), the employment effect is about 25% stronger

than over the full sample. In contrast, during the Great Moderation period, the relation-

ship between inflation and financial stability becomes strongly positive. In this sub-period

inflation targeting also became more prominent at the Federal Reserve, suggesting that, in

line with the literature, stabilizing prices and the financial sector are not treated as separate

concerns or as being in conflict. In addition, during the Great Moderation, the effect size

for employment declines while that for inflation increases, so that during this sub-period the

employment effect is actually only about twice that for inflation.

These findings can also be seen in the first two panels of Figure 11, which show the

coefficient estimates corresponding to the inflation and employment text features from a

series of five-year rolling regressions of financial stability discussion on the full set of text,

macroeconomic, and financial controls. Consistent with the sample split findings, the Great

Moderation appears to have changed how the dual mandate is discussed in conjunction with

financial stability. Whereas financial stability and inflation are more likely to be discussed

jointly; financial stability and employment are less likely to be discussed together in the same

paragraph.

Academic Focus. Next, we find that a focus on academic debates and the academic

literature is strongly associated with increased discussion of financial stability in Table 4. In

all specifications, a one standard deviation increase in academic focus is associated with about

a 0.16 standard deviation increase in financial stability content, an effect magnitude that

exceeds those for either of the aspects of the Fed’s dual mandate. This suggests that, among

the topics that the Federal Reserve discusses, the discussion of financial stability appears

to have an above average concentration on the academic discussion, possibly reflecting the
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Figure 11: The plots above show yearly coefficient estimates from rolling re-
gressions of the financial stability text feature on the inflation, employment,
financial crisis, bank liquidity, bank capital, tense focus, and academic focus
text features, as well as month-year and district fixed effects. Along with the
point estimates, we show 95% confidence intervals. We use a 5-year window
for the rolling regressions.
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need for a conceptual framework.

Table 5 considers the extent to which various text features are discussed in the context

of advocating that monetary policy be used to achieve financial stability. The significant

negative coefficient on the academic focus variable indicates that Fed speeches that reference

the academic literature tend to oppose the use of monetary policy to achieve financial stability

(Vollmer, 2021). Table 6 presents similar results in the context of advocating that banking

regulation be used to achieve financial stability. Fed speeches that reference the academic

literature also tend to oppose the use of banking regulation for this purpose, although the

effect is about one-third the magnitude of the effect size for the use of monetary policy.

Comparing the two subsamples across all three tables (columns (5) and (6)) suggests

that, although there is little change in the association between academic focus and financial

stability overall, the use of academic literature to voice opposition to the use of monetary

policy to achieve financial stability appears to have declined during the Great Moderation

(relative to the period before the Great Moderation) while the use of it to opposite the use

of banking regulation for this purpose has increased. A closer look of how this relationship

evolved over time reveals that the influence of academic content over the financial stability

discussion increased during the Great Moderation, but declined during Greenspan’s tenure,

rising again during the Bernanke era. This is illustrated in the third panel of Figure 11, which

plots the coefficient estimates corresponding to the academic text feature from a five-year

rolling regression.

Speech Tense. Table 4 suggests that statements about financial stability tend to be

framed in terms of the present and future, perhaps suggesting that they are in response

to ongoing or anticipated events. This tendency increased during the Great Moderation.

Advocacy for the use of monetary policy to achieve financial stability typically hinges on

the use of past examples and future hypotheticals, as indicated by Table 5; this advocacy

more than tripled during the Great Moderation. In contrast, advocacy for the use of bank
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regulation is typically focused on events in the present, as indicated by Table 6. Moreover,

there is slightly less use of speech tense for such advocacy in the second subsample compared

to period before the Great Moderation.

Financial Variables and Discussion of Financial Stability. Turing to financial vari-

ables, we find in Table 4 the expected result that an increase in the debt-to-gdp ratio or an

increase in total lending appears to be associated with a considerable increase in discussion

of financial stability; however, this increased discussion does not necessarily lead to advocacy

for a particular approach to policy. Tables 5 and 6 show that a higher debt-to-gdp ratio tends

to be associated with a increase in the advocacy of monetary policy and banking regulation

as a means of achieving financial stability. The results for the loan-to-deposit ratio, however,

are more mixed.

4.2 Financial Markets

We next demonstrate that the concerns articulated in Federal Reserve speeches matter for

financial ratios and returns. We do this by estimating a modified version of Equation (2),

where the dependent variable yt is a measure of annual asset returns and the text feature

financial stability is introduced as an additional explanatory variable (τ fsjt ). Table 7 reports

the association between the variables of interest and returns on equity, bonds, risky assets,

and safe assets. For sources and return definitions, see Table 3 in Section 1.3.

From a conceptual viewpoint we would expect that the concerns articulated in Federal

Reserve speeches matter not only for asset returns, but also that there may be a differential

effect when comparing riskier and safer asset classes. This is because the impact of Fed com-

munication is likely to occur via the risk-taking channel of monetary policy risk perceptions

and risk attitudes of market participants, as well as through expectations about monetary

conditions, which affect the riskiness of bank lending, valuations and risk measures (Jiménez

et al., 2014; Dell’Ariccia et al., 2017).
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We find a positive association between discussion of inflation or employment, and the

returns to equity, bonds, and safe assets. This holds even in the presence of macroeconomic

and financial controls, and even when text factors and controls are lagged by one year.

Financial stability discussion appears to have a negative association with equity and risky

asset returns, but not bond and safe asset returns. In contrast, financial crisis discussion has

a negative association for all asset return categories. The same holds for bank liquidity, but

the estimated coefficient is insignificant for safe asset returns. Bank capital discussion has the

opposite effect; a positive association with equity and risky asset returns with insignificant

estimated coefficients for bonds and safe asset returns.

It is also interesting that speech tense appears to impact asset returns. Notably, past

or present focus is positively associated with bond and safe asset returns. A present focus

negatively affects risky asset returns. Equities and risky assets appear to respond positively

to a future (forward-looking) focus; bonds and safe assets negatively. Finally, an academic

focus is also negatively associated with equity and risky asset returns.

4.3 Structural Breaks in Text Features

The subsample results in Tables 4-6 suggest changes over time in some of the associations

documented above. In this subsection, we conduct formal structural break tests using the

multiple break test of Bai (1997) and Bai and Perron (1998).15 The results are presented in

Table 8.

The identified breaks coincide with important developments. The earliest identified

breaks, in 1969Q2 (cosine similarity between employment and inflation) precedes the re-

cession that took place from December 1969-November 1970. This period coincided with

Fed tightening; hence it is not surprising that the cosine similarity between financial stabil-

ity and inflation experiences a structural break in 1969Q4, the quarter that the Fed funds

15The tests are performed separately on each univariate text feature index series using the sequential test
option in Eviews with 15% trimming, the HAC option, a degrees of freedom adjustment, and where the error
distribution can differ across the break subsamples. The maximum number of allowable breaks is set to five.
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Structural Breaks for Text Feature Series

Variable Break dates
Dual Mandate 1996 Q3 and 2010 Q4
Monetary Policy 1996 Q3 and 2005 Q4
Non-Dual Mandate 1996 Q3 and 2010 Q4
Cosine Similarity Employment and Inflation 1969 Q2
Financial Stability 1995 Q3
Financial Crisis 1970 Q2
Cosine Similarity Monetary Policy and Financial Stability None
Cosine Similarity Banking Regulation and Financial Stability 1980 Q1, 1992 Q1
Cosine Similarity Financial Stability and Inflation 1969 Q4 and 2010 Q4
Academic focus 1996 Q3 and 2010 Q1
Speech Tense: Past Focus 2012 Q3
Speech Tense: Present Focus 1971 Q3 and 2012 Q3
Speech Tense: Future Focus 1971 Q3 and 2008 Q3

Table 8: All text feature series are quarterly averages of the standardized
classification scores from BERT for each paragraph in our text corpus. The
tests for structural change are estimated over the full sample (1960-2020) with
15% trimming. The break dates listed represent the first date of the new
regime.

rate peaked at 9%, followed by a break in the financial crisis index in 1970Q2.

There are two structural breaks in the cosine similarity between banking regulation and

financial stability, in 1980Q1 and 1992Q1. The first of these quarters saw inflation peak at

14.8% and in March the Depository Institutions Deregulation and Monetary Control Act of

1980, giving the Fed more oversight of non-member banks, was passed. In addition, 1992Q1

is the first quarter the FDIC Improvement Act (commonly known as FDICIA) was in effect,

having been signed into law in December 1991. This law brought prompt corrective action

(PCA) into supervision and was a response to the wave of commercial bank failures that

had occurred over the previous decade, the savings and loan crisis, and the resulting strain
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on the FDIC’s coffers.16

As a result of the Great Moderation and a prolonged period of low inflation, there was

little discussion of the price stability side of the dual mandate throughout the 1980s. That

changed in the mid-1990s, and the financial stability feature has a single break, in 1995Q3,

coinciding with the first quarter where the “dual mandate emerges as common parlance”.

Prior to that quarter, the phrase “dual objective” was used. In addition, four features

have the first of two breaks in 1996Q3: dual mandate, non-dual mandate, monetary policy,

and academic focus. During this time (late 1995 and 1996), the Fed was having extensive

discussions about changing Fed policy to specify an explicit inflation target, with Vice-Chair

Alan Blinder arguing in opposition. In addition to the first structural break in 1996Q3, the

academic focus has a second structural break in 2010Q1, the quarter that Ben Bernanke was

renewed to a second term as Fed chairman. It is also interesting that the second structural

break for both the dual mandate and non-dual mandate series, as well as the cosine similarity

between financial stability and inflation, is in 2010Q4. This was the first quarter following

the passage of the Dodd-Frank Act, which codified financial stability as a statutory concern,

as well as the European Stability Mechanism and the Fed’s second round of quantitative

easing (QE2). In addition, according to the Federal Reserve’s own history, the September

21, 2010 meeting was the first time a reference to the employment side of the mandate

appeared explicitly in the FOMC statement.17

The structural breaks identified in the speech tense features also link to some very im-

portant episodes. The first break date in the present and future focus features, 1971Q3, is

the quarter that President Nixon and a number of his advisers, including then-Fed Chair-

man Arthur Burns and future-Fed Chairman Paul Volcker, crafted the policy that ended

dollar convertibility to gold implemented wage and price controls, marking “the beginning

16While FDICIA applied to the bank supervision practices of the Federal Deposit Insurance Corpora-
tion (FDIC), it had implications for the Federal Reserve’s oversight as well, as the Fed has supervisory
responsibility for all bank holding companies in the US.

17See https://www.federalreservehistory.org/essays/humphrey-hawkins-act for documentation and fur-
ther discussion related to the dates referred to in this paragraph

54



of the end of the Bretton Woods international monetary system and temporarily halt[ing]

inflation”.18 The second break in the future focus feature, 2008Q3, was a critical period as

the global financial crisis was unfolding. The last month of this quarter saw the government

sponsored enterprises, Fannie Mae and Freddie Mac, go into conservatorship, the collapse of

Lehman Brothers and Washington Mutual, and the near-failure of insurer AIG, as well as

the September 29th rejection by the House of Representatives of the Emergency Economic

Stabilization Act (it passed in October).

The date of the single break in the past focus and the second break in the present focus

features, 2012Q3, includes the FOMC meeting where the Fed’s third round of quantitative

easing was announced, as well as a prolonging of the expected period that the fed funds

rate would remain at the zero lower bound. It might be related to the emergence of non-

conventional monetary policy.

4.4 Taylor Rule Regressions

Based on the previous results, we next attempt to shed light on the time variation in the

historical conduct of monetary policy through the lens of the Taylor framework. Therefore,

we build on the seminal work by Taylor (1993, 1999) and conduct extended Taylor rule

regressions to estimate policy rules based on both macroeconomic time series data and

semantic variables. Existing work has documented low frequency time variation in the Fed’s

monetary policy rule (Clarida et al., 2000; Orphanides, 2003; Boivin, 2006; Hamilton et al.,

2011; Bianchi et al., 2022; Bauer et al., 2022). Our exercises aim to uncover key drivers based

on the Federal Reserve’s own speeches that can rationalize changes in its monetary policy

rule. Specifically, we investigate whether non-dual mandate related concerns, as articulated

in speeches of Federal Reserve officials, attribute to changes in the policy rule.

18https://www.federalreservehistory.org/essays/gold-convertibility-ends
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4.4.1 Specification of the Monetary Policy Rule

In a recent paper, Carvalho et al. (2021) argue in favor of using ordinary least squares (OLS)

to estimate the Taylor rule and document that the endogeneity bias in OLS estimates is

small. We also use OLS and first replicate the estimation results in Table 2 of Carvalho

et al. for the period before 2008 using the same data. We then extend the analysis to the

period from 2008 to 2020 with more recent data.

We use the same interest rate rule as in Clarida et al. (2000), which allows for interest rate

smoothing. However, we also estimate versions of an extended Taylor rule, which includes

text features from Federal Reserve speeches.19

rt = θ0 + θ1,1rt−1 + θ1,2rt−2 + θ2E[πt+1] + θ3E[xt+1] + θ4,iτ
i
t + et. (3)

The dependent variable rt is the interest rate. For the subsample prior to 2008 we use

the federal funds rate for the interest rate and for the subsample from 2008 to 2020, when

monetary policy was constrained by the zero lower bound, we either use the federal funds

rate or the end-of-quarter shadow rate from Wu and Xia (2016). As explanatory variables we

use lagged values of the interest rate, as well as lagged values of the Greenbook forecast for

inflation, E[πt+1], and for the output gap, E[xt+1]. We use τ it for variables with text features

and the superscripts indicate the specific features used: i = nd refers to non dual mandate,

i = fs financial stability, and i = mf refers to financial stability should be achieved using

monetary policy. The choice of including a policy inertia term can be justified by both

empirical evidence and theoretical studies (Coibion and Gorodnichenko, 2012). Importantly,

the inclusion of interest rate smoothing increases the explanatory power due to an excessive

volatility in interest rates predicted by the standard Taylor rule.

19See Peek et al. (2016) for a study of the ternary mandate using an extended Taylor rule and dictionary-
based methods to measure financial stability concerns from FOMC meeting transcripts. In a related paper
Istrefi et al. (2021) show that a more negative tone in Federal Reserve speeches on financial stability topics
is associated with a more accommodative policy stance.
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4.4.2 Extended Taylor Rule Regressions

Following Carvalho et al., we define ρ ≡ θ1,1 + θ1,2, β ≡ θ2/(1 − ρ), γ ≡ θ3/(1 − ρ) and

π∗ ≡ (θ0− (1− ρ)rr∗)/((1− ρ)(1− β)), where rr∗ is the equilbirum real interest rate and π∗

is the inflation target.

Columns (1)-(3) of Table 9 are a replication of the results in Table 2 of Carvalho et al.,

which entails the estimation of equation (3) without the inclusion of text features for the

subsamples: Volcker-Greenspan, (1960Q1-1979Q2), Greenspan-Bernanke (1987Q3-2007Q4),

and Post-Volcker (1986Q1-2007Q4). We report the estimates for the coefficients β on the

inflation gap and γ on the output gap, as well as ρ for the interest rate smoothing and π∗

for the inflation target. The coefficient for the inflation gap is highly significant and above

one for all three subsamples during the period from 1960 to 2007, meaning that the “Taylor

principle” of raising the nominal interest rate by more than one-for-one is satisfied, which

is an important condition for the existence of a stable inflation rate in macro models. The

coefficient for the output gap is also highly significant and close to one.

Column (4) repeats the same exercise for the Post-Crisis subsample (2008Q1-2020Q4)

using first the federal funds rate as dependent variable. Due to the zero lower bound episode

there is little variation in the dependent variable and we replace it in column (5) with the Wu

and Xia shadow federal funds rate that also captures the effects of quantitative easing. In

fact, we find that the estimated coefficient on the output gap and the smoothing parameter

in column (5) are more in line with the Greenspan-Bernanke subsample, while the estimated

coefficient on the inflation gap turns insignificant. The finding of an insignificant coefficient

for the inflation gap for recent years has been established in earlier studies (see, e.g., Bauer

et al. (2022)) and may be attributed to the low variation in the Greenbook inflation forecast.

Next, we estimate equation (3), including the text features in the explanatory variable

τ it . Column (6) reports the estimated coefficients for the non dual mandate text feature

variable τndt in the Post-Crisis subsample, which is defined analogously as δnd ≡ θnd/(1− ρ).

We find that more non dual mandate related talk is negatively associated with the shadow
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federal funds rate, that is non dual mandate talk enters the expanded policy rule in an

accommodative fashion for the Post-Crisis subsample. In unreported regressions for the three

Pre-Crisis subsamples, the coefficient estimates for δnd are insignificant.20 This indicates that

the text feature is more important for the Post-Crisis subsample, when the policy discussion

was shaped by the GFC experience.

To explore the role played by financial stability discussions, we estimate equation (3) for

the Post-Crisis subsample, including the variables τ fst and τmft . The results are reported

in columns (7) and (8). Interestingly, the financial stability text feature is associated with

more accomodative policy decisions, while the monetary financial text feature, which cap-

tures whether monetary policy should be used to achieve financial stability, is associated

with less accomodative policy decisions. This suggests that policy makers shift to a more

accommodative monetary policy to address financial stability problems. At the same time,

policy makers are mindful about the use of monetary policy to lean against the wind when

financial risks are building up. When comparing the results in columns (6) and (8) we find

that the sum of the estimated coefficients for the financial stability and monetary financial

text features almost coincides with the estimated coefficient for the non dual mandate text

feature. Moreover, using the lagged text features in column (9) suggests that the shift to a

more accomodative monetary policy is associated with contemporaneous financial stability

problems, while the leaning against the wind rationale is of a longer-term nature.

4.5 Monetary Policy Regimes

Taken together, our semantic variables can shed light on the time variation in the historical

conduct of monetary policy and help us to identify financial stability-related concerns as an

important determinant. To corroborate our findings, we link our text features with the asset

valuation–monetary policy regimes shown in Bianchi et al. (2022). Specifically, we run the

20These regression results are available from the authors on request.
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regression with the specification

pt = θ0 + θiτ
i
t + et (4)

on the sample 1961Q1–2016Q1 of Bianchi et al. (2022), where pt is the probability of the

Fed being in the hawkish monetary policy regime, and τ it contains relevant text features

generated from the model. We make use of the text temporal focus, and include a new

definition of current financial crisis concern, as the product of financial crisis related content

score and a present temporal focus.

Table 10 presents the empirical results. We find that the hawkish monetary policy regime

is significantly associated with more discussion about using monetary policy to achieve the

financial stability goal, and non dual mandate related text. On the other hand, a higher

fraction of discussions on current financial crisis, or discussions about monetary policy and

inflation-employment themes, is negatively correlated with the hawkish monetary policy

stance. Overall, the results are consistent with our extended Taylor rule regression results,

and the monetary policy regimes found in the literature.

5 Conclusion

This paper considers the central bank mandates and how much of the monetary policy

stances are driven by the mandates, gleaned through Federal Reserve officials’ own words

as articulated in their speeches. We assemble the most comprehensive collection of speeches

to-date and apply state-of-the-art natural language processing methods to extract the most

significant concerns from each speech. By measuring the similarity between passages from

different speeches, we are able to identify semantic similarities between different speeches

given by speakers from Federal Reserve districts at various points in time, and of Presidents

of the same district over time.

After providing an overview of the text features and content contained in the speeches, we
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then use a regression framework to verify and interpret the results uncovered by our natural

language processing (NLP) model. We find the states of the economy and discussion topics

that are most closely associated with concerns about financial stability. The results indicate

strong associations between dual mandate-related concerns and discussion of financial sta-

bility, as well as variation over the financial cycle in the use of speech tense and academic

focus. The identified semantic variables significantly predict returns of broad asset classes,

even after controlling for macroeconomic and financial controls, confirming the information

content of officials’ speeches.

We further demonstrate that the semantic variables summarized from the Federal Reserve

speeches can interpret the time varying reaction function of monetary policy. We show the

key text features based on the Federal Reserve’s own speeches that can rationalize changes

in its monetary policy rule in the historical sample. These findings are supported by the

structural breaks in the textual features identified by the Bai and Perron (1998) multiple

structural break test. The identified structural breaks coincide with notable changes either

in the Fed communication strategy, or in the monetary policy regimes. Furthermore, we

relate the regime switches between hawkish and dovish monetary policy stances by the

Federal Reserve to the semantic variables generated by the NLP model, on dual-mandate

and non-dual-mandates topics.

Returning to the question that motivated our research, we find that during tightening

periods there is more likely to be discussion about the use of monetary policy to achieve

financial stability, as well as non-dual mandate topics; during easing periods the discussion

is more likely to focus on monetary policy and the dual mandate topics of inflation and em-

ployment. Among the non-dual mandate topics we consider, discussion of financial crises has

a negative effect on all asset returns, while discussion of financial stability only significantly

affects equity and risky asset returns. We also find that tense matters for asset returns,

with a focus on either the past or present being associated with positive bond and safe asset

returns and a focus on the future being better for equity and risky asset returns.
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Table 10: Monetary Policy Regimes Regressions

(1) (2) (3) (4) (5) (6)
hawkish hawkish hawkish hawkish hawkish hawkish

financial crisis current -0.058∗∗ -0.070∗∗ -0.069∗∗ -0.058∗ -0.070∗∗ -0.069∗∗
(0.029) (0.028) (0.028) (0.034) (0.030) (0.033)

monetary financial 0.170∗ ∗ ∗ 0.167∗ ∗ ∗ 0.221∗ ∗ ∗ 0.170∗ ∗ ∗ 0.167∗∗ 0.221∗ ∗ ∗
(0.041) (0.045) (0.041) (0.063) (0.071) (0.053)

employment inflation -0.092∗ -0.092
(0.046) (0.075)

monetary policy -0.199∗ ∗ ∗ -0.199∗ ∗ ∗
(0.049) (0.076)

non dual mandate 0.104∗∗ 0.104
(0.043) (0.070)

financial stability -0.020 -0.020
(0.034) (0.054)

No of obs 221.000 221.000 221.000 221.000 221.000 221.000
Adj. R2 0.091 0.082 0.134
NW(4) Std. Err. NO NO NO YES YES YES

Notes: We estimate a version of the specification in equation (4). The dependent variable is the probability of the Fed being
in a hawkish monetary policy regime. All controls are text features measured using zero shot classification. The text feature
“financial crisis current” is the classification score for whether a sequence is discussing the financial crisis with a current temporal
focus, the text feature “monetary financial” is the classification score for whether a sequence supports the view that financial
stability should be achieved using monetary policy, the text feature “non dual mandate” is the classification score for whether
a sequence is non dual mandate related, and other text features are the classification scores for whether a sequence is related
to a particular discussion, including “employment/inflation”, “monetary policy” and “financial stability”. Standard errors are
reported in parenthesis. * p < .1, ** p < .05, *** p < .01.
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A.2 Sequence-to-Sequence Modeling

Sequence-to-sequence (S2S) modeling poses challenges that are not present in other NLP

tasks. Among other problems, dense neural networks require fixed-length inputs and outputs

and, thus, cannot be used for S2S tasks, such as machine translation, which requires variation

in input and output length. This is true even for a given translated sentence, which may be

best expressed using a different number of words in two languages. Consequently, models

that are suitable for text classification purposes, such as dense neural networks, are not

usable for S2S tasks.

Early breakthroughs in S2S modeling centered around the use of a variant of recurrent

neural networks (RNN) called a long-short term memory (LSTM) model (Hochreiter and

Schmidhuber, 1997).21 LSTMs explicitly treat input data, such as words in a sentence,

as a sequence, rather than as a set of features.22 This allows for a more parsimonious

parameterization than a dense neural network would permit. LSTMs are also able to handle

variable length input sequences, which provides an advantage over dense neural networks for

S2S modeling.

The initial innovation in S2S modeling with LSTMs involved the use of an encoder-

decoder architecture (Sutskever et al., 2014; Cho et al., 2014). The encoder maps a sequence

of symbols to a latent vector, which can be viewed as a compressed representation of the input

text. The decoder then maps the latent vector to a sequence of symbol predictions. Since the

output sequence must also be permitted to have a variable length in many applications, the

model is trained to output an end-of-sentence ([EOS]) token, which terminates the sequence

of predictions.

LSTM-based models with an encoder-decoder architecture provided the initial means of

performing high-quality machine translation and also generated many spillover benefits for

21See Apel et al. (2019) for an application of LSTM models to natural language processing tasks in
economics.

22LSTMs also allow for long-term dependence between words in a sequence and correct a version of the
vanishing gradient problem. See Hull (2021) for an overview of LSTMs in the context of economics.
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related NLP tasks. However, the introduction of the attention mechanism (Bahdanau et

al., 2015) and later the Transformer model (Vaswani et al., 2017) fundamentally changed

how sequences are modeled in S2S contexts and in NLP more broadly. This provided a

foundation for the set of NLP tools we use in this paper to measure the content of central

bank communications.

A.3 The Transformer Model

In this subsection, we provide a detailed overview of the Transformer model and its advan-

tages over earlier S2S modeling techniques.

Time Complexity. One advantage of the Transformer model is that it reduces the compu-

tational complexity of certain components of the training process relative to LSTM-based S2S

models. In particular, the attention mechanism has a time complexity of O(T 2D); whereas

recurrent operations, such as LSTM cells, have a time complexity of O(TD2). This suggests

that Transformer models will tend to have a training time advantage when embeddings are

large.

Another important advantage of Transformer models is that they require O(1) sequen-

tial operations; whereas LSTM-based S2S models require O(T ). This implies a substantial

training time advantage for Transformer models, since they can parallelize operations that

must be performed in sequence for LSTM-based S2S models.

Attention in Transformer Models. Transformer models apply three distinct forms of

scaled dot product attention: 1) encoder-decoder attention; 2) encoder self-attention; and

3) decoder self-attention. Encoder-decoder attention uses the query vectors, Q, from the

previous decoder layer and key and value vectors, K and V , from the current encoder layer.

Self-attention, in contrast, is applied to words in the same sequence and in the same

encoder or decoder layer. We make a distinction between encoder and decoder self-attention

because decoder self-attention only uses the sequence of words up to and including the
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word being predicted; whereas encoder self-attention uses the entire sequence. Figure 2 in

Section 2 illustrates the self-attention mechanism from the RoBERTa model applied to word

sequences in the Federal Reserve speeches in our corpus.23

The Attention Mechanism Bahdanau et al. (2015) argued that the latent vector in

LSTM-based encoder-decoder models created a bottleneck that made it difficult to improve

model architecture and training. As a solution to this problem, they proposed using the

attention mechanism, which eliminated the need to encode the entire input sequence in a

single latent vector. For a given symbol, such as a word, the attention mechanism determines

which symbols are related to it without explicitly considering the temporal ordering of the

sequence. This allows for symbols that are not close together to be closely related. Luong

et al. (2015) demonstrated how this could be used effectively on machine translation tasks.

In practice, attention proved to be an invaluable construct for NLP. We will briefly

describe the attention mechanism below in an LSTM encoder-decoder context, focusing

on the scaled dot product variant, which was later used in the Transformer model. For

concreteness, consider the passage given in the quote below, taken from a speech given by

Gary Stern, then-President of the Minneapolis Federal Reserve Bank, in January 2009. We

will first convert the sequence of words to a sequence of embedding vectors, as shown in

Equation (5).

“Commercial banks have long been thought of, and indeed have functioned as,

the backup source of liquidity for many other financial institutions and markets.

Banks continue to play this role, but it has become more challenging today to do

so because some lenders find themselves capital-constrained as a result of recent

losses and/or sizable, unanticipated additions to their balance sheets of formerly

off-balance-sheet instruments.”

23(The RoBERTa model is a “robustly optimized” version of the BERT model, which is described in
detail below.)
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In Equation (5), M is the embedding dimension and T is the sequence length. The map-

ping between words and embeddings is constructed outside of the model, typically through

a separate training process.24 In a minimal LSTM model with a single cell, the sequence of

embeddings is processed in order with each step yielding a hidden state, which is then com-

bined with the next input embedding in the sequence. Equation (6) provides the sequence of

hidden states, which have the same dimension as the embedding vector in this architecture.

{
e1, e2, ..., et, ..., eT

}
=





e11

e12

...

e1M





e21

e22

...

e2M


...



et1

et2
...

etM


...



eT1

eT2

...

eTM




(5)

{
h1, h2, ..., ht, ..., hT

}
=





h11

h12

...

h1M





h21

h22

...

h2M


...



ht1

ht2
...

htM


...



hT1

hT2

...

hTM




(6)

The relationship between the contemporaneous hidden state, ht, the previous hidden

state, ht−1, and the input embedding, et, is given by Equation (7). Note that WE and WH

are shape-preserving linear transformations of et and ht−1 and G is an elementwise nonlinear

activation function.

ht = G
(
WEet +WHht−1

)
(7)

In a standard encoder-decoder architecture, the terminal state, which we denote hT , is

a fixed-length vector that encodes a summary of the entire sequence. Attention modifies

24For some models, such as BERT – which we use in most NLP exercises – we will use embeddings based
on sub-word units, such as the WordPiece embeddings (Wu et al., 2016). This allows for the use of full
words, individual characters, and multi-character strings. The word “growing,” for example, can be split
into the word “grow” and the multi-character string “ing.”
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the standard LSTM construction by retaining the hidden states and scoring them. It then

applies the softmax function to the hidden states, and then multiplies the softmaxed states

by the original (untransformed) states. The procedure introduces three additional sets of

trainable weights: WQ, WK , and WV .

For each hidden state ht, there are associated query (qt), key (kt), and value (vt) vectors,

which are computed asW iht, where i ∈ {Q,K, V }. Stacking those row vectors into matrices

Q, K, and V , we can define scaled dot product attention for ht in Equation (8), where

D = dim(kt).

Z = σ

(
QKT√
D

)
V (8)

Note that σ is a rowwise softmax function, defined in Equation (9), where Xt is row t in

QKT/
√
D.

σ(Xtd̂) = exp(Xtd̂)/
∑
d∈D

exp(Xtd) (9)

The elementwise product of the row vectors Qt and Ks measures the extent to which they

are related to or attend to each other. Dividing by
√
D improves computational performance,

but is not strictly necessary. Applying the rowwise softmax function σ amplifies the strength

of strong associations and also normalizes the sum of the attention weights to be equal to

one.

The weights are then multiplied by V , which is a matrix of linear transformations of the

hidden vectors. Each row of the vector Zt is a weighted sum of the embedding vectors, where

each weight depends on the extent to which a given hidden vector attends to another. Since

each hidden vector is most closely associated with a specific embedding in the sequence (i.e.,

ht is closest to et), attention provides us with a contextualized embedding for each input

word. That is, rather than using a fixed embedding, we incorporate the context of other

words that are most closely related to it in a sentence.

To be consistent with the subsection that follows on the Transformer model, we have

provided a description of how to compute attention for all hidden vectors. However, for
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most LSTM-based encoder-decoder models, we will exclusively use ZT , which is the row

vector associated with the final hidden state, hT . ZT is sometimes called the context vector

and is concatenated with hT and passed to the decoder. Similar to the earlier variant of

S2S models, such as Bahdanau et al. (2015) and Luong et al. (2015), the decoder takes the

output of the encoder as an input and then sequentially predicts symbols until it terminates

with an ([END]) token.

Multi-headed Attention. One innovation of the Transformer model is to make use of

multi-headed attention, which is enabled by the removal of sequential elements from the

model. This amounts to an h-way partition of the query, key, and value matrices, such that

Wj = {Wj
1 , ...,W

j
h} for j ∈ {Q,K, V }, where Wj

i ∈ RDxD/h. For the original transformer

model, M = 512, D = 64, which yields a model with h = 8 attention heads. The model

then attends to each subspace separately and in parallel, yielding a computational time that

is similar to that of a single-headed model.

Positional Encodings. Rather than using sequential elements like recurrence or convo-

lution, the Transformer modifies input embeddings by encoding positional information. For

each input embedding in a sequence, positional encodings are generated using Equation (10).

p(t,m) =


sin
(

t
100002m/M

)
if m even

cos
(

t
100002m/M

)
if m odd

(10)

The positional encodings are then added to the input embeddings to create positional

embeddings, which contain both information about word features and position within the

embedding and sequence. The positional embedding is given in Equation (11) and is the

input to the model.
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{
ẽ1, ..., ẽT

}
=





e11 + p(1, 1)

e12 + p(1, 2)

...

e1M + p(1,M)


...



eT1 + p(T, 1)

eT2 + p(T, 2)

...

eTM + p(T,M)




(11)
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A.4 Text Features
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Table 16: Mean Text Feature Values by Speaker (1/2)

Speaker Past Focus Present Focus Future Focus Financial Stability Academic Focus
alan greenspan 0.13 0.01 -0.08 0.05 0.21
alfred broaddus 0.06 -0.08 0.21 0.32 0.09
alfred hayes 0.35 0.1 0.2 0.21 0.29
alice rivlin 0.09 0.09 0.22 -0.01 0.08
anthony santomero 0.01 0.02 0.12 0.1 0.02
ben bernanke -0.07 -0.07 0.03 0.15 0.16
bob mcteer 0.2 -0.28 -0.14 -0.26 -0.11
braddock hickman -0.02 -0.12 -0.05 0.13 0.03
bruce maclaury 0.04 -0.06 -0.07 -0.14 -0.11
cathy minehan 0.15 -0.14 0.28 0.37 0.18
charles evans -0.01 -0.01 0.12 0.05 0.05
charles plosser -0.04 0.03 0.14 0.16 -0.03
daniel tarullo 0.06 0.03 0.11 0.24 0.14
darryl francis 0.14 -0.05 -0.22 -0.09 -0.03
david eastburn 0.15 -0.07 -0.04 -0.26 -0.09
delos johns 0.12 -0.08 -0.11 -0.01 0.08
dennis lockhart 0.12 0.05 0.08 -0.04 -0.04
donald kohn 0.1 0.01 0.15 0.23 0.24
edward boehne 0.08 -0.02 0.11 0.27 0.11
edward gramlich -0.06 -0.04 -0.13 0.08 0.18
edward kelley 0.05 0.08 0.2 0.29 0.26
eliot swan 0.2 0.14 0.16 0.06 0.05
elizabeth duke -0.12 0.01 0.02 0.11 -0.1
eric rosengren 0.08 -0.01 -0.09 -0.1 -0.04
esther george 0.12 0.0 0.08 0.15 0.01
frederic mishkin -0.1 -0.12 -0.13 -0.02 0.15
frederick deming -0.06 -0.11 -0.24 -0.07 -0.12
gary stern 0.13 0.06 0.23 0.22 0.17
gerald corrigan 0.03 0.07 0.07 0.11 0.06
harry shuford -0.18 0.01 -0.27 0.06 -0.15
hugh galusha 0.04 -0.11 -0.16 -0.18 -0.1
jack guynn 0.11 -0.12 0.08 0.1 0.02
james bullard -0.01 -0.1 0.05 -0.03 0.01
janet yellen -0.13 -0.02 0.04 0.04 -0.04
jeffrey lacker 0.1 -0.06 0.21 0.38 0.21
jeremy stein -0.09 -0.05 0.05 0.12 0.1

Notes: The table above provides the mean values of selected text features for each speaker
over the entire sample period. All text features are measured at the paragraph level. The
first column lists the speaker’s name. The next three columns provide measures of tense.
Note that tense usage is not mutually exclusive and not all passages have a clear focus
on a single tense. As such, it is possible for a given speaker to have positive or negative
scores for all three tenses. The remaining two columns provide mean values for features
that 1) indicate whether a paragraph is about financial stability; and 2) indicate whether a
paragraph references academic work or an academic discussion.
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Table 17: Mean Text Feature Values by Speaker (2/2)

Speaker Past Focus Present Focus Future Focus Financial Stability Academic Focus
jerome powell -0.13 0.14 0.13 0.2 0.08
jerry jordan 0.04 -0.04 -0.17 -0.11 -0.08
john balles 0.08 -0.1 -0.03 -0.11 -0.01
john williams -0.03 -0.03 0.03 -0.03 -0.0
karen horn -0.39 0.07 -0.04 0.27 -0.1
karl bopp -0.01 0.01 -0.21 -0.1 -0.08
kevin warsh 0.21 0.01 0.08 0.11 0.24
lael brainard -0.17 0.03 -0.04 0.27 0.01
laurence meyer 0.03 0.0 0.01 0.17 0.21
lawrence roos 0.14 -0.08 -0.06 -0.26 -0.08
lee hoskins 0.18 -0.02 -0.02 0.02 0.03
loretta mester -0.18 0.04 0.3 0.31 -0.06
mark olson -0.08 0.11 -0.03 0.21 0.22
mark willes 0.02 -0.02 -0.07 -0.21 -0.19
michael moskow -0.05 0.01 -0.05 -0.11 -0.12
monroe kimbrel 0.03 -0.0 -0.09 -0.25 -0.11
narayana kocherlakota 0.0 -0.17 0.1 0.19 0.01
paul volcker 0.01 0.07 -0.06 -0.13 -0.16
randall kroszner -0.08 0.05 0.01 0.13 0.18
richard fisher 0.09 -0.1 -0.02 -0.08 0.02
robert forrestal -0.12 0.0 0.05 -0.02 -0.08
robert parry 0.14 -0.0 -0.11 -0.25 -0.06
roger ferguson 0.03 0.05 0.05 0.22 0.27
sandra pianalto -0.1 0.08 0.01 -0.05 -0.09
sarah raskin 0.09 0.1 0.05 0.02 0.03
stanley fischer -0.06 0.02 0.02 0.1 0.13
susan bies -0.02 0.18 0.07 0.22 0.3
susan phillips -0.0 0.25 0.14 0.25 0.26
theodore roberts 0.06 -0.15 -0.15 0.04 -0.03
thomas hoenig 0.1 0.04 0.06 0.04 0.02
thomas melzer -0.0 -0.07 -0.16 -0.09 -0.1
timothy geithner 0.15 0.2 0.14 0.17 0.23
wilbur fulton 0.3 -0.2 -0.23 0.08 0.09
william dudley 0.21 0.15 0.2 0.21 0.2
william mcdonough 0.06 0.2 0.1 0.19 0.13
william poole 0.01 -0.2 -0.08 0.09 -0.04
willis winn 0.0 -0.08 -0.1 -0.07 -0.06

Notes: The table above provides the mean values of selected text features for each speaker
over the entire sample period. All text features are measured at the paragraph level. The
first column lists the speaker’s name. The next three columns provide measures of tense.
Note that tense usage is not mutually exclusive and not all passages have a clear focus
on a single tense. As such, it is possible for a given speaker to have positive or negative
scores for all three tenses. The remaining two columns provide mean values for features
that 1) indicate whether a paragraph is about financial stability; and 2) indicate whether a
paragraph references academic work or an academic discussion.
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