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Abstract: While the GDPR and other EU laws seek to mitigate a range of potential harms associated 
with smart cities, the compliance with and enforceability of these regulations remain an issue. In 
addition, these proposed regulations do not sufficiently address the collective harms associated 
with the deployment of biometric technologies and artificial intelligence. Another relevant 
question is whether the initiatives put forward to secure fundamental human rights in the digital 
realm account for the issues brought on by the deployment of technologies in city spaces. In this 
special issue, we employ the smart city notion as a point of connection for interdisciplinary 
research on the human rights implications of the algorithmic, biometric and smart city 
technologies and the policy responses to them. The articles included in the special issue analyse 
the latest European regulations as well as soft law, and the policy frameworks that are currently at 
work in the regions where the GDPR does not apply. 
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Marjut Salokannel, University of Helsinki 
Christoph Fink, University of Helsinki 

Slow-governance in smart cities: An empirical study of smart intersection 
implementation in four US college towns 
Madelyn Rose Sanfilippo, University of Illinois at Urbana-Champaign 
Brett Frischmann, Villanova University 

Smart cities and cumulative effects on fundamental rights 
Athena Christofi, KU Leuven 

Introduction 

Since the early 2000s, smart city policies have aimed to make urban spaces safer, 
more sustainable and innovative with the help of big data, biometric technologies 
and, more recently, artificial intelligence (AI). This special issue scrutinises the hu-
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man rights implications of these initiatives. As guest editors of this special issue, 
we necessarily draw on our own experiences. For one of us, the intergenerational 
memory of the circumstances in which protections of privacy, data, and freedom of 
speech were matters of life or death served as an impetus to research the long-
term human rights risks of smart city technologies. For another, the smart city no-
tion came to life in the form of a dystopian urban development that Alphabet pro-
posed to build in Toronto, the editor’s hometown. We believe there is a practical 
necessity and immense theoretical importance in creating an interdisciplinary 
platform for research on human rights in smart cities. This special issue is a rich 
collection of studies, which analyse the technologies that have been quietly invad-
ing our cities from the perspectives of law, science and technology studies (STS), AI 
ethics and surveillance studies. In this editorial, we propose a novel analytical 
framework for creating and governing smart city technologies that protect funda-
mental human rights. 

The discursive career of the “smart city” notion is not different from other 
overused terms such as “artificial intelligence” or “nanotechnology”. Coined in the 
early 2000s, the notion of the smart city never became a fully-developed academic 
concept, yet its presence is pervasive across academic research and policy frame-
works (Government of India, 2015; European Commission, 2020; Sadowski & Ben-
dor, 2019; Lorinc, 2020; Micheli, 2022; Sengupta & Sengupta, 2022). While some 
researchers expect that the study of digital platforms will render smart city schol-
arship obsolete (Wood & Monahan, 2019; Sadowski, 2020; Zwick & Spicer, 2021), 
others see heuristic value in the smart city concept, with all its versatility and con-
textual richness (Shelton et al., 2015; Kitchin, 2015, 2022; Voorwinden, 2021; 
Calzada, 2021; Frischmann et al., 2023). This special issue shows that the smart 
city notion can be productively employed as a point of connection for interdiscipli-
nary research on the data-driven solutions deployed in cities, harms brought on by 
these technologies and policy responses to them. We will subsequently use the 
term smart city technologies, as a reference to “computational models of urbanism 
and data-driven and algorithmically intermediated technologies” (Botero Arcila, 
2022), including biometric surveillance technologies adopted in an urban context. 

The public sector has been rapidly adopting smart city technologies in areas rang-
ing from law enforcement to transportation to healthcare. Smart city technologies 
have implications on a wide range of fundamental human rights recognised by in-

ternational and European sources for human right protection.1 These systems tar-

1. Most widely accepted international sources for human rights protections are The Universal Declara-
tion of Human Rights (1948) (no binding legally), the International Covenant of Civil and Political 
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get individuals and communities with surveillance, nudging and automated deci-
sion-making, which may threaten rights to privacy, self-determination and freedom 
of expression (Galdon-Clavell, 2013; Jewell, 2018; Joh, 2019; Ranchordas, 2020; 
Monahan, 2022). Some technological systems branded as smart cities have been 
found to advance gender discrimination and land dispossession practices (Green-
field, 2013; Datta, 2015, 2020). Employed in the urban realm, these technologies 
may facilitate surveillance creep (Edwards, 2016; Frischmann & Selinger, 2018; 
Wood & Steeves, 2021; Botero Arcila, 2022) and risk chilling effects on freedoms 
of movement, association and thought (Solove, 2005; Penney, 2021; Ahmad & De-
thy, 2019). Their use for policing (Joh, 2019) may also undermine the rights to a 
fair trial and the presumption of innocence. In addition, it can violate the right to 
non-discrimination, where policing targets minorities and marginalised groups 
withracialised surveillance (Jefferson, 2018; Monahan, 2023). Smart city technolo-
gies may also restrict citizens’ access to services and space in other ways. For ex-
ample, when states and municipalities adopt algorithmic systems to distribute so-
cial welfare benefits or detect welfare fraud, rights to privacy, data protection, non-
discrimination, social security, health and education rights may be at stake 
(Heikkilä, 2022; Ranchivitsa & Johann, 2022). The implementation of emotion 
recognition devices in the streets further undermine our rights to human dignity 
and autonomy (Valcke et al., 2021). In the worst-case scenario, smart city technolo-
gies, such as biometric recognition systems, may enable digital repression (Feld-
stein, 2021; Williams, 2021; Akbari, 2023). 

Currently, the deployment and regulation of smart city technologies in cities are 
studied in different disciplines and from a variety of perspectives. This epistemic 
fragmentation may prevent us from gaining a full understanding of these tech-
nologies’ impacts on human rights and carefully evaluating the human-rights-in-
formed governance approaches to them. 

Our goal in this special issue is twofold: to offer a human-rights based framework 
as an anchor for the studies and design of smart cities, and initiate interdiscipli-
nary dialogue on human rights between the fields of socio-legal research on tech-

Rights (ICCPR, 1966) and the International Covenant of Economic Social and Cultural Rights (ICESC, 
1966). In Europe, the human rights organisation Council of Europe (CoE) has adopted the European 
Convention for the Protection of Human Rights and Fundamental Freedoms (ECHR, 1950), with its 
additional Protocols, European Charter of Fundamental Rights (CFREU), as well as other instru-
ments such as The European Social Charter (1961) (see Kälin & Künzli, 2019). CoE is an organisa-
tion distinct from the EU. The interpretation of EU legislation, such as the GDPR, is guided by The 
European Charter of Fundamental Rights, which is part of the EU Constitution, and protects the 
right to protection of personal data as a distinct fundamental right (Art. 8), alongside the right to 
private and family life (Art. 7). 
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nology (Brauneis & Goodman, 2018; Goodman, 2020; Ranchordas, 2020; Ran-
chordás & Goanta, 2020; Smuha, 2021b; Kempin Reuter, 2021; Botero Arcila, 2022; 
Lane, 2023b), AI ethics (Floridi, 2019; Sloane et al., 2021), critical data studies 
(Kitchin & Lauriault, 2014; Taylor, 2017; boyd & Crawford, 2019; Viljoen, 2020; 
Dencik et al., 2022), science and technology studies (Sadowski & Pasquale, 2015; 
Sadowski, 2020; Birch et al., 2020; Artyushina, 2023), surveillance studies (Lyon, 
2005, 2015; Monahan & Wood, 2018; Lyon & Wood, 2020), smart city scholarship 
(Hollands, 2008, 2015; Kitchin, 2015, 2021; Kitchin et al., 2019; Cardullo et al., 
2021; Wiig, 2015, 2016; Green, 2020) and other adjacent fields. 

The necessity and urgency of using human rights as a framework for governing 
technologies’ risk has been brought up in connection with smart cities (Galdon-
Clavell, 2013; Brown, 2019; Kempin Reuter, 2021), data processing (Hildebrandt, 
2013; Scassa, 2020) and, more recently, artificial intelligence (Latonero, 2018; Don-
ahoe & Metzker, 2019; Yeung et al., 2020; Smuha, 2021b). The appeal of the hu-
man rights-based approach (HRBA) stems from the perception of universal accep-
tance of human rights as a normative standard to govern technology (Donahoe & 
Metzker, 2019; Karppinen & Puukko, 2020; Smuha, 2021b; Mantelero, 2022; Prab-
hakaran et al., 2022). The 1948 Universal Declaration of Human Rights is the most 
translated document in history (UN, n.d.), whereas both International Covenants of 
Civil and Political Rights (ICCPR) and Economic Social and Cultural Rights (ICESC) 
have over 170 signatories (UN, 2023a, 2023b). Furthermore, unlike AI ethics frame-
works, human rights are enforceable and, therefore, more fitting to govern AI 
throughout its life cycle (Donahoe & Metzker, 2019; McGregor et al., 2019; Yeung 
et al., 2020; Smuha, 2020; Cobbe et al., 2020). The HRBA is of high relevance in 
Europe, where citizens are afforded protections both under the European Conven-
tion of Human Rights (ECHR, Coe, 1950) and the EU Charter of Fundamental Rights 
(CFREU). Lately, the EU has also adopted a fundamental rights-based, risk-driven 
approach to technology regulation (see GDPR, AI Act proposal). Finally, the grow-
ing relevance of the HRBA in technology governance relates to the trend of the 
gradual expansion of human rights obligations from states to businesses (UN, 
2011; OECD, 2018) and actors, such as cities (Oomen & Baumgärtel, 2018) and op-
erators of digital platforms (Digital Services Act, 2022). 

To understand the role of and opportunities for HRBA in the governance of smart 
city technologies, it is crucial to recognise that the emerging literature on HRBA 
and smart cities falls into two distinct streams, which do not always acknowledge 
and interact with one another. To transcend this disconnect, in our special issue we 
will introduce contributions in the context of two distinct human rights-based ap-
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proaches present in smart cities: HRBA by design and HRBA in cities. The former is 
informed by the European risk-based, fundamental rights-driven technology regu-
lation pioneered by the GDPR (see Hildebrandt, 2015; Gellert, 2017, 2021) and 
STS/human-computer interaction research on value-sensitive design (Winner, 
1980; Nissenbaum, 1998; Hildebrand & Koops, 2010; Hildebrandt, 2011, 2015; 
Friedman & Nissenbaum, 2021); whereas the city-centred HRBA draws from the 
discourses on human rights cities (Oomen & van den Berg, 2014; Oomen, Davis & 
Grigolo, 2016; Oomen & Baumgärten, 2018), rights to the city (Lefebvre, 2009; 
Harvey, 2008; Shaw & Graham, 2017; Cardullo et al., 2019) and digital rights (Mo-
rozov & Bria, 2018; Cities Coalition, 2018; D'Ignazio & Klein, 2020; Mattern, 2021). 

Human rights-based approach by design 

In by design HRBA, human rights protections are built into the technology design. 
This approach rests on the assumption that technology can embody values (Win-
ner, 1980; Friedman & Nissebaum, 1996; Lessig, 1999; Hildebrandt, 2015; Koulu, 
2021) and can be deliberately designed to reflect the values of choice (Friedman 
et al., 2013). Initially, the approach was pioneered through the privacy-by-design 
framework created by the Canadian privacy expert Ann Cavoukian (2009) and Gen-
eral Data Protection Regulation (GDPR), which introduced the principle of data 
protection by design. The central idea behind this approach is that both the organ-
isational and technical context for processing personal data need to uphold data 
protection principles and fundamental rights (GDPR, Art. 25). More recently, by de-
sign HRBA has been used for the governance of dual-use technologies and AI (Pen-
ney et al., 2018; Donahoe & Metzker, 2019), representing an approach to regulate 
algorithms (Ulbricht & Yeung, 2022). 

By design approaches should recognise and seek to impact the “social processes 
that shape design choices and the social consequences that follow the develop-
ment and deployment of technological systems” (Koulu, 2021, p. 87). In practical 
terms, by design HRBA can be executed through instruments such as human 
rights–based designs in AI (Aizenberg & van den Hoven, 2020), impact assessment 
methods (Edwards, 2016; Mantelero & Esposito, 2021; Selbst, 2021; Castets-Re-
nard, 2021; NIST 2023), algorithmic audits (CoE, 2017, Digital Services Act Art. 37), 
as well as evaluation and procurement measures (Donahoe & Metzker, 2019). 

By-design HRBA, in its risk-based form, is increasingly adopted in European policy-
making on AI (AI HLEG, 2019; CoE, 2021), and is reflected in the recent legislative 
initiatives for the EU AI Act proposal (2021) and the Digital Services Act (2022), as 
well as in the UK Online Safety Bill (2022). The by-design HRBA approach is also 
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evident in the Council of Europe’s very recent proposal for the Draft of the Conven-
tion on Artificial Intelligence, Human Rights, Democracy and The Rule Of Law 
(CoE, 2023), which aims to introduce human rights’ safeguards where the AI Act 
proposal is likely to fall short. 

While the by-design HRBA manifests an important step toward the technologies 
and policies that prioritise human rights, it is not clear how these emerging, par-
tially overlapping, legislative frameworks apply in the context of smart cities. Sev-
eral articles in this special issue address this problem. Hacker and Neyer (2023) 
explore the cumulative impact of the GDPR, non-discrimination law and the AI Act 
proposal, through the analytical lens of “substantial smartness” that emphasises 
the intertemporal relationship between citizen participation and the protection of 
fundamental rights in the smart city. The article by Lane (2023a) is the first one to 
investigate the impact of the recent EU proposal for a due diligence directive 
(2022) on smart city technologies. The directive would introduce binding preven-
tive corporate responsibility obligations on European businesses; Lane (2023a) 
analyses the relevance of the directive in the context of smart city AI systems and 
its alignment with the AI Act proposal. Both Hacker & Neyer’s (2023), and Lane’s 
(2023a) articles, focus on the temporal dimension of law and technology, con-
tributing to the emerging research on the temporality in AI and smart cities (Teo, 
2022; Kitchin, 2023a). 

Wernick et al. (2023) conducted a case study study of the practices of human rights 
protection by design and compliance in publicly funded smart city R&D projects in 
Finland with a focus on data protection. The study provides compelling evidence 
of the knowledge, design and localisation costs that drive European companies to-
wards participating in smart city projects in jurisdictions with fewer human rights 
safeguards. The authors provide policy recommendations for European govern-
ments, specifically, they call for the alignment of the EU policies for smart cities, 
fundamental rights-driven technology regulation and technology exports. 

The EU HRBA by design approach, even when mandated by law, is framed, on the 
one hand, by legal remedies to enforce it and, on the other hand, by constitutional 
protections for fundamental rights, such conditions for limitations of rights (CFREU 
Art. 52(1)). The scope of possible interferences in rights to privacy or data protec-
tion on the grounds of national security or law enforcement is determined by the 
proportionality principle (Brown & Korff, 2009; Dalla Corte, 2022). In his article, 
Mobilio (2023) evaluates the potential guardrails needed to allow for the use of fa-
cial recognition technology by law enforcement authorities through the lens of 
proportionality. He arrives at the conclusion that the data protection law and the 
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AI Act proposal do not offer sufficient safeguards for fundamental rights risks asso-
ciated with facial recognition and its disproportionate use in policing. The deploy-
ment of facial recognition technologies in policing is further addressed in the arti-
cle by Ramiro and Cruz (2023), who focus on the role of public-private partner-
ships in technology governance. In technology regulation, not all jurisdictions fol-
low the European fundamental-rights-driven route. Analysing the “grey zones of 
surveillance” executed by private companies, Ramiro and Cruz (2023) show how 
consumer protection law, and methods more closely connected to the HRBA in 
cities, strategic litigation and activism, have helped to limit the adoption of facial 
recognition technology in Brazil. 

Whereas the European regulatory HRBA approach is geared at mitigating the risks 
associated with technologies, an important tool for future-proofing the city is the 
proactive HRBA-by design approach (e.g., UN-Habitat, 2022), where the technology 
is deliberately designed not only to avoid breaches of fundamental and human 
rights, but also for their positive fulfilment. In this special issue, a study by Tu-
pasela et al. (2023) explores the challenges and means for developing data-driven 
decision-making systems for urban planning. The study draws on the existing 
smart city project in Finland that addresses the needs of the elderly citizens in 
cities, to illustrate how the developers of smart city technologies in Europe align 
the processes of protective HRBA by design (e.g., data protection and privacy com-
pliance) with the goals of proactive HRBA by design. The authors argue that Big 
Data may become a useful tool in urban planning when vulnerable groups are in-
cluded in the design processes and when the planners aim to narrow the digital 
age gap. 

Human rights-based approach in cities 

The European risk-based HRBA by design approach is geared towards mitigating 
technologies’ threats to fundamental rights as they are integrated into the fabric of 
the city. For example, under the GDPR, it would be difficult to legitimise systematic 
monitoring of a publicly accessible area on a large scale (Art. 35 GDPR). Yet, nor-
matively speaking, this form of HRBA is geared towards limiting the technology’s 
negative impact on human rights. However, it does not offer guidance with respect 
to the proactive fulfilment of human and fundamental rights through technology 
in an urban context. For example, it does not guide the development of technolo-
gies that narrow digital divides or facilitate the enjoyment of economic, social and 
cultural rights, such as rights to social security, (Art. 9 ICESC) or to take part in cul-
tural life (Art. 15 (a) ICESC) that requires positive actions from the state to fulfil. 
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In contrast, the HBRA in cities approach proposes more aspirational human rights-
informed city governance that often goes beyond cities’ constitutionally mandated 
legal obligations to commit to human and fundamental rights. This approach is in-
formed by three different discourses: human rights cities, human rights in smart 
cities and digital rights in smart cities. First, the human rights cities movement, 
which emerged in 1990’s focuses on the cities’ role in promoting and upholding 
human rights as actors distinct from nation states, that, under international law, 
are traditionally vested with human rights obligations: “A human rights city as an 
urban entity or local government that explicitly bases its policies, or some of them, 
on human rights as laid down in international treaties, and thus distinguishes it-
self from other local authorities” (Oomen & Baumgärtel, 2014, p. 1) Originally, the 
human rights cities did not deal with technology, but questions such as migrants’ 
rights (Grigolo, 2010; Oomen, 2019; Baumgärtel & Oomen, 2019). This stream of 
literature has received little attention in smart city research (cf. Kempin Reuter, 
2019), with the exception of Voorwinden and Ranchordas (2022), who have drawn 
attention to the role of municipalities in shaping the development of smart city 
technologies by exerting international influence through transnational networks 
and developing soft-law instruments for technology governance. The human rights 
cities often have “more social and political than purely legal” motivations to cham-
pion human rights (Oomen & Baumgärtel, 2014, p. 2), often relying on soft-law in-
struments (Oomen & Baumgärtel, 2018.) However, cities appear to emerge as nov-
el and remarkably active actors in international law. Dutch municipalities have 
even adopted policies that were more protective of undocumented migrants than 
those of the state and successfully protected them in court, displaying the role of 
cities as emerging actors in the field of international law (Oomen et al, 2021). This 
suggests that in the future, cities could adopt more human rights-friendly and en-
forceable technology policies than the government. 

The fulfilment of human rights in smart cities has drawn attention both from acade-
mics and international organisations, most importantly the UN. Galdon-Clavell 
(2013) and Kempin Reuter (2019, 2020) have drawn attention to the human rights 
implications of smart cities, and cities’ proactive attempts to empower their citi-
zens to participate in the selection and governance of technologies that are adopt-
ed by the municipality. However, the norms, values and tools proposed by the city-
centred digital rights initiatives like the UN-Habitat and the Cities Coalition for 
Digital Rights appear to be rather eclectic and much more ambitious than human 
rights frameworks would normally presuppose (see Cities Coalition for Digital 
Rights & UN-Habitat, n.d.; Calzada, 2021; Calzada et al., 2021). The reason for this 
eclecticism lies in the roots of this approach. These HRBAs are inspired by the aca-
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demic, policy and planning discourses on the right to the city (Lefevbre, 1968) and 
digital rights (Cardullo et al. 2019; Kitchin, 2022, 2023; Calzada, 2018, 2020). For 
example, The Digital Rights framework puts forward the notion of “people-centred 
smart cities” to “ensure that considerations over human rights in the digital space 
become as evident as human rights in the near future” (Cities Coalition for Digital 
Rights & UN-Habitat, n.d., p. 4). While they contain references to rights, which are 
legally protected in part of the jurisdictions, their aim is to codify the emerging 
digital human rights connected with smart cities and offer non-legal governance 
tools to municipalities and citizens (see Cities Coalition for Digital Rights & UN-
Habitat, n.d., pp. 4-5). 

As reaffirmed by a number of international frameworks, human rights should re-
ceive the same protection online and offline (CoE, 2015; UN Secretary General, 
2020; European Declaration on Digital Rights, 2022; UN-Habitat, 2022). The city-
centred HRBA intersects with two discourses surrounding digital rights. The first 
one stems from research on internet governance and focuses on technological in-
frastructures, such as centralised, multinational platforms’ role in regulating the 
online environment (Karppinen & Puukko, 2020) and upholding constitutional val-
ues against them to contain their power (Suzor et al, 2018; Suzor, 2020; Celeste, 
2019; De Gregorio, 2022; Kettemann, 2022; Celeste et al., 2022). Technology cor-
porations have been active in the smart city market: for example, Alphabet was be-
hind the infamous and failed Sidewalk Toronto/Quayside smart city (Goodman & 
Powles, 2019; Artyushina, 2020; Carr & Hesse, 2020). However, the governance of 
digital rights in smart cities must differ from those on media platforms because 
many smart city technologies would exist at the intersection of the digital and 
tangible world and are installed in an ad-hoc and decentralised manner. The work 
of civic organisations, like Cities Coalition for the Digital Rights (n.p.) and Open North 
(Pembleton et al., 2022; Qarri & Gill, 2022) demonstrate that the concept of digital 
rights are fragmentary: different cities and communities have proposed different 
sets of digital rights. In this special issue, Sanfilippo and Frischmann (2023) draw 
attention to the problem of polycentricity in the governance of US smart city ini-
tiatives. In their case studies, American university cities that implemented smart 
city solutions, provide rich data on value-driven and community-based approaches 
to the governance of smart city infrastructure. Christofi (2023) highlights the prob-
lem of the accumulation of human rights effects from legally compliant smart city 
projects and offers a useful comparison with environmental law, where cumulative 
harms are being addressed. On this basis, she proposes an impact assessment 
model to review the projects’ cumulative effects on citizens’ rights. Both Sanfilippo 
and Frischmann’s (2023), and Christofi’s (2023) studies, call for the greater involve-
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ment of communities in the design, decision-making and governance of smart 
cities; Sanfilippo and Frischmann (2023) offer examples of the technologies that 
have been dismantled or redesigned as they did not address the needs of the resi-
dents. 

The second digital rights discourse connected to HRBA, digital rights in smart cities, 
is framed by Henry Lefevbre’s (1968) concept of the right to the city. Applied in the 
context of smart cities, the right to the city and digital rights discourses represent 
a growing political movement that aims at countering the neoliberal and techno-
cratic dynamics in city governance (Shaw & Graham, 2017; Morozov & Bria, 2018; 
Kitchin et al., 2019; Galič & Schuilenburg, 2020): “The right to the city is a rallying 
cry for transformative political mobilization to create such a humanizing urbanism, 
a more emancipatory and empowering city” (Kitchin et al., 2019, p. 16). Re-
searchers point out that city infrastructure retrofitted with the smart city devices 
has become a new asset class (Morozov & Bria, 2018; Artyushina, 2023), and re-
versing the smart city paradigm would require the public ownership of digital and 
physical infrastructure (Green, 2019). Kitchin (2023b, p. 261) further notes: 

The transformation in the organisation and ethos of government by neo-
liberalism and the use of smart city technologies alters the social contract 
between the state and citizens. Neo-liberal citizenship moves away from 
inalienable rights and the common good towards individual autonomy, freedom 
of choice and personal responsibilities and obligations defined largely by 
market principles, with checks and balances that seek to limit excessive 
discrimination and exploitation. 

If smart cities represent a form of post-political governance (Vanolo, 2016; Moro-
zov, 2017; Carr & Hesse, 2020), then, digital rights activists argue, smart cities 
need to be politicised. Considerations of individual freedom and democracy must 
be brought to the centre to counter the risks posed by “platformisation, domination 
and privatisation” in smart cities (Goodman, 2020) The data feminism approach al-
so informs the digital rights movement as it calls for activists to use digital data 
proactively in establishing and protecting the rights of marginalised groups online 
and offline (D'Ignazio & Klein, 2020). 

It must be acknowledged that the rights-based approach, which the HRBA repre-
sents, is not the only means to mitigate harms associated with smart cities or 
foundations to develop imaginaries of urban futures. HRBAs can be criticised, for 
example, for neglecting collective dimensions and structural inequalities (Karp-
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pinen & Puukko, 2020; Yeung, 2019; Smuha, 2021a), atmospheric impacts of com-
pliant smart city technologies (Galič & Gellert, 2021), ethical and societal implica-
tions of technology (Mantelero, 2018) being too western, narrow or abstract 
(Smuha, 2021b), shortcomings of available remedies (Hacker, 2018; Hakkarainen, 
2021; Kosta, 2022) and misaligned typologies of harm with respect to risks posed 
by AI (Teo, 2022). Smart city technologies can also be governed by relying on alter-
native normative standards, such as welfare and democracy (Karppinen & Puukko, 
2020), justice-based approaches (Karppinen & Puukko, 2020; Taylor, 2017) and 
consumer privacy governance in US law (Jones, 2017; Guay & Birch, 2022; Solove 
Khan, 2019), along with governance of data as a right of speech in the US (Balkin, 
2015) and the capabilities-based approach (Sen, 1993; Nussbaum, 1997; Alexan-
der, 2004). 

In this special issue, Sanfilippo and Frischmann (2023) propose a “slow-gover-
nance” framework for smart cities informed by the governance of knowledge com-
mons framework and the capabilities approach. The slow governance framework 
aims to counter techno-solutionism associated with smart cities and foster human 
flourishing – a positive value beyond protections awarded by human rights. While 
this framework departs from the perceived legalism of HRBA, it has significant po-
tential in the jurisdictions that have not passed laws in support of HRBA by design, 
or when implementation of explicit HRBAs will face resistance or even risk. 

Policy lessons: Protecting human rights in smart cities 

Speaking from the legal perspective, the adoption of biometric, algorithmic and 
smart city technologies is a global phenomenon that has implications on a very 
wide spectrum of fundamental human rights. Often, smart city initiatives are justi-
fied by policy goals like efficiency, sustainability and a green transition (see Euro-
pean Commission, 2020; Moving FIRST Act 2021-2022). Yet, prioritising these val-
ues or placing all human rights under the umbrella of sustainability would be my-
opic as the deployment of smart city technologies may have drastic consequences 
to civil and political liberties. They may deprive entire communities of their rights 
to realise their social, economic and cultural goals. Furthermore, smart cities are 
also the terrain for the identification and fulfilment of digital rights. 

This special issue underscores the relevance of human rights-based approaches to 
the governance of the human rights impacts of smart city technologies. For analyt-
ical depth, it is crucial to distinguish the HRBA by design, where human rights 
compliance aims to be embedded in the technology design from HRBA in cities, 
which focuses on the role of cities as loci of respecting and fulfilling human rights. 

12 Internet Policy Review 12(1) | 2023



The articles in this special issue contain several important policy lessons. First, the 
implementation of HRBA-by-design in policy frameworks is a working tool that 
helps protect individual, collective and public interests in our rapidly digitised and 
automated cities (see Hacker & Neyer, 2023; Lane, 2023a). Second, the HRBA in 
cities approach may serve as a means to protect fundamental rights that do not of-
fer HRBA by design protections similar to the GDPR (see Sanfilippo & Frischmann, 
2023; Ramiro & Cruz, 2023). Third, implementing HRBA at the design stage can 
help develop technological tools that actually serve the needs of citizens (see Wer-
nick et al., 2023; Tupasela et al., 2023). Fourth, it is immensely important to ad-
dress the long-term, cumulative effects of smart city technologies, and there may 
be a practical necessity in adopting the regulatory approach that has been suc-
cessfully implemented in environmental law (see Christofi, 2023). 

The transition of technologies from cyberspace into city spaces has been far from 
seamless, and that is reflected in the still-developing HRBA-informed regulatory 
approaches. As we seek to future-proof our cities, we may accept, as a fact, that 
there will be no one-size-fits all approach to the governance of smart cities’ tech-
nologies. It is, however, important to keep implementing the national and suprana-
tional regulations of smart city technologies (e.g., EU AI Act, Corporate Responsi-
bility Act), as well as international guidelines (e.g., UN-Habitat) that help promote 
awareness about HRBA. On the municipal level, communities should take a proac-
tive approach to smart city governance and help formulate and realise their collec-
tive rights. 

Future-proofing the city in alignment with HRBAs requires law, governance and 
political action – the tools available depend on the context and jurisdiction. By-
design HRBA is dominant in the EU and, albeit imperfectly, enforceable there. The 
availability of legal remedies is critical for providing incentives to execute HRBAs 
and ensure sufficient level of protections (see Hildebrandt, 2015). Yet, even with-
out legal remedies to uphold HRBAs or their alternatives in the particular jurisdic-
tion, we expect these approaches to allow for the more ethical and future-proof 
adoption of smart city technologies than smart city executions drawing from ne-
oliberal and technosolutionist approaches (Morozov, 2013; Carr & Hesse, 2020). 

As showcased by Tupasela et al. (2023), Ramiro & Cruz (2023) and Christofi’s 
(2023) articles, HRBA by design and HRBA in cities are not mutually exclusive, but 
complementary. HRBA by design approaches, both in its risk-based and proactive 
forms, belong to the toolbox of HRBA in cities (UN-Habitat, 2022). Additionally, 
both approaches would benefit from further research on value-sensitive design 
concerning their execution in practice (Scott, 2008; Safransky, 2020; Koulu, 2021). 
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As demonstrated by articles by Hacker & Neyer (2023), Lane (2023a), Wernick et al. 
(2023) and Mobilio (2023), there is a need for further legal and socio-legal re-
search on the systematisation and coherence of European law- and policy-making 
concerning smart cities. It is of value to follow the developments on HRBA in cities 
relating to cities’ sovereignty to govern technology and emerging digital rights. Al-
though the impact of HRBA in cities often rests on policy-making rather than en-
forceable rights, it also represents the mobilisation of human rights in the local 
context (Nijman et al, 2023). Finally, it is valuable for the research community 
studying HRBAs and smart cities to acknowledge and explore the limitations of 
human rights as means to govern technology. When controlling the risks technolo-
gy poses to our society is impossible, due to the imperfections of the human rights 
framework, its impact on core societal values such as democracy (Smuha, 2021b), 
or shortcomings of known regulatory and governance tools, we maintain the op-
tion of exercising the precautionary principle (Clarke, 2005) and keeping it away 
from our streets. 
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