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Abstract

We consider a class of cooperative network games with transferable utilities in which players
interact through a probabilistic network rather than a regular, deterministic network. In this
class of wealth-generating situations we consider probabilistic extensions of the Myerson value
and the position value. For the subclass of probabilistic network games in multilinear form,
we establish characterizations of these values using an appropriate formulation of component
balancedness. We show axiomatizations based on extensions of the well-accepted properties of
equal bargaining power, balanced contributions, and balanced link contributions.

JEL code: C71, D85

Key words: Probabilisitic network game, the probabilistic Myerson value, the probabilistic
Position value, axiomatic characterization

1 Value theory and networks

Considering the e�ects of the introduction of communication networks into cooperative game the-
ory dates back to Myerson [13]. He introduced a perspective that networks represent communica-
tion structures that constrain interactions between players. �erefore, coalitions are only formable
or “feasible” if they are connected in the communication network. �ese con�gurations of a com-
munication network and a cooperative game with transferable utilities are known as communication

situations. Myerson considered the restrictions of standard cooperative TU-games on the class of
these feasible coalitions and investigated the Shapley value of these restricted games—subsequently
known as the Myerson value on the class of communication situations. Myerson showed that this
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value is completely characterized by the two properties of component balance and equal bargaining

power on the subclass of component e�cient communication situations.
A dualistic perspective on value allocation in communication situations was originally formu-

lated by Meessen [11] and subsequently developed by Borm et al [4]. In this approach, communica-
tion links rather than players are considered as the source of all generated wealth. �is transforms
the communication situation into a link game in which communication links act as players. �e
Shapley value of the link game now assigns fair values to all links in the communication network
based on the generated wealth . �e position value of a communication situation is now the equal
assignment of these Shapley link values to all constituting players of these links. �e position value
is completely characterized by component balance and the balanced link contribution property on the
subclass of component e�cient communication situations—as shown by Slikker [17].

In communication situations, the architecture of the communication network is not important.
Two di�erent networks inducing the same partition of the player set will yield an identical restricted
game and, hence, identical Myerson and position values. Jackson and Wolinsky [8] introduced
games in which value stems directly from the network rather than a coalition of players. �is is
referred to as a network game.

�e extension introduced by Jackson and Wolinsky represents a di�erent perspective on how
collective wealth is created. In a network game, the network facilitates the creation of value, rather
than constrains it. So, unlike for communication situations, in a network game all value emanates
from the facilitated interaction between players in the network. In this perspective, the formation
or deletion of links a�ects wealth generation directly and, therefore, is rather consequential for the
analysis of value allocation in these network games.

Allocation rule extensions for network games were pursued by Jackson and Wolinsky [8] for the
Myerson value and by Slikker [18] for the position value. Both extensions can be characterized for
component e�cient network games by straightforward extensions of the same fundamental axioms
as used in the axiomatizations developed for component e�cient communication situations.

Probabilistic extensions. �e notion of a probabilistic network has been introduced by Calvo et
al. [5] in the context of communication situations. In a probabilistic network, every link’s formation
is probabilistic and forms with a given link formation probability1. All link formation probabilities
are assumed to be independent, which allows for a natural determination of the probability with
which a network actualises. �e value of any coalition is then the expected value of the �xed value
based on the restricted game created for all possible randomly created networks on that coalition.
�is framework is referred to as a probabilistic communication situation.

Calvo et al. [5] considered extensions of the Myerson and position values to the class of prob-
abilistic communication situations. �ey used probabilistic extensions of the familiar axiomatic
properties of component balancedness, and equal bargaining power2 to characterize the extension
of the Myerson value to the class of probabilistic communication situations.

1Probabilistic network Games have also been studied in the context of non-cooperative Games (see, e.g., Billand et
al. [1] and the references therein.)

2�e later property is denoted as “fairness” in Calvo et al. [5], following Myerson [13]’s terminology adopted in his
seminal paper on communication situations.
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Gomez et al. [7] consider a further generalization of the probabilistic framework considered in
Calvo et al. [5]. �ey dispense with the independence assumption and consider any arbitrary proba-
bility distribution on the set of all possible networks involving all players. Hence, the probability of
the formation of a certain network is no longer assumed to be based on independent link formation
probabilities. �is is referred to as a generalized probabilistic communication situation. �ey extend
the Myerson value and characterize it on the class of component e�cient generalized probabilistic
communication situations using appropriate extensions of the component balance and equal bar-
gaining power properties. Ghintran et al. [6] de�ne and similarly characterize an extension of the
position value to such generalized probabilistic communication situations.

Extension to probabilistic network games. In this paper we extend Calvo et al. [5]’s concep-
tion of a probabilistic network to the realm of network games. In a communication situation, the
network specifying the communication restrictions is given. Calvo et al. assigned a probability dis-
tribution over the set of all possible networks. Here, we extend this reasoning to network games in
which formed links facilitate wealth creation rather than constrain it. Hence, even though links are
formed probabilistically, the generated network as a whole determines the wealth that is generated.
�is allows the incorporation of widespread externalities from the network architecture. We refer
to this class of wealth generating frameworks as probabilistic network games.

�roughout, we assume—à la Calvo et al. [5]—that each link between two arbitrary players is
formed according to a pre-speci�ed link probability. A probabilistic network game now assigns
to each con�guration of link probabilities a value. �is implies that we take full account of the
di�erent probabilistic con�gurations on all potential links. �is captures widespread externalities
that di�erent probabilities of a link forming a�ect the overall wealth generated in the resulting
situation.

A practical example of probabilistic network games is airline code sharing networks. Passengers
travelling on intercontinental �ights o�en use multiple airlines who have code sharing agreements
with one another. �e passenger pays an up-front fee which is divided among the relevant code
sharing airlines according to a given allocation rule. But given the competition among airlines, these
links are o�en unstable with airlines terminating existing agreements and forming new agreements.
�is probabilistic recon�guration a�ects overall performance of the network.

�roughout we limit ourselves to probabilistic network games that are component e�cient. �is
requirement imposes that externalities only extend to components of the probabilistic network and
that there are no widespread externalities across such components. �is seems a natural restriction,
since wealth is created through links between players as an omission of such links prevents such
wealth to be generated.

Probabilistic values and their characterizations. Within our extended framework of proba-
bilistic network games, we consider appropriate extensions of the Myerson and position values—
denoted as probabilistic Myerson and position values. �ese probabilistic values are introduced as
the expected allocated values over all possible network games that can emerge from a probabilistic
network game. �is straightforwardly follows and extends the approach to de�ning probabilistic
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values followed by Calvo et al. [5] as well as Gomez et al. [7].
To properly develop a characterization of the probabilistic Myerson and position values, we

restrict ourselves to the subclass of so-called multilinear probabilistic network games which take a
multilinear form. In particular, multilinear probabilistic network games are founded on the use of
Owen’s [14, 15] conception of the multilinear extension of a cooperative game. In Owen’s seminal
formulation, each player joins a coalition with a given probability. Now, the multilinear extension is
the resulting expectation of the collective wealth generated by that particular probabilistic coalition.
We use a similar formulation to derive a probabilistic network game as the multilinear form of the
underlying network game, given the probabilities that links between are formed in the probabilistic
network.

On the subclass of multilinear probabilistic network games we are able to fully develop and im-
plement characterizations of the probabilistic Myerson and position values, extending the insights
developed in Calvo et al. [5] as well as Slikker [18]. In particular, we show that (1) the probabilistic
Myerson value is the unique probabilistic network allocation rule satisfying component balance as
well as equal bargaining power; (2) the probabilistic Myerson value is the unique probabilistic net-
work allocation rule satisfying component balance as well as the balanced contributions property;
and (3) the probabilistic position value is the unique probabilistic network allocation rule satisfying
component balance as well as the balanced link contributions property.

Outline of the paper: �e rest of the paper is as follows. In Section 2, we discuss the notation
and terminology related to (deterministic) network games. Subsequently, we introduce the appro-
priate notion of a probabilistic network and a probabilistic network game. Finally, we introduce
the subclass of multilinear probabilistic network games, using a multilinear extension formulation.
Section 3 considers the probabilistic Myerson value as an appropriate extension of the de�nition
introduced by Calvo et al. [5] to the class of multilinear probabilistic network games. We also
show the two main characterizations of this probabilistic Myerson value. Section 4 introduces our
notion of the probabilistic position value to the class of multilinear probabilistic network games.
We establish the main characterization of this probabilistic position value founded on component
balancedness and the balanced link contributions property. Section 5 concludes.

2 Probabilistic Networks and Games

�roughout this paper, we let N = {1, 2, . . . ,n} be a �nite, �xed set of players. Given the player set
N , a link between two distinct players i and j is denoted by ij = {i, j}. Clearly a link ij represents
an undirected relationship between two players in the sense that ij is equivalent to ji .

�e collection of all possible links is determined as дN = {ij | i, j ∈ N and i , j}, and can also
be referred to as the complete network on N . A network д is any collection of links д ⊆ дN . �e set
of all possible networks on N is GN , i.e., GN = {д | д ⊆ дN }. �e network д0 = � is the network
without any links, referred to as the empty network. Let the number of links in a network д be
denoted by #д. Clearly, #дN =

(n
2
)
=

n(n−1)
2 .

For every network д ∈ GN and every player i ∈ N we denote i’s neighborhood in д by Ni (д) =
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{j ∈ N | j , i and ij ∈ д} as the set of players with whom i is directed linked in д. Also, denote
ni (д) = #Ni (д). Alternatively, i’s neighborhood can be represented by her link set Li (д) = {ij ∈ д |
j ∈ Ni (д)} ⊆ д.

We also de�ne N (д) = ∪i ∈NNi (д) ⊆ N as the set of connected players in д and let n(д) = #N (д)
with the convention that if N (д) = �, we let n(д) = 1.3 Furthermore, n(д) will be referred to as size
of the network д.

A path in д connecting i and j is a set of distinct players {i1, i2, . . . , ip } ⊆ N (д) with p > 2 such
that i1 = i , ip = j, and {i1i2, i2i3, . . . , ip−1ip } ⊆ д. We say i and j are connected to each other if a path
exists between them and they are disconnected otherwise.

�e network д′ ⊆ д is a component of д if for all i ∈ N (д′) and j ∈ N (д′), i , j, there exists
a path in д′ connecting i and j and for any i ∈ N (д′) and j ∈ N (д), ij ∈ д implies ij ∈ д′. In
other words, a component is simply a maximally connected subnetwork of д. We denote the set of
network components of the network д by C(д).

�e set of players that are not connected in the network д are collected in the set of isolated
players in д denoted by N0(д) = N \ N (д) = {i ∈ N | Ni (д) = �}.

Furthermore, for any д ∈ GN and S ⊆ N , we introduce a subnetwork д |S as the restric-
tion of д on the player set S . Formally, we let д |S = д ∩ дS = {ij ∈ д | i, j ∈ S} where
дS = {ij ∈ дN | i, j ∈ S ⊆ N and i , j}.

Finally, for д ⊆ дN and д′ ⊆ дN \д, let д + д′ denote the network д ∪ д′. Similarly, for д′ ⊆ д, let
д − д′ denote the network д\д′.

2.1 Network games and allocation rules

Under the framework investigating the allocation of transferable utility in a network pioneered by
Jackson and Wolinsky [8], we introduce our main framework.4

De�nition 2.1 A network game is de�ned as a function w : GN → R such that the following two

properties are satis�ed:

(i) w(д0) = 0, and

(ii) Component additivity: For every network д ∈ GN :

w(д) =
∑

h∈C(д)

w(h) (2.1)

�e space of all network games is denoted by HN , which is a �nite dimensional Euclidean vector space.

Component additivity imposes that there are no widespread externalities across di�erent compo-
nents in a network. Hence, wealth is cooperatively created strictly between and among connected
players only. Isolated players do not generate any wealth and do a�ect the wealth created by other
players either.

3We emphasize here that if N (д) , �, we have that n(д) > 2. Namely, in those cases the network has to consist of at
least one link.

4�roughout this paper, we follow the suggested notational and naming convention in Jackson [9] and Borkotokey
et al.[3].
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Network allocation rules: A network allocation rule is de�ned as a functionY : GN ×HN → RN

which determines how the collective value generated within a certain given network д ∈ GN under
network gamew ∈ HN is distributed over the individual players i ∈ N . In particular, Yi (д,w) is the
payo� to player i in the network д under the network game v .

In this paper we investigate extensions of two prominent network allocation rules. Myerson
[13] seminally investigated the Shapley value for component additive communication situations.
Jackson and Wolinsky [8] extended this allocation rule to the se�ing of network games.

�e second prominent allocation rule is based on a dualistic approach to the allocation of gener-
ated wealth in a communication network, namely through the assignment of an allocated value to
each link rather than to each player, which are subsequently fairly divided among the two constitut-
ing players on each link. �is was developed by Borm et al. [4] and Slikker [17] for communication
situations and extended by Slikker [18] to network games.

De�nition 2.2 We de�ne the following two allocation rules on GN × HN :

(a) �e Myerson allocation rule is the network allocation rule Ym : GN × HN → RN given by

Ym
i (д,w) =

∑
S ⊆N \{i }

(w(д |S∪i ) −w(д |S ))

(
|S |!(n − |S | − 1)!

n!

)
. (2.2)

for every д ∈ GN andw ∈ HN .

(b) �e position allocation rule is the network allocation rule Yp : GN × HN → RN given by

Y
p
i (д,w) =

1
2

∑
i j ∈д

∑
д′⊆д\i j

(#д′!) (#д − #д′ − 1)!)
(#д!)

(w(д′ + ij) −w(д′)) (2.3)

for every д ∈ GN and v ∈ HN .

Component additivity of w ∈ HN immediately implies that isolated players i ∈ N0(д) in a network
д ∈ GN contribute nothing to the generated wealth in the network underw , resulting in Ym

i (д,v) =

Y
p
i (д,v) = 0.

De�nition 2.3 Let Y : GN × HN → RN be some network allocation rule on player set N .

(a) Allocation rule Y is component balanced if for everyw ∈ HN and every д ∈ GN it holds that∑
i ∈N (h) Yi (д,w) = w(h) for every component h ∈ C(д).

(b) Allocation rule Y satis�es equal bargaining power if for every network д ∈ GN , every value
functionw ∈ HN , and all players i, j ∈ N such that ij ∈ д :

Yi (д,w) − Yi (д − ij,w) = Yj (д,w) − Yj (д − ij,w) (2.4)

(c) Allocation ruleY satis�es the balanced contributions property if for every networkд ∈ GN ,
every value functionw ∈ HN , and for all players i, j ∈ N

Yi (д,w) − Yi
(
д − Lj (д),w

)
= Yj (д,w) − Yj (д − Li (д),w) (2.5)
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(d) Allocation rule Y satis�es the balanced link contributions property if for every network

д ∈ GN , every value functionw ∈ HN , and for all players i, j ∈ N∑
jk ∈Lj (д)

(Yi (д,w) − Yi (д − jk,w)) =
∑

ik ∈Li (д)

(
Yj (д,w) − Yj (д − ik,w)

)
(2.6)

�ese properties have been used to characterize the Myerson allocation rule and the position allo-
cation rule introduced above. Jackson and Wolinsky [8] showed that the Myerson allocation rule is
the unique network allocation rule satisfying both component balance and equal bargaining power.
Slikker [18] showed that the Myerson allocation rule is also the unique network allocation rule sat-
isfying component balance and the balanced contributions property.

Slikker [18] also showed that the position allocation rule is the unique network allocation rule
satisfying component balance as well as the balanced link contributions property. �is result is a
dual insight to Slikker’s characterization of the Myerson allocation rule.

�ese properties are collected in the following proposition:

Proposition 2.4 Let Y : GN × HN → RN be some network allocation rule. �en the following prop-

erties hold:

(i) Jackson and Wolinsky [8]: Y = Ym if and only if Y is component balanced and Y satis�es

the equal bargaining power property.

(ii) Slikker [18]: Y = Ym if and only if Y is component balanced and Y satis�es the balanced

contributions property.

(iii) Slikker [18]: Y = Yp if and only if Y is component balanced and Y satis�es the balanced link

contributions property.

2.2 Probabilistic network games

In the realm of network games, the interaction between players is considered to be fully determin-
istic. One either has a relationship or not. Here we turn to the more general framework in which
relationships are no longer fully deterministic, but rather probabilistic. Hence, two players interact
through a relationship that might break down or fail with a certain probability. �is framework
introduces essentially a transaction cost perspective on network formation in which links might
fail to materialise under high cost stresses.

Probabilistic networks: Formally, a probabilistic network on player set N = {1, . . . ,n} is a func-
tion p : дN → [0, 1] that assigns to every link ij ∈ дN a probability pi j ∈ [0, 1] that the link is
forming.

�ese probabilities are assumed to be independent. Hence, the probability of network д ∈ GN

forming is given by

µ(д,p) =
∏
i j ∈д

pi j ×
∏
i j<д

(1 − pi j ).
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In this fashion the probabilistic network p generates a probability distribution µ(·,p) on the set of
all possible (regular) networks GN . When there is no ambiguity of the player set N , we denote the
probabilistic network simply by the probability function p. We introduce PN = {p : дN → [0, 1]} =
[0, 1](

n
2) as the set of all probabilistic networks on the player set N .

�ere are two extreme probabilistic networks: p0 ∈ P
N de�ned by p0(ij) = 0 for all ij ∈ дN

represents the empty probabilistic network in which almost surely no links are formed; andpN ∈ PN

de�ned by pN (ij) = 1 for all ij ∈ дN is the complete probabilistic network in which all links are
almost surely formed.

For a probabilistic network p ∈ PN , the support of p—denoted by д(p)—is the network con-
sisting of links that form with positive probabilities: д(p) = {ij ∈ дN | pi j > 0} ∈ GN . Clearly,
д(p0) = д0 = � and д(pN ) = дN .

It is easy to see that the set of all networks GN is a subclass of the set of probabilistic networks
PN . Indeed, for each д ∈ GN , we can de�ne a function eд : дN → R by eд(ij) = e

д
i j = 1, if ij ∈ д,

and eд(ij) = e
д
i j = 0, otherwise. Clearly eд ∈ PN is a probabilistic network descriptor of the

(determinstic) network д ∈ GN . �us, with an abuse of notations we have GN ⊆ PN .
A subnetwork of a probabilistic network p ∈ PN is any probabilistic network p ′ ∈ PN such

that p ′i j ∈ {0,pi j } for all ij ∈ дN . �erefore, each probabilistic network p induces 2#д(p) probabilistic
subnetworks.

For a regular network h ∈ GN we de�ne the corresponding (probabilistic) subnetwork as ph ∈
PN de�ned by phi j = min{pi j , ehi j }. Note that for each h ⊂ д(p) : д(ph) = h.

Two players i and j are connected in the probabilistic network p ∈ PN if i and j are connected
in its support д(p). Hence, i and j are connected if with a positive probability there exists a path
between them in a realisation h ⊂ д(p) of the probabilistic network p.

A component in a probabilistic network p is a maximally connected subset of N . Hence, the
components of p are simply the components C(д(p)) of its support д(p). For each component h ∈
C(д(p)), the probabilistic subnetwork ph ∈ PN is a probabilistic component of p.

Probabilistic network games and allocation rules. We generalise the concept of a network
game from the domain of regular, deterministic network to the extended domain of probabilistic
networks.

De�nition 2.5 A probabilistic network game is a function v : PN → R such that the following

two properties hold:

(i) v(p0) = 0, and

(ii) Component additivity: for all p ∈ PN :

v(p) =
∑

h∈C(д(p))

v
(
ph

)
. (2.7)

�e space of all probabilistic network games is denoted by VN .

8



As before, component additivity imposes the conception that wealth is only created among con-
nected players. Isolated players that have zero probability is being connected to any other player
are, therefore, assumed to not participate in any wealth creation. Widespread externalities are ex-
cluded beyond components in the probabilistic network.

We can now introduce the main object of our analysis, namely the allocation of generated
wealth in a probabilistic network game. A probabilistic network allocation rule is now introduced
as a function Ψ : VN × PN → RN that allocates the collective wealth produced from a probabilistic
network game within a given probabilistic network among all its constituting players.

�e allocation rule Ψ is component balanced if for every probabilistic network game v ∈ VN

and every probabilistic network p ∈ PN it holds that∑
i ∈N (h)

Ψi (v,p) = v(p
h) (2.8)

for all components h ∈ C(д(p)). �is de�nition is valid due to the assumed component additiv-
ity of each probabilistic network game, implying in particular that the allocation rule is balanced
in the sense that

∑
i ∈N Ψi (v,p) = v(p) for every probabilistic network game v ∈ VN and every

probabilistic network p ∈ PN .

2.3 Multilinear probabilistic network games

Our analysis will focus on a speci�c subclass of probabilistic network games that are closely asso-
ciated with regular network games.

De�nition 2.6 Let w ∈ HN be a network game. �en we de�ne vw : PN → R where for every

probabilistic network p ∈ PN :

vw (p) =
∑

д⊆д(p)

w(д) · µ(д,p) where µ(д,p) =
∏
i j ∈д

pi j ×
∏
i j<д

(1 − pi j ). (2.9)

We �rst show the following property, which allows us to show that the de�ned framework is con-
sistent and de�nes an appropriate subclass of probabilistic network games. Furthermore, the next
property allows us to extend the Myerson and position allocation rules from the realm of network
games into the se�ing of probabilistic network games.

Lemma 2.7 For every network game w ∈ HN consider the constructed mapping vw : PN → R. �en

it holds that for every network h ∈ GN and every probabilistic network p ∈ PN :

vw (p
h) =

∑
д⊂д(p)

µ(д,p) ·w(д ∩ h) (2.10)

Proof. For multilinear forms we state the following well-known property that, for every m > 2,
any �nite set M = {1, 2, · · · ,m} and numbers {x1, · · · ,xm} ⊂ [0, 1] it holds that

∑
T ⊆M

[∏
i ∈T

xi
∏
i<T

(1 − xi )

]
= 1. (2.11)
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Let w ∈ HN . Furthermore, let p ∈ PN and h ⊂ д(p) be given. Clearly, it holds that д(ph) = h. Now,∑
д⊆д(p)

w(д ∩ h) µ(д,p) =
∑

д⊆д(p)

w(д ∩ h)
∏
i j ∈д

pi j
∏
i j<д

(1 − pi j )

=
∑

д⊆д(p)

w(д ∩ h)


∏

i j ∈д∩h

pi j
∏

i j ∈h\д∩h

(1 − pi j )
∏

i j ∈д\д∩h

pi j
∏

i j ∈д(p)\д∪h

(1 − pi j )


=
∑

д⊆д(p)

w(д ∩ h)


∏

i j ∈д∩h

pi j
∏

i j ∈д(ph )\д∩h

(1 − pi j )
∏

i j ∈д\д∩h

pi j
∏

i j ∈д(p)\д∪h

(1 − pi j )


=
∑

д⊆д(ph )

w(д ∩ h) · µ(д ∩ h,ph)


∑

д′⊆д(p)\h


∏
i j ∈д′

pi j
∏

i j ∈д(p)\д′∪h

(1 − pi j )



=
∑

д⊆д(ph )

w(д) · µ(д,ph) · 1 =
∑

д⊆д(ph )

w(д) · µ(д,ph)

where the second to last step from below is valid due to (2.11).
Hence, we have shown that for the mapping vw de�ned in (2.9) it holds that

vw (p
h) =

∑
д⊆д(ph )

w(д) · µ(д,ph) =
∑

д⊂д(p)

w(д ∩ h) · µ(д,p)

�is completes the proof of the assertion.

�e following lemma links the constructed extension of a network game to that of a probabilistic
network game.

Lemma 2.8 For every network gamew ∈ HN , it holds that vw ∈ VN .

Proof. Let w ∈ HN and by de�nition of vw , it now holds that

vw (p0) =
∑

д⊂д(p0)

w(д) · µ(д,p0) = w(д0) · µ(д0,p0) = 0.

Furthermore, from the component additivity of w we derive that

∑
h∈C(д(p))

vw
(
ph

)
=

∑
h∈C(д(p))


∑

д⊂д(ph )

w(д) · µ(д,ph)

 =
∑

h∈C(д(p))


∑

д⊂д(p)

w(д ∩ h) · µ(д,p)


=

∑
д⊂д(p)

∑
h∈C(д(p))

w(д ∩ h) · µ(д,p) =
∑

д⊂д(p)

µ(д,p) ·


∑

h∈C(д(p))

w(д ∩ h)


=

∑
д⊂д(p)

µ(д,p) ·


∑

h′∈C(д)

w(h′)

 =
∑

д⊂д(p)

µ(д,p) ·w(д) = vw (p)

10



where we use Lemma 2.7 in the second step in the derivation above. �is shows that vw indeed is
component additive and, therefore, vw ∈ VN .

Lemma 2.8 shows that the constructed function associated to a network game is actually a prob-
abilistic network game. �is construction refers and compares to the multilinear extension of a
standard cooperative game seminally developed by Owen [15]. �e assertion of Lemma 2.8 allows
us to introduce the following formalisation of this multilinear extension.

De�nition 2.9 For every network gamew ∈ HN , the associated probabilistic network gamevw ∈ VN

is called the multilinear extension ofw .

A probabilistic network game v ∈ VN is called a multilinear probabilistic network game if there
exists a network gamew ∈ HN such that v = vw . For a multilinear probabilistic network game v , the

corresponding network gamew such that v = vw is also denoted as an associated network game.

�e subclass of all multilinear probabilistic network games is denoted byWN = {vw | w ∈ H
N } ⊂ VN .

Note that in the assertion of Lemma 2.7, when in particular h = дN , we arrive at ph = pдN = p

for each p ∈ PN and, therefore, Lemma 2.7 reverts back to (2.9). �is shows the consistency of the
de�nitions underpinning the subclassWN of multilinear probabilistic network games.

Multilinearity and allocation rules. Given a network allocation rule Y : GN × HN → RN , we
de�ne the associated probabilistic network allocation rule ΨY : WN × PN → R on the classWN of
multilinear probabilistic network games as

ΨY ,i (vw ,p) =
∑

д⊆д(p)

[Yi (д,w) · µ(д,p) ] (2.12)

where w ∈ HN is the associated network game of vw ∈ WN .
Next we show that on the class of multilinear probabilistic network games, the associated prob-

abilistic network allocation rule of any component balanced allocation rule is component balanced
as well.

Proposition 2.10 For any component balanced network allocation rule Y : GN × HN → RN , the
associated probabilistic network allocation rule ΨY : WN × PN → RN is component balanced on the

class of multilinear probabilistic network gamesWN ⊂ VN .

Proof. Consider a multilinear probabilistic network gamevw ∈ WN ⊂ VN with associated network
game w ∈ HN . Now, clearly, both w and vw are component additive by assumption.
Let p ∈ PN be some probabilistic network. Take any component h ∈ C(д(p)) and any arbitrary
subnetwork д ⊆ д(p). In this subnetwork, there are no links, by de�nition, between any member
i ∈ N (h) and j ∈ N \N (h).
So, with regard to the players in N (h), their corresponding subnetwork in д—given by д ∩ h—
is e�ectively a subset of h. �erefore, by the component additivity of w and component balance

11



property of the allocation rule Y , it follows that
∑

i ∈N (h) Yi (д,w) = w(д ∩ h). Hence, by Lemma 2.7
it follows that∑

i ∈N (h)

ΨY ,i (vw ,p) =
∑

i ∈N (h)

∑
д⊆д(p)

Yi (д,w) · µ(д,p) =
∑

д⊆д(p)

∑
i ∈N (h)

Yi (д,w) · µ(д,p)

=
∑

д⊆д(p)

µ(д,p)


∑

i ∈N (h)

Yi (д,w)

 =
∑

д⊆д(p)

µ(д,p) ·w(д ∩ h) = vw
(
ph

)
.

Finally, if i ∈ N is an isolated node in p in the sense that pi j = 0 for every j , i , then for every
network д ⊂ д(p) it has to hold that Ni (д) = �. �is, in turn, implies that Yi (д,w) = 0 and, hence,
ΨY ,i (vw ,p) = 0.
�is completes the proof.

�roughout the next sections of the paper, we focus mainly on extensions of the Myerson and
position allocation rules to our se�ing. Component additivity as well as the component balance
property of these particular llocation rules implies that the class of multilinear probabilistic network
gamesWN ⊂ VN seems the proper universe on which to consider these extensions.

3 �e Probabilistic Myerson Value

We investigate the probabilistic network allocation rule based on the Myerson network allocation
rule Ym , using the extension method (2.12) formulated in the previous section.

De�nition 3.1 �e probabilistic Myerson value is de�ned as the probabilistic network allocation

rule Ψm : WN × PN → RN such that for every player i ∈ N , every multilinear probabilistic network

game vw ∈ WN with associated network gamew ∈ HN , and every probabilistic network p ∈ PN :

Ψm
i (v,p) =

∑
д⊆д(p)

Ym
i (д,w) · µ(д,p) =

∑
д⊆д(p)

Ym
i (д,w)

(∏
i j ∈д

pi j ·
∏
i j<д

(1 − pi j )

)
(3.1)

Clearly, for every p ∈ PN , the probabilistic Myerson value is the expectation of the Myerson net-
work allocation rule Ym for the induced probability distribution µ(·,p) : GN → [0, 1].

Prior to investigating the properties of the probabilistic Myerson value, we link this probabilistic
network allocation rule to the well-known construction of the original Myerson value as a Shapley
value of an appropriately constructed cooperative game as seminally set out by Myerson [13].

Cooperative games and the Myerson value. We recall that a cooperative game on the player
set N = {1, . . . ,n} is a function σ : 2N → R that assigns a worth σ (S) to every coalition S ⊆ N

such that σ (�) = 0. �e function σ is also called a characteristic function of this game [15].
A vector x ∈ RN is an imputation of the cooperative game σ if

∑
i ∈N xi = σ (N ). A well-known

axiomatic rule that assigns to every game σ some well-constructed imputation ϕ(σ ) ∈ RN was

12



introduced by Shapley [16]. �is Shapley value is de�ned by

ϕi (σ ) =
∑

S ⊆N \{i }

(|S |)!(n − |S | − 1)!
n!

[σ (S ∪ {i}) − σ (S)] . (3.2)

�e Shapley value has been characterized through multiple sets of axioms. Shapley [16] introduced
the �rst axiomatization of this value, which is founded on e�ciency, symmetry, null player property
and additivity/linearity.

With regard to the Myerson network allocation rule Ym introduced before, we note that by
comparing (3.2) and (2.2), clearly, for every network game w ∈ HN

Ym
i (д,w) = ϕi (σ

w
д ) (3.3)

where the restricted game is de�ned by

σwд (S) = w(д |S ). (3.4)

We can express the probabilistic Myerson value as the Shapley value of a certain well-constructed
cooperative game, as the next proposition shows.

Proposition 3.2 Given a multilinear probabilistic network game vw ∈ WN with associated network

game w ∈ HN and probabilistic network p ∈ PN , the probabilistic Myerson value Ψm(vw ,p) is the

Shapley value of the cooperative game σp : 2N → R given by

σp (S) =
∑

д⊆д(p)

w(д |S ) · µ(д,p) (3.5)

Proof. Using (3.4), we derive that

σp (S) =
∑

д⊆д(p)

σwд (S) · µ(д,p).

By the linearity property of the Shapley value and applying (3.3),

ϕi (σ
p ) =

∑
д⊆д(p)

ϕi
(
σwд

)
· µ(д,p) =

∑
д⊆д(p)

Ym
i (д,w) · µ(д,p).

�is completes the proof of the assertion.

3.1 An axiomatization of Ψm using equal bargaining power

Our �rst axiomatization of the probabilistic Myerson value extends the axiomatization of the Myer-
son network allocation rule of Jackson and Wolinsky [8] to our probabilistic framework. �is calls
for a de�nition of the axiom of equal bargaining power. Given p ∈ PN and every ij ∈ дN , we de�ne
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the probabilistic network p−i j ∈ PN given by

p−i jkl =

{
pkl if kl , ij;
0 if kl = ij .

We are now able to de�ne the axiom of equal bargaining power to our se�ing.

De�nition 3.3 A probabilistic network allocation rule Ψ : WN ×PN → RN satis�es equal bargain-
ing power if for every vw ∈ WN with associated network gamew ∈ HN and every p ∈ PN :

Ψi (vw ,p) − Ψi (vw ,p
−i j ) = Ψj (vw ,p) − Ψj (vw ,p

−i j ) (3.6)

for every i, j ∈ N with i , j.

In Jackson and Wolinsky [8], the two axioms of component balance and equal bargaining power are
stated in the context of network games. Jackson and Wolinsky showed there that these two axioms
are su�cient to characterize the Myerson network allocation rule Ym .

Next, we �rst prove that the probabilistic Myerson value satis�es the two stated axioms. �en,
we prove that the probabilistic Myerson value is the unique probabilistic network allocation rule
satisfying these two axioms and, therefore, that these axioms provide a complete characterization
of the probabilistic Myerson value. In doing so, we shall proceed following the methodology set
out in Calvo et al. [5].

Proposition 3.4 �e probabilistic Myerson value satis�es the equal bargaining power property.

Proof. Let vw ∈ WN be a probabilistic network game with associated network game w ∈ HN

and let p ∈ PN be a probabilistic network. Let i, j ∈ N such that i , j and pi j > 0. De�ne
ρ = σp − σp

−i j : 2N → R as a derived game of coalitional di�erentials.

We outline the strategy of our proof. First, we show that for all S ⊆ N \{i, j}, it holds that ρ(S∪{i}) =
ρ(S ∪ {j}). �is implies that i and j are symmetric in the cooperative game with characteristic
function ρ. �erefore, by the symmetry property of the Shapley value [16], ϕi (ρ) = ϕ j (ρ) and,
hence, ϕi (σp − σp

−i j
) = ϕ j (σ

p − σp
−i j
). Now, applying the additivity axiom of the Shapley value

stated in [16], ϕi (σp ) − ϕi (σp
−i j
) = ϕ j (σ

p ) − ϕ j (σ
p−i j ). Finally, applying Proposition 3.2 completes

the proof.
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We �rst show that ρ(S ∪ {i}) = 0. Analogously, it follows that ρ(S ∪ {j}) = 0.

ρ(S ∪ {i}) = σp (S ∪ {i}) − σp
−i j
(S ∪ {i})

=
∑

д⊆д(p)

w(д |S∪{i }) · µ(д,p) −
∑

д⊆д(p)

w(д |S∪{i }) · µ
(
д,p−i j

)
=

∑
д⊆д(p)

w(д |S∪{i })
(
µ(д,p) − µ

(
д,p−i j

) )
=

∑
д⊆д(p) : i j ∈д

w(д |S∪{i })
(
µ(д,p) − µ

(
д,p−i j

) )
+

+
∑

д⊆д(p) : i j<д

w(д |S∪{i })
(
µ(д,p) − µ

(
д,p−i j

) )
.

Recall that for all probabilistic networks p ∈ PN we have that µ(д,p) =
∏

i j ∈д pi j ·
∏

i j<д(1 − pi j ).
Now, if ij ∈ д, p−i ji j = 0 and hence µ

(
д,p−i j

)
= 0. On the other hand, if ij < д,

µ
(
д,p−i j

)
=
µ(д,p)

1 − pi j
.

Hence, if ij < д it holds that

µ(д,p) − µ
(
д,p−i j

)
= µ(д,p) −

µ(д,p)

1 − pi j
=
−pi j

1 − pi j
µ(д,p). (3.7)

�erefore,

ρ(S ∪ {i}) =
∑

д⊆д(p) : i j ∈д

w(д |S∪{i })µ(д,p) −
∑

д⊆д(p) : i j<д

w(д |S∪{i })
pi j µ(д,p)

1 − pi j
. (3.8)

Now, the set of networks {д ⊆ д(p) | ij ∈ д} can be wri�en as {д + ij | д ⊆ д(p) and ij < д}. Hence,

ρ(S ∪ {i}) =
∑

д⊆д(p) : i j<д

w(д + ij |S∪{i })µ(д + ij,p) −
∑

д⊆д(p) : i j<д

w(д |S∪{i })
pi j µ(д,p)

1 − pi j
.

Clearly, д + ij |S∪{i } is the same network as д |S∪{i } given that the coalition S ∪ {i} does not include
j. �is in turn implies that

ρ(S ∪ {i}) =
∑

д⊆д(p) : i j<д

w(д |S∪{i })µ(д + ij,p) −
∑

д⊆д(p) : i j<д

w(д |S∪{i })
pi j µ(д,p)

1 − pi j

=
∑

д⊆д(p) : i j<д

w(д |S∪{i })

[
µ(д + ij,p) −

pi j · µ(д,p)

1 − pi j

]
.

Furthermore, µ(д + ij,p) = µ(д,p)·pi j
1−pi j . �erefore,

ρ(S ∪ {i}) =
∑

д⊆д(p) : i j<д

w(д |S∪{i })

[
pi j · µ(д,p)

1 − pi j
−
pi j · µ(д,p)

1 − pi j

]
= 0 (3.9)
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�is completes the proof.

Next, we are able to state and prove the main, full characterization of the probabilistic Myerson
value on the space of multilinear probabilistic network gamesWN ⊂ VN .

�eorem 3.5 �e probabilistic Myerson value Ψm is the unique probabilistic network allocation rule

onWN × PN that satis�es component balance and equal bargaining power.

Proof. Suppose that Ψ1 and Ψ2 are two probabilistic network allocation rules on WN × PN that
satisfy component balance and equal bargaining power. As we have already proven that the prob-
abilistic Myerson value satis�es component balance and equal bargaining power in Propositions
2.10 and 3.4, to prove uniqueness, we need to show that Ψ1 = Ψ2 onWN × PN .
Let vw ∈ WN with associated network game w ∈ HN . First, consider the empty probabilistic net-
work p0 ∈ P

N . �en obviously Ψ1(vw ,p0) = Ψ2(vw ,p0) = 0.
Next, suppose that Ψ1 , Ψ2 and let p ∈ PN be such that p’s support д(p) has a minimum number of
links such that Ψ1(vw ,p) , Ψ2(vw ,p). By the minimality of д(p), we know that for any link ij ∈ дN

with pi j > 0, it holds that Ψ1(vw ,p
−i j ) = Ψ2(vw ,p

−i j ).
Hence, by the equal bargaining power property of Ψ1 and Ψ2,

Ψ1
i (vw ,p) − Ψ

1
j (vw ,p) = Ψ1

i (vw ,p
−i j ) − Ψ1

j (vw ,p
−i j )

= Ψ2
i (vw ,p

−i j ) − Ψ2
j (vw ,p

−i j ) = Ψ2
i (vw ,p) − Ψ

2
j (vw ,p).

From this we derive that Ψ1
i (vw ,p)−Ψ

2
i (vw ,p) = Ψ1

j (vw ,p)−Ψ
2
j (vw ,p)whenever i and j both belong

to the same network component N (h)where h ∈ C(д(p)). �us, we can �nd numbers Dh ∈ Rwhere
h ∈ C(д(p)) such that Ψ1

i (vw ,p) − Ψ
2
i (vw ,p) = Dh for all i ∈ N (h).

By component balance of both Ψ1 and Ψ2 onWN × PN :∑
i ∈N (h)

Ψ1
i (vw ,p) =

∑
i ∈N (h)

Ψ2
i (vw ,p) = vw (p

h)

Hence, we have

0 =
∑

i ∈N (h)

Ψ1
i (vw ,p) −

∑
i ∈N (h)

Ψ2
i (vw ,p) =

∑
i ∈N (h)

(
Ψ1
i (vw ,p) − Ψ

2
i (vw ,p)

)
= Dh · |N (h)|

implying thereby that Dh = 0. Hence, Ψ1
i (vw ,p) = Ψ2

i (vw ,p), showing the assertion.

3.2 An axiomatization of Ψm using balanced contributions

Given a probabilistic network p ∈ PN , de�ne the probabilistic network p−i ∈ PN by

p−ikl =

{
pkl if kl < Li (д(p));
0 if kl ∈ Li (д(p)).

�e probabilistic network p−i is the network derived from p in which all links with player i are
completely severed. �is allows us to introduce the following property.
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De�nition 3.6 A probabilistic network allocation rule Ψ : WN × PN → RN satis�es the balanced
contributions property if for every vw ∈ WN with associated network game w ∈ HN and every

p ∈ PN :

Ψi (vw ,p) − Ψi (vw ,p
−j ) = Ψj (vw ,p) − Ψj (vw ,p

−i ). (3.10)

for all i, j ∈ N with i , j.

We shall prove that the probabilistic Myerson value is the unique allocation rule onWN × PN that
satis�es component balance as well as the balanced contributions property. To prove this, we use
the balanced contributions property of the Myerson value of network games due to Slikker [18].
We begin by proving a certain lemma that is important in proving the subsequent proposition.

Lemma 3.7 Let p ∈ PN . �en for every player j ∈ N and for every subnetwork д ⊆ д(p−j ) it holds

that

µ
(
д,p−j

)
=

∑
hj ⊆Lj (д(p))

µ(д + hj ,p) (3.11)

Proof. First, note that д ⊆ д
(
p−j

)
does not contain any link in Lj (д(p)). Hence, the set of links that

do not belong to д can be divided into Lj (д(p)) and дN \
(
д ∪ Lj (д(p))

)
. Hence,

µ(д,p) =
∏
kl ∈д

pkl ×
∏

kl ∈дN \д

(1 − pkl )

=
∏
kl ∈д

pkl ×
∏

kl ∈Lj (д(p))

(1 − pkl ) ×
∏

kl ∈дN \(д∪Lj (д(p)))

(1 − pkl )

Similarly, we derive that

µ
(
д,p−j

)
=

∏
kl ∈д

p−jkl ×
∏

kl ∈Lj (д(p))

(
1 − p−jkl

)
×

∏
kl ∈дN \(д∪Lj (д(p)))

(
1 − p−jkl

)
.

On the other hand,

p−jkl =

{
pkl if kl < Lj (д(p));
0 if kl ∈ Lj (д(p)).

Hence,

µ(д,p) =
∏
kl ∈д

pkl ×
∏

kl ∈дN \д

(1 − pkl ) =
µ(д,p−j )∏

kl ∈Lj (д(p))
(1 − pkl )

.

Next, for hj ⊆ Lj (д), hj , � :

µ(д + hj ,p) =
µ(д,p)

∏
kl ∈hj pkl∏

kl ∈hj (1 − pkl )
.
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�erefore,

µ(д,p) +
∑

hj ⊆Lj (д(p)),hj,�

µ(д + hj ,p) = µ(д,p)

1 +
∑

hj ⊆Lj (д(p)),hj,�

∏
kl ∈hj pkl∏

kl ∈hj (1 − pkl )


= µ(д,p)

1 +
∑

hj ⊆Lj (д(p)),hj,�

∏
kl ∈hj pkl

∏
kl ∈Lj (д(p))\hj (1 − pkl )∏

kl ∈Lj (д(p))(1 − pkl )


= µ(д,p)

1 +
∑
hj ⊆Lj (д(p)),hj,�

(∏
kl ∈hj pkl

∏
kl ∈Lj (д(p))\hj (1 − pkl )

)∏
kl ∈Lj (д(p)) (1 − pkl )

 . (3.12)

Now, consider the probabilistic network p−(д(p)−Lj (д(p))) ∈ PN given by

p
−(д(p)−Lj (д(p)))
kl =

{
0 if kl < Lj (д(p));
pkl if kl ∈ Lj (д(p)).

�e only networks that materialize with positive probability under this probabilistic network are
subsets of Lj (д(p)). Hence,∑

hj ⊆Lj (д(p))

µ
(
hj ,p

−(д(p)−Lj (д(p)))
)
= 1

⇒
∑

hj ⊆Lj (д(p)),hj,�

µ
(
hj ,p

−(д(p)−Lj (д(p)))
)
= 1 − µ

(
�,p−(д(p)−Lj (д(p)))

)
⇒

∑
hj ⊆Lj (д(p)),hj,�

©­«
∏
kl ∈hj

pkl
∏

kl ∈Lj (д(p))\hj

(1 − pkl )
ª®¬ = 1 −

∏
kl ∈Lj (д(p))

(1 − pkl ) (3.13)

From (3.12) and (3.13),∑
hj ⊆Lj (д(p))

µ(д + hj ,p) = µ(д,p) +
∑

hj ⊆Lj (д(p)),hj,�

µ(д + hj ,p)

= µ(д,p)

[
1 +

1 −
∏

kl ∈Lj (д(p))(1 − pkl )∏
kl ∈Lj (д(p))(1 − pkl )

]

=
µ(д,p)∏

kl ∈Lj (д(p)) (1 − pkl )
= µ

(
д,p−j

)
�is completes the proof.

Next, we prove that the probabilistic Myerson value satis�es the balanced contributions property.

Proposition 3.8 �e probabilistic Myerson value satis�es the balanced contributions property.

Proof. Let vw ∈ WN be a probabilistic network game, where w ∈ HN is the associated network
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game. Furthermore, let i, j ∈ N with i , j. �en

Ψm
i (vw ,p) − Ψ

m
i (vw ,p

−j ) =
∑

д⊆д(p)

Ym
i (д,w) · µ(д,p) −

∑
д⊆д(p−j )

Ym
i (д,w) · µ

(
д,p−j

)

=
∑

д⊆д(p)−Lj (д(p))


∑

hj ⊆Lj (д(p))

Ym
i (д + hj ,w) · µ(д + hj ,p) − Y

m
i (д,w) · µ

(
д,p−j

) 
Using Lemma 3.7, we can write

Ψm
i (vw ,p) − Ψ

m
i (vw ,p

−j ) =

=
∑

д⊆д(p)−Lj (д(p))


∑

hj ⊆Lj (д(p))

Ym
i (д + hj ,w) · µ(д + hj ,p)

−Ym
i (д,w)

©­«
∑

hj ⊆Lj (д(p))

µ(д + hj ,p)
ª®¬


=
∑

д⊆д(p)−Lj (д(p))


∑

hj ⊆Lj (д(p))

Ym
i (д + hj ,w) · µ(д + hj ,p) − Y

m
i (д,w) · µ(д,p)

− Ym
i (д,w)

©­«
∑

hj ⊆Lj (д(p)) : hj,�

µ(д + hj ,p)
ª®¬


=
∑

д⊆д(p)−Lj (д(p))

∑
hj ⊆Lj (д(p)) : hj,�

[
Ym
i (д + hj ,w) − Y

m
i (д,w)

]
· µ(д + hj ,p).

Now, if Lj (д(p)) , � this can be rewri�en as

Ψm
i (vw ,p) − Ψ

m
i (vw ,p

−j ) =
∑

д⊆д(p):Lj (д(p)),�

[
Ym
i (д,w) − Y

m
i (д − Lj (д),w)

]
· µ(д,p)

Moreover, if Lj (д(p)) = �, it follows that д − Lj (д) = д and, hence, Ym
i (д,w) −Y

m
i (д − Lj (д),w) = 0.

Together with the above, this implies that

Ψm
i (vw ,p) − Ψ

m
i (vw ,p

−j ) =
∑

д⊆д(p)

[
Ym
i (д,w) − Y

m
i (д − Lj (д),w)

]
· µ(д,p).

Repeating this derivation for j, we also conclude that

Ψm
j (vw ,p) − Ψ

m
j (vw ,p

−j ) =
∑

д⊆д(p)

[
Ym
j (д,w) − Y

m
j (д − Lj (д),w)

]
· µ(д,p).

We know from the properties of the Myerson value of network games that for any д ∈ GN ,

Ym
i (д,w) − Y

m
i (д − Lj (д),w) = Y

m
j (д,w) − Y

m
j (д − Li (д),w).
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Hence, the assertion follows.

We are now in the position to provide a complete characterization of the probabilistic Myerson
value based on the balanced contributions property:

�eorem 3.9 �e probabilistic Myerson value Ψm is the unique probabilistic network allocation rule

onWN × PN that satis�es component balance and the balanced contributions property.

Proof. We have already shown that the probabilistic Myerson value satis�es component balance
and the balanced contributions property in Propositions 2.10 and 3.8. We now show that Ψm is
actually the unique probabilistic network allocation rule that satis�es component balance and the
balanced contributions property onWN × PN .

We apply a proof is by induction on #д(p). For p ∈ PN with #д(p) = 1, the balanced contributions
property is identical to equal bargaining power, and hence by �eorem 3.5, Ψm(·,p) is the unique
probabilistic network allocation rule that satis�es component balance and the balanced contribu-
tions property onWN .

Let k ∈ N. Now, assume that for every p ′ ∈ PN such that #д(p ′) = k the probabilistic Myerson
value Ψm(·,p ′) is the unique probabilistic network allocation rule that satis�es component balance
and the balanced contributions property onWN .
Next consider p ∈ PN such that #д(p) = k + 1. Now, suppose Ψ1(·,p) and Ψ2(·,p) are two prob-
abilistic network allocation rules that satisfy component balance and the balanced contributions
property onWN . We now show that Ψ1(·,p) = Ψ2(·,p).
Takeh ∈ C(д(p)) and let i, j ∈ N (h) be such that i , j.5 Now, by the balanced contributions property
applied to Ψ1, we have for any vw ∈ WN with associated network game w ∈ HN :

Ψ1
i (vw ,p) − Ψ

1
i (vw ,p

−j ) = Ψ1
j (vw ,p) − Ψ

1
j (vw ,p

−i )

which implies that

Ψ1
i (vw ,p) − Ψ

1
j (vw ,p) = Ψ1

i (vw ,p
−j ) − Ψ1

j (vw ,p
−i ). (3.14)

By the induction hypothesis, Ψ1
i (vw ,p

−j ) = Ψ2
i (vw ,p

−j ) as well as Ψ1
j (vw ,p

−i ) = Ψ2
j (vw ,p

−i ). Hence,

Ψ1
i (vw ,p

−j ) − Ψ1
j (vw ,p

−i ) = Ψ2
i (vw ,p

−j ) − Ψ2
j (vw ,p

−i ). (3.15)

Finally, applying the balanced contributions property to Ψ2 :

Ψ2
i (vw ,p) − Ψ

2
i (vw ,p

−j ) = Ψ2
j (vw ,p) − Ψ

2
j (vw ,p

−i )

which, in turn, implies that

Ψ2
i (vw ,p) − Ψ

2
j (vw ,p) = Ψ2

i (vw ,p
−j ) − Ψ2

j (vw ,p
−i ). (3.16)

5If no two such players exist, then p = p0 and hence Ψ1(·,p) = Ψ2(·,p) = 0.
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From (3.14)-(3.16), it follows that

Ψ1
i (vw ,p) − Ψ

1
j (vw ,p) = Ψ2

i (vw ,p) − Ψ
2
j (vw ,p)

and, therefore,

Ψ1
i (vw ,p) − Ψ

2
i (vw ,p) = Ψ1

j (vw ,p) − Ψ
2
j (vw ,p).

�us, we can �nd numbers Dh ∈ R such that Ψ1
i (vw ,p) − Ψ2

i (vw ,p) = Dh for all i ∈ N (h). Clearly,
this holds across all components h ∈ C(д(p)).
By component balance of both Ψ1 and Ψ2, it follows that∑

i ∈N (h)

Ψ1
i (vw ,p) =

∑
i ∈N (h)

Ψ2
i (vw ,p) = vw (p

h).

Hence, we have

0 =
∑

i ∈N (h)

Ψ1
i (vw ,p) −

∑
i ∈N (h)

Ψ2
i (vw ,p) =

∑
i ∈N (h)

(
Ψ1
i (vw ,p) − Ψ

2
i (vw ,p)

)
= Dh × |N (h)|

implying thereby that Dh = 0. Hence, Ψ1
i (vw ,p) = Ψ2

i (vw ,p).

4 �e Probabilistic Position Value

in this section, we investigate the probabilistic network allocation rule that is based in the position
network allocation rule Yp introduced in Section 2. �e next de�nition introduces this speci�c rule
as an expected position value.

De�nition 4.1 �e probabilistic position value is de�ned as the probabilistic network allocation

rule Ψp : WN × PN → RN such that for every player i ∈ N , every multilinear probabilistic network

game vw ∈ WN with associated network gamew ∈ HN , and every probabilistic network p ∈ PN :

Ψ
p
i (vw ,p) =

∑
д⊆д(p)

Y
p
i (д,w) · µ(д,p) =

∑
д⊆д(p)

(
Y
p
i (д,w) ×

∏
i j ∈д

pi j ×
∏
i j<д

(1 − pi j )

)
(4.1)

Similarly to the probabilistic Myerson value, the probabilistic position value is de�ned as the ex-
pected payo� under the position network allocation rule over the induced probability distribution
derived from the probabilistic network under consideration. An axiomatization of the probabilistic
position value is centred on the generalization of the balanced link contribution property:

De�nition 4.2 A probabilistic network allocation rule Ψ : WN × PN → RN satis�es the balanced
link contribution property if for all vw ∈ WN with associated network gamew ∈ HN , p ∈ PN and
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i, j ∈ N with i , j :∑
jk ∈Lj (д(p))

[
Ψi (vw ,p) − Ψi (vw ,p

−jk )

]
=

∑
ik ∈Li (д(p))

[
Ψj (vw ,p) − Ψj (vw ,p

−ik )

]
.

We �rst prove that the probabilistic position value on the class of all multilinear probabilistic net-
work games WN satis�es the property introduced above. �en, we extend Slikker’s [18] charac-
terization, proving that the probabilistic position value is the unique allocation rule onWN × PN

satisfying component balancedness as well as the balanced link contribution property.

Proposition 4.3 �e probabilistic position value satis�es the balanced link contribution property.

Proof. Let vw ∈ WN be a multilinear probabilistic network game with associated network game
w ∈ HN . Furthermore, let p ∈ PN and i, j ∈ N with ij ∈ д(p). �en,∑

jk ∈Lj (д(p))

[
Ψ
p
i (vw ,p) − Ψ

p
i

(
vw ,p

−jk
) ]

=
∑

jk ∈Lj (д(p))


∑

д⊆д(p)

Y
p
i (д,w) · µ(д,p) −

∑
д⊆д(p−jk )

Y
p
i (д,w) · µ

(
д,p−jk

) 
=

∑
jk ∈Lj (д(p))


∑

д⊆д(p) : jk ∈д

Y
p
i (д,w) · µ(д,p) +

+
∑

д⊆д(p) : jk<д

Y
p
i (д,w) ×

(
µ(д,p) − µ

(
д,p−jk

) )  .
Now, �rst note that if jk ∈ д, it holds that p−jkjk = 0 and, hence, µ

(
д,p−jk

)
= 0. On the other hand,

if jk < д, we have that µ
(
д,p−jk

)
=

µ(д,p)
1−pjk

. Hence,

µ(д,p) − µ
(
д,p−jk

)
= µ(д,p) −

µ(д,p)

1 − pjk
=
−pjk

1 − pjk
µ(д,p).

�erefore,∑
jk ∈Lj (д(p))

[
Ψ
p
i (vw ,p) − Ψ

p
i (vw ,p

−jk )

]

=
∑

jk ∈Lj (д(p))


∑

д⊆д(p) : jk ∈д

Y
p
i (д,w) · µ(д,p) +

∑
д⊆д(p) : jk<д

Y
p
i (д,w) · µ(д,p)

(
−pjk
1−pjk

)  .
Now, the set of networks {д ⊆ д(p) | jk ∈ д} can be wri�en as {д + jk | д ⊆ д(p) and jk < д}. �is
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allows us to conclude that∑
jk ∈Lj (д(p))

[
Ψ
p
i (vw ,p) − Ψ

p
i

(
vw ,p

−jk
) ]

=
∑

jk ∈Lj (д(p))


∑

д⊆д(p) : jk<д

Y
p
i (д + jk,w) · µ(д + jk,p) +

∑
д⊆д(p) : jk<д

Y
p
i (д,w) · µ(д,p)

(
−pjk
1−pjk

)  .
On the other hand, µ(д + jk,p) = pjk

1−pjk
µ(д,p). Hence,∑

jk ∈Lj (д(p))

[
Ψ
p
i (vw ,p) − Ψ

p
i

(
vw ,p

−jk
) ]

=
∑

jk ∈Lj (д(p))


∑

д⊆д(p) : jk<д

Y
p
i (д + jk,w) ·

pjk
1−pjk

µ(д,p) +
∑

д⊆д(p) : jk<д

Y
p
i (д,w) · µ(д,p)

(
−pjk
1−pjk

) 
=

∑
jk ∈Lj (д(p))


∑

д⊆д(p) : jk<д

pjk
1−pjk

µ(д,p)
(
Y
p
i (д + jk,w) − Y

p
i (д,w)

) 
=

∑
jk ∈Lj (д(p))


∑

д⊆д(p) : jk<д

µ(д + jk,p)
(
Y
p
i (д + jk,w) − Y

p
i (д,w)

) 
=

∑
jk ∈Lj (д(p))


∑

д⊆д(p) : jk ∈д

µ(д,p)
(
Y
p
i (д,w) − Y

p
i (д − jk,w)

) 
=

∑
д⊆д(p)

∑
jk ∈Lj (д)

µ(д,p)
(
Y
p
i (д,w) − Y

p
i (д − jk,w)

)
=

∑
д⊆д(p)

µ(д,p)
∑

jk ∈Lj (д)

(
Y
p
i (д,w) − Y

p
i (д − jk,w)

)
.

Similarly,∑
ik ∈Li (д(p))

[
Ψ
p
j (vw ,p) − Ψ

p
j

(
vw ,p

−ik
) ]
=

∑
д⊆д(p)

µ(д,p)
∑

ik ∈Li (д)

(
Y
p
j (д,w) − Y

p
j (д − ik,w)

)
.

By the balanced link contribution property of the position value for network games, we know that
for all д ⊆ д(p) :∑

jk ∈Lj (д)

(
Y
p
i (д,w) − Y

p
i (д − jk,w)

)
=

∑
ik ∈Li (д)

(
Y
p
j (д,w) − Y

p
j (д − ik,w)

)

23



implying that∑
jk ∈Lj (д(p))

[
Ψ
p
i (vw ,p) − Ψ

p
i

(
vw ,p

−jk
) ]
=

∑
ik ∈Li (д(p))

[
Ψ
p
j (vw ,p) − Ψ

p
j

(
vw ,p

−ik
) ]

�is shows that Ψp indeed satis�es the balanced link contribution property.

Finally, we are able to construct a characterization of the probabilistic position value founded on
the two properties investigated above. �e proof of the next theorem closely follows that of the
original characterization in Slikker [17].

�eorem 4.4 �e probabilistic position value is the unique probabilistic network allocation rule on

WN × PN that satis�es component balance and the balanced link contribution property.

Proof. �e probabilistic position value satis�es component balance and the balanced link contri-
bution property onWN × PN from Propositions 2.10 and 4.3.
Conversely, suppose Ψ : WN × PN→ RN satis�es component balance and the balanced link contri-
bution property. We intend to show that Ψ = Ψp . �e proof is by induction on #д(p).

First, consider the empty probabilistic network p0 ∈ P
N , being the unique probabilistic network p

with #д(p) = 0. �en Ψ(·,p0) = Ψp (·,p0) = 0 by the component balance property of Ψ.

Next, assume that Ψ(·,p ′) = Ψp (·,p ′) for p ′ ∈ PN with #д(p ′) = k − 1 > 0. Take vw ∈ WN to be a
multilinear probabilistic network game with associated network game w ∈ HN and let p ∈ PN be
such that #д(p) = k > 1.
Take any component h ∈ C(д(p)) and without loss of generality let N (h) = {1, 2, . . . ,m}. By the
balanced link contributions property we have that for every j ∈ N (h) :∑

jk ∈Lj (д(p))

[
Ψ1(vw ,p) − Ψ1

(
vw ,p

−jk
) ]
=

∑
1k ∈L1(д(p))

[
Ψj (vw ,p) − Ψj

(
vw ,p

−1k
) ]
.

�is implies that

#Lj (д(p))Ψ1(vw ,p) − #L1(д(p))Ψj (vw ,p) =
∑

jk ∈Lj (д(p))

Ψ1

(
vw ,p

−jk
)
−

∑
1k ∈L1(д(p))

Ψj

(
vw ,p

−1k
)
.

But by the induction hypothesis,∑
jk ∈Lj (д(p))

Ψ1

(
vw ,p

−jk
)
=

∑
jk ∈Lj (д(p))

Ψ
p
1

(
vw ,p

−jk
)

as well as∑
1k ∈L1(д(p))

Ψj

(
vw ,p

−1k
)
=

∑
1k ∈L1(д(p))

Ψ
p
j

(
vw ,p

−1k
)
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Hence,

#Lj (д(p))Ψ1(vw ,p) − #L1(д(p))Ψj (vw ,p) =
∑

jk ∈Lj (д(p))

Ψ
p
1

(
vw ,p

−jk
)
−

∑
1k ∈L1(д(p))

Ψ
p
j

(
vw ,p

−1k
)
.

Furthermore, by component balance we have

m∑
i=1

Ψi (vw ,p) = vw (p
h).

Hence, we have a system of m equations in m unknowns. It is a straightforward exercise to show
that this is a regular system inm variables Ψ1(vw ,p), . . . ,Ψm(vw ,p). Consequently, it has a unique
solution. Since the position value satis�es balanced link contributions and component balance,
Ψ
p
1 (vw ,p), . . . ,Ψ

p
m(vw ,p) is a solution, and hence, it is the unique solution. We conclude that

Ψ(vw ,p) = Ψp (vw ,p) for p ∈ PN with #д(p) = k .

5 Concluding remarks

In this paper we have extended the notion of network game of Jackson and Wolinsky [8] to that
of a probabilistic network game, a framework where links are not formed deterministically but
probabilistically. We focussed our analysis on the more restricted se�ing of multilinear probabilis-
tic network games, a notion founded on the conception of Calvo et al. [5] where allocations are
formulated as expectations, following a multilinear extension. We provide extensions as well as ax-
iomatic characterizations of the two main �xed allocation rules, the Myerson value and the position
value, using standard axioms.

We showed that axiomatizations of these two allocation rules founded on component balanced-
ness can only be considered for the subclass of multilinear probabilistic network gamesWN . It is yet
an unresolved question how to de�ne and characterize appropriate extensions of the probabilistic
Myerson and position values on the class of all probabilistic network games VN .

�ere are a number of alternative directions in which this research can be extended. First, one
can replace the restricted multilinear framework of Calvo et al. [5] by the general framework of
Gomez et al. [7] where the independence assumption is dispensed with and any arbitrary probability
distribution over the set of networks is considered. �e analysis of the appropriate extensions of the
Myerson and position values to this class of general probabilistic network games can be formulated
around a more general framework founded on the multilinear extension of network games as well
as set out by Gomez et al. in their initial analysis.

Second, probability measures are essentially additive and, therefore, their applicability in deal-
ing with cooperative wealth generation is limited, especially in non-additive environments. Fuzzy
measures being non-additive in general, can be�er model the interactions among players in more
general terms. the interested reader may look at Li et al. [10]. Furthermore, multilinear extensions
are used in designing fuzzy cooperative games as explored in Meng and Zhang [12] and Borkotokey
et al. [2]. However, we have not found any instance of similar formulations in case of network-based
approaches to wealth generation.
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�ird, we have restricted our analysis to the two main �xed allocation rules. Clearly, we pursue
the extension of the analysis to �exible network allocation rules—such as the link based and player
based allocation rules in Jackson [9] in this framework.

Finally, one can take a closer look at multilinear extensions. If we integrate not along the main
diagonal but along other paths, we may derive alternative allocation rules with regard to links. In
short, this is just the beginning of an exciting area of research and the possibilities are endless.
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