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FINANCIAL ECONOMICS | RESEARCH ARTICLE

Monetary policy and macro economic indicators: 
A review of a developing country’s perspectives 
2002–2017
Simon Akumbo Eugene Mbilla1*, Peter Akurigo Atindaana2, Samuel Gameli Gadzo2, 
Abiola Adeniyi3 and Idrisu Salifu4

Abstract:  The purpose of the study was to examine the effect of monetary policy on 
key macroeconomic indicators in Ghana. The study used annual time series data 
from 2002 to 2017, which was sourced from the World Development Indicator 
(WDI) and the Bank of Ghana (BOG). The data were converted to Quarterly data 
between 2002Q1 and 2017Q4, which covers a sample period of sixteen years. The 
study employed the Autoregressive Distributed Lagged Model (ARDL) for analyzing 
the data. Unit root test was conducted using the Augmented Dickey-Fuller (ADF) 
tests, and the results of the analysis exhibited a cointegration realtionship among 
the variables of order one (1). Monetary policy changes affected lending rates by 
(0.32%) compared to the other variables. Overall, the results suggests that mone-
tary policy affects macro economic indicators performance in Ghana. Based on the 
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PUBLIC INTEREST STATEMENT 
These days, a major concern which has inter-
ested the thoughts of public is that of the relative 
efficiency of monetary policy in manipulating 
macro economic variables. This is the result of 
existing evidence that effective control of 
monetary policy is vital to the macro economic 
objective. There is a general agreement among 
economists and policymakers that monetary 
policy stabilizes the economy through key macro 
economic indicators like interest rate and lending 
rate. As a result, several steps have been taken 
by governments to provide short-term solutions 
to the problem including a monetary manage-
ment system, both globally and on sectorial 
basis. It is from this background that researchers 
tried to investigate the effect of monetary policy 
on key macro economic indicators in Ghana. The 
findings showed that monetary policy changes 
affects lending rates by (0.32%) compared to the 
other macro economic variables. Overall, mone-
tary policy affects macro economic indicators 
performance in Ghana. In the end, appropriate 
recommendations have been forwarded in this 
paper.
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foregoing, the paper recommends that, in efforts to enhance the effectiveness of 
monetary policy, the need for policy intervention in determining the stance of fiscal 
policies, develop financial markets, and liberalize controlled interest rates.

Subjects: Economics; Political Economy; Environmental Economics; Ecological Economics; 
History of Economic Thought; Finance; Business, Management and Accounting  

Keywords: Average lending rates; inflation rates; lending rates; monetary policy rate

1. Introduction
The early 1980s saw Ghana experience severe economic difficulty (Aryeetey & Baah-Boateng, 
2015). As a result, several steps were taken by government to provide short-term solutions to 
the problem including a monetary management system of direct control involving the imposition 
of price ceilings, both globally and on sectorial basis (Aryeetey & Baah-Boateng, 2015). Individual 
commercial banks’ lending activities had to be consistent with national macroeconomic targets 
like growth, inflation, and external balance. However, these arrangements were largely regarded 
to be ineffective, only further augmenting the inefficiencies in the various sectors of the economy.

In response to the economic crisis in the early 1980s, the Structural Adjustment Program 
formulated by the World Bank and the IMF (Jeong, 1995) was rolled out. The program emphasized 
the elimination of financial repression elements within the economy like price and credit controls, 
and the removal of subsidies, while promoting economic liberalization policies like the promotion 
of free trade, among others. There is a general agreement among economists and policymakers 
that monetary policy works mainly through interest rates (Amidu, 2006). Monetary policy as one of 
the many factors that affected lending rate (Castro & Santos, 2010).

A major concern, which has interested the thoughts of governments for decades, is that of the relative 
efficiency of monetary policy in manipulating economic variables. Monetary policy refers to the attempt 
made in trying to realize the national economic objectives of full employment without inflation, rapid 
economic growth as well as balance of payments equilibrium through the management of the econo-
my’s supply of money and credit” (Iyoha & Oriakhi, 2002). Monetary policy involves the use of different 
measures with the aim of regulating the value, supply and cost of money in consonance with the 
expected level of economic activity (Quartey & Afful-Mensah, 2014). The common objectives of any 
monetary policy may include price stability, maintenance of balance of payments equilibrium, creation 
of employment, output growth, and sustainable development (Quartey & Afful-Mensah, 2014).

The understanding of the transmission mechanism by most central banks has largely led to their 
success at controlling inflation and stabilising output within their domestic economies (Abradu- 
Otoo, Amoah & Bawumia, 2003). This is because many factors have been enumerated as causing 
changes in the lending rate of banks. Monetary policy can influence real sector activity and output 
through several channels.

The theory of transmission mechanism classified the channels as interest rate channel, asset 
price channel, and credit channels. However, the monetary policy has different transmission 
mechanisms to ensure its effectiveness. As Coll et al. (2005) noted, the bank lending channel 
can only be possible under two conditions namely; the dependence of borrowers on the banks for 
debt financing, and the significant effect of monetary policy on the supply of loans of these banks. 
Monitary policy cannot be overlooked as banks are the principal providers of funds to governments, 
corporate bodies, and individuals as reported by Ladime, Kumankoma-Sarpong, and Osei (2013). 
According to Mishkin (1995), there is the need for interpreting the effect of policy actions in an 
economy when conducting a monetary policy.
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In this regard, it becomes necessary to identify some of the efficient monetary policy variables that 
hinders decisions to bring about more economic performance in Ghana. However, an appropriate 
measurement of the effects of monetary policy on policy targets of macroeconomic indicators is 
limited in Ghana. Based on these observations, there is a need for continuous inquiry on the effect of 
monetary policy on the macroeconomic variables. This is because the neo-classical economist believe 
that time preference plays an important role in determining interest rate as Adoah (2015) noted.

Despite, quite a number of studies exists on the efectiveness of monetary policy on macroeconomic 
variables in Ghana (Kovanen, 2011; Havi & Enu, 2014; Akosah, 2015; Commodore, 2017). They were 
more focused on bank-specific factors, industry-specific factors and other macroeconomic variable 
like inflation. This study, however, focuses more on the macro-economic determinants of Ghana’s 
lending rates. Secondly, it is more appropriate to use quarterly data in monetary policy since quarterly 
data seem to be better for econometric model, especially in monetary policy, yet most of the existing 
studies that used econometric models for Ghana have been estimated with annual data.

The researchers adopted a Quadratic-Match Average Method of Low to High frequency conversion 
of annual data to quarterly data. Other alternative methods use by previous researchers to convert 
annual data to quarterly data are are the Denton (1971) approach, the Chow-Lin (1971) procedure, 
and the cubic spline interpolation process. The first two methods use related series as indicators to 
convert low-frequency data into high-frequency data, whereas the latter one was based on univariate 
framework. The rationale for this choice of quadratic-Match Average has the ability to fit local 
quadratice polynomial by using groups of three adjacent points from the low frequency annual 
data and fitting a quadratic so that the mean of the maximum frequency points corresponds to 
the minimum frequency data actually observed. Thirdly, the significant contribution to knowledge in 
this study is that it utilizes longer period of estimation. Further, we apply unit root tests to examine 
the time-series properties of derived quarterly series. The results from cointergation tests provide 
significant evidence of the existence of the long-run equilibrium relationship between the underlying 
series of interest and the indicator variable. It would also help improve the efficiency of forecasting of 
macroeconomic indicators. The derived higher frequency series would also be worthwhile in financial 
modelling. On the contrary, our study does not provide a guarantee that the sum of the quarterly 
totals will equal the total of the observed but Friedman argued that they need not be equal to provide 
reliable results. It is worth noting that we are not the first to convert annual data to quarterly data, 
several studies such as Kemal and Arby (2004), Mehmood &Arby (2005), Hanif et al. (2013), Abdul 
et al. (2013) have been converting annual data to quarterly data. This study used time series data, 
which cover a period of sixteen years, using quarterly data from 2002Q1–2017Q4 to estimate the 
results on the impact of monetary policy in Ghana. Finally, we examine the time-series properties of 
the obtained quarterly series. In sum, we deem that the results on monetary policy and the macro-
economic indicators that we present in this paper are robust, consistent, reliable, and efficient and 
also in line with other econometric approaches of univariate interpolation or processes of 
disaggregation.

2. Methodology

2.1. Data type and source
Secondary data were used for the study. Specifically, data from World Development Indicator 
(WDI) and the Bank of Ghana were employed. These also included annual banking reports, 
summary of economic and financial data and monetary policy committee report of the Bank of 
Ghana. However, the annual data were converted to quarter;y data. Quarterly time series data 
from 2002 to 2017 of all the variables, with a total of 63 quarterly observations was used. The data 
commenced from 2002 because the monetary policy rate (MPR) was first introduced and enacted 
during this period. It also used the arithmetic average of lending rates of all banks in Ghana at 
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each particular point to estimate the lending rate within the period. Quarterly data were preferred 
since it showed a true reflection and more precise effect of the policy rate on the lending rate.

2.2. Model specification
Following Lartey (2018) in determining the link between monetary policy and lending rate, this 
section specifies an appropriate model for the analysis. The monetary policy rate represented 
monetary policy in the model because MPR is the instrument that mostly influences commercial 
banks’ lending rates directly among all the other instruments of monetary policy.

The functional relationship of the empirical model is stated thus: 

ALR ¼ f MPR; TBILL;M2þ; INFð Þ (1) 

Where:

ALR = Average Lending rate (%)

MPR = Monetary Policy Rate (%)

TBILL = 91 days Treasury Bill Rate (%)

INF = Inflation

The data were transformed to minimize the possibility of spurious result amongst others. Hence, 
the log function is taken of all the variables. Log transformation is necessary since it can reduce the 
problems associated with heteroscedasticity and non-normality of the variables. The study used 
a log-linear modelling specification. The choice of this model is as a result of its superiority to other 
approaches based on both theory and empirical basis (Kalim & Shahbaz, 2009). 

lnALR ¼ ln MPRþ ln TBILLþ ln M2þ þ lnINF (2) 

2.3. Variable description

2.3.1. Lending rate
It is described as the rate at which commercial banks lend to individuals. It is also the bank rate 
that usually finances the needs of the private sector. Every bank computes base-rate by factoring 
idiosyncratic variables as general industrial variables. However, the computation of the base rate 
was modified from April 2018 by the new Ghana Reference Rate (GRR), deemed as more uniform 
compared to the former formula. The risk premium of each individual is then added to arrive at the 
lending rate. The arithmetic average lending rates of all universal banks in Ghana in the respective 
years was used as a proxy for the market lending rate.

2.3.2. Monetary policy rate
In the conduct of monetary policy, the Central Bank use diverse tools. These tools are employed to 
stabilize prices in the economy and ensure economic growth. One may say the quest to prevent 
the occurrence of banking crises makes the central bank more robust in the operations. Therefore, 
the policy rate among other tools serves as a signalling rate for all other rates in the economy. 
Other countries in different jurisdiction however use different tools in their main monetary opera-
tions. Notable examples include: discount rates, repurchase rate and interbank rate etc.
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2.3.3. Money supply (M2+)
The stock of money available in the country at a particular time period determines the level of 
growth and health status of the economy. It was one of the proximate targets of the monetary 
policy. Before the year 2002, this method was predominantly used to control the economy. The 
monetary aggregates were used to stabilize prices and economic growth. According to Mishkin 
(2007) through the liquidity effect, an expansionary monetary policy will cause real interest rate to 
fall. Cost of capital reduces leading to an increase in investment spending by firms and households. 
It is quoted as Broad Money (m2+) as a percentage of GDP. A negative relationship is expected 
between lending rate and money supply in this study.

2.3.4. 91- day treasury bill rate
Interest rate on securities used to finance short-term financial requirements of the Government. The 
risk attitude and appetite for long-term credit of most Ghanaians are often low due to the instability 
of macro-economic indicators. This may be attributed to different reasons. Nonetheless the 91-day 
investment is predominantly bought into compared to the other securities. Banks prefer to lend to the 
government through treasury bill because the rates are often times above inflation rate and earn 
banks positive returns and are also relatively safe compared to other investment. However, it must be 
noted that Treasury bill rate is an indicator of interest rate policy undertaken by the government and 
acts as a benchmark for rates charged by commercial banks, Garr (2013). Therefore, changes in the 
MPR affect money market rate, which later affect lending rate (Matemilola et al., 2015).

2.3.5. Inflation
Consumer Price Index (CPI) is used as a proxy for Inflation in the study. Changes in the average 
general prices in the economy determines the health of the economy. The main target or goal for 
the central bank thus to ensure consistency in the equation it was included. Theories categorize 
inflation to be either demand pull or cost push. Whichever the reason is, the study will only seek to 
identify the relationship with lending rates.

2.3.6. Expected Signs of Variables
2.4. Estimation method
The relationship between lending rates and monetary policy rate was analyzed using quantitative 
data. The statistical package used for computing and analyzing the data was Econometric Views 
(Eviews 9). Price series data are mostly nonstationary because there is no fixed level for the price. 
Therefore, a unit root test was conducted using the Augmented Dickey-Fuller (ADF) tests to test for 
the stationarity of the variables.

2.4.1. Unit root test
It is necessary to first evaluate the stationary state of the data to prevent misleading outcomes. In 
this regard, the unit root test was conducted to test for stationarity of the variables. The unit root test 
is a test carried out to assess if the variables under consideration are stationary. The bounds test is 
based on the assumption that the variables are either I (0) or I (1) series. Therefore, in order to avoid 
spurious results due to the presence of an I (2) series a unit root test was conducted. The Augmented 
Dickey-Fuller (ADF) test and the Phillips-Perron (PP) test were employed to test for stationarity.

The ADF test is used in determining the order of integration of each series in the model because it 
assumes the errors are statistically independent and have a constant variance. In addition to this 
method, a more robust approach was the PP test, which highly tested for heteroscedasticity and serial 
correlation in the error term. In analysis, if the paper fails to reject the null hypothesis of a unit root at 
level, first difference of the series is taken to ensure stationarity. Statistically, if the t-ratio is less than 
the critical value the null hypothesis of a unit root for each variable (i.e. the series is non-stationary) is 
accepted. The variables are therefore nonstationary in levels. This conclusion does not rule out the 
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fact that some series will have an Integral order of zero I (0). For the series that are non-stationary, 
the first difference is evaluated. The null hypothesis is then rejected if the series is considered 
stationary. This implies that the series is integrated of order one I (1).

2.4.2. Co-integration test
In the case of a mixed order integration of variables provided such series are not I(2) or more; the 
ARDL cointegration technique is the appropriate method. As a result, the next process after the 
stationarity is the co-integration test. By cointegration, a long run relationship between indepen-
dent and dependent variables can be examined in this study. The test procedure adopts the error 
correction model (ECM) framework and also makes use of the Wald/F-statistic. In order to avoid 
spurious results, the ECM framework is used. This is because it accounts for previous disequilibrium 
is corrected in current periods. In this regard, the co-integration test was conducted so as to 
determined the estimate of the short- and long-run relationship of the variables. The relationship 
between the lending rate and the independent is established. If there is no long-run relationship 
but the variables are co-integrated, the ARDL technique is applied. In the presence of long-run 
relationship after the bounds test, the error correction model is applied.

2.4.3. Autoregressive distributed lag (ARDL) model
The research utilized the Autoregressive Distributed Lag (ARDL) model, also called bounds testing 
method as was suggested by Pesaran et al. (2001), to examine the relationship between lending rate 
and monetary policy rate. The presence, direction and extent of a long-run relationship between the 
dependent variable and the various independent variables is established as well. It provides a very 
valuable vehicle for testing for the presence of long-run relationships between economic time series 
(Giles, 2013). The model is autoregressive because the dependent variable is explained in part by the 
lagged values of itself. It also has a distributed lag component in the form of successive lags of the 
explanatory variables (Giles, 2013). In case, there is an autocorrelation, the customary ARDL require-
ment needs to be augmented with a satisfactory number of lagged changes in the repressors before 
estimation and interpretation are carried out (Pesaran et al., 2001).

The ARDL model is stated as: 

ΔYt ¼ β0 þ∑
k

i¼
β1ΔYt� 1 þ ∑

k

i¼0
βπΔXt� 1 þ τ1Yt� 1 þ τnXt� 1 þ μt (3) 

The regress and a vector of a series of explanatory variables in equation (3.3) are given by Xt and Xt, 
respectively. n represents the number of regressors and k implies the lag order. εt is the error term 
and Δ is the difference operator. Xt� 1 and Yt� 1 are the lags of the independent and the dependent 
variables. β0 represents the coefficient of the vector of independent regressors. The null hypothesis of 
no cointegration is tested against the alternative hypothesis of the presence of cointegration relation-
ship. Lower bounds of the cointegration test are integrated of order zero {I (0)}.

2.4.4. ARDL bounds testing procedure
According to Giles (2013) the bounds test method is preferred because it can be used with 
a mixture of I (0) and I (1) data. It also involves a single-equation set-up, making it simple to 
interpret and implement. Finally, different variables can be assigned different lag-lengths as they 
enter the model. In order to determine the existence of a long run relationship between the 
dependent and independent variables, the bounds test is most appropriate. The lag length was 
automatically selected by eviews 9 according to the Akaike Information Criterion (AIC). The null 
hypothesis for this test is no long-run relationship between the dependent and the various 
independent variables. To make a decision, the F statistic is compared with the lower and upper 
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bounds. If the F statistic is less than the lower bound at the specified significance level, fail to 
reject the null hypothesis. This means there is no long-run relationship. If the F statistic is greater 
than the lower bound but less than the upper bound, the test is inconclusive. If the F statistic is 
greater than the upper bound, reject the null hypothesis. This means there is a long run relation-
ship between the dependent and the independent variables. Table 1
3. Results and discussion

3.1. Interpretation of descriptive statistics
The basic characteristics of the variables in the study are presented in Table 2

Evidenced from the table, the mean of average lending rate, treasury bill, monetary policy rate 
inflation and money supply are all positive. It shows the average of each of the variables under study. 
The values of the average lending rates fluctuated between 3.1676 and 3.6889 and their dispersion 
around the mean was 0.1240. Monetary policy rates oscillated between 2.5258 and 3.3141 and 
a variability of measure of 0.2484 from a mean of 2.8820. All the variables but Treasury bill rate and 
money supply are negative skewed. Both negative and positive skewness implies the tails of the 
distribution are fat in those areas. However, it can also be implied that inflation rates are normally 
distributed because the value deviates from a kurtosis if 3. Average lending rate, policy rates, 
monetary policy rates, Treasury bill rates and money supply according to the kurtosis rule are not 
normally distributed with values of, 2.4761, 1.8127, 1.7661 and 1.7560, respectfully.

Table 2. Descriptive Statistics

LnALR LnMPR LnINF LnTBR LnM2+

Mean 3.355 2.882 5.323 2.875 9.101

Median 3.333 2.890 5.256 2.962 9.105

Minimum 3.168 2.526 4.569 2.212 6.950

Maximum 3.689 3.314 7.245 3.671 11.011

Std Dev 0.124 0.248 0.516 −0.334 −0.089

Kurtosis 2.476 1.813 3.378 1.766 1.756

Table 1. Measures and Expected Effects of Study Variables

VARIABLES MEASUREMENT THEORITICAL AND 
EMPRICAL SOURCES

SIGN

Lending Rate Average lending rates of 
all commercial banks in 
the country

Folawewo and Tennant 
(2008)

Inflation Monthly consumer price 
index (CPI)

Njiru (2014) +

Money Supply M2+ Mishkin (2007) -

Treasury Bill Rate 91 Day T Bill Wanjaiya (2015) +

Monetary Policy Monetary Policy Rate Castro and Santos (2010) +
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3.2. Time series properties
Most econometric studies show that macroeconomic data which are analyzed with time series are 
non-stationary at levels, Engel and Granger (1987). This then presupposes that most Ordinary Least 
Square Regression carried out may not be reliable in the absence of diagnostic checks. Hence the 
need for diagnostic checks of all the variables to ensure that they become the best linear unbiased 
estimators. This section therefore examines the time series properties of the data by presenting the 
Augmented Dickey-Fuller (ADF) and Phillips-Perron test (PP). The Phillips-Perron test was conducted in 
addition to the ADF test to check the robustness of the unit root test results. The PP test modifies the 
ADF test and rectifies serial correlation and heteroscedasticity in the error term. The test regression 
included an intercept (constant) and a linear trend for both logarithmic levels and the logarithmic first 
difference of the variables using E-views 9.0.

3.2.1. Unit root test
In order to prevent spurious results, stationarity test is performed on each of the variables. 
A summary of the unit root test for both ADF and Phillips-Perron of the variables used in the 
study is illustrated in Table 3 The result of the unit root as shown in Table 3 indicated all values of 
the series according to ADF and Phillips-Perron test (PP) are not stationary in their levels both at 
constant without trend and constant with trend. First difference is therefore performed to check 
the presence of unit roots.

The test statistic of lnALR, lnMPR, lnINF, lnM2+, lnTBR-91day are found in the rejection area at 
the various significance level. It is shown in the table as the ADF values were less than critical value 
at 1%, 5% and 10% It also implies that the null hypothesis is rejected indicating the absence of 
unit root. The absence of unit root in the test statistic implies an existence of I (0) and I (1).

3.2.2. Unit root test at first difference
At first difference, the series were stationary at a 1% significance level for all the variables. This 
was however done because at levels, the series were not stationary hence the need to be 
differenced again to attain stationarity. At the critical values (−3.46178, −2.875128, −2.574090), 

Table 3. Result of The Unit Root Test (Levels)

Variables ADF

Constant Constant trend

LnALR (−2.815) (−2.464)

[0.0581] [0.3456]

lnMPR (−1.496) (−1.556)

[0.5335] [0.8065]

LnINF (−2.272) (−2.121)

[0.1822] [0.5301]

lnM2+ (−1.244) (−2.753)

[0.654] [0.217]

LnTBR (−2.038) (−2.029)

[0.2703] [0.581]

Tratio<Ctvalue; Accept Ho Stating No Stationarity 
***,**,* denote the rejection of the null hypothesis of unit root at 1%, 5%, 10% alpha levels, respectively. The critical 
values at the corresponding significance levels for the ADF test statistics are −3.461478(at 1%),-2.875128(at 5%) and 
−2.574090(at 10%). The lag selection for the ADF test is based on the Shwarz Info Criterion and the PP test is based on 
Newey-West Bandwidth. The t statistics are shown in round brackets and the probabilities in square brackets. 
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the t statistic was greater with or without linear trend. Therefore, the null hypothesis of stationarity 
can be accepted which presupposes that at first difference we failed to reject stationarity. It is also 
evidence from the table that all variables were stationary at first difference i.e. I (1). With the 
presence of stationarity on all the variables, ARDL framework will then be applied to test for Co- 
integration amongst variables amongst others. Also, it indicates the absence of I (2), thereby 
making the ARDL test most appropriate.

3.3. Co-integration test
A linear combination of variables that are I (1) which produces a stationary series need to be co- 
integrated (Olokoyo, 2011). The relationship amongst the variables may be farther apart in the short 
run but will draw close and move together in the long run. Therefore, to establish whether this relation-
ship exist the Co-integration test was applied. The bounds test approach was therefore necessary to find 
the relationship between lending rates and monetary policy rate, hence the response of lending rates to 
changes in the policy rate. It can be inferred from Table 4 and 5, that the value of the computed 
F-statistic is 8.346446 which is greater than the lower and upper bound levels at all the critical values at 
10%, 5% and 1% significance level. Simply put, the computed of F value of 8.346446 is greater than 
4.401 and 5.06 at 5% and 10% significance level, respectively. The null hypothesis is therefore rejected 

Table 4. Result of the Unit Root Test (First Difference)

Variables ADF

Constant Constant trend

LnALR (−13.091)*** [0.000] (−13.215)*** [0.000]

LnMPR (−7.189)*** (−7.274)***

[0.000] [0.000]

Lninf (−18.680)*** (−18.681) ***[0.000]

[0.000]

lnM2+ (−15.148))*** (−15.219)***

[0.000] [0.000]

lnTBR-91 day (−8.333)*** (−8.310)***

[0.000] [0.000]

***,**,* denote the rejection of the null hypothesis of unit root at 1%,5%,10% alpha levels respectively. The critical values 
at the corresponding significance levels for the ADF test statistics are −3.461478(at 1%), -2.875128(at 5%) and 
−2.574090 (at 10%). The lag selection for the ADF test is based on the Shwarz Info Criterion and the PP test is based 
on Newey-West Bandwidth. The t statistics are shown in round brackets and the probabilities in square brackets. 

Table 5. ARDL Bounds Test for Co-integration Relationship

Critical bounds Value for the F-statistic

Number of 
iiindependent 
variables

10% significance level 5% significance level 1% significance level

4 I0 = 2.45 I1 = 3.52 I0 = 2.86 I1 = 4.01 I0 = 3.74 I1 = 5.06

F-statistic = 8.346446

E-views 9 output NB: I0 represent the lower boundary while I1 represent the upper boundary of the distribution. 
K represents the number of independent variables (inflation, 91 Treasury bill rate, monetary policy rate and money 
supply). Akaike Information Criterion (AIC) was used with an automatic maximum lag length of four (4) for the bounds- 
testing for the I(0) and I(1) component specifications. 
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since there is a long-run relationship among the variable. This therefore certifies the Co-integration test 
among the variable when lending rate is used as the dependent variable.

3.4. Estimated long run ARDL result
The long-run relationship is estimated by selecting ARDL (1, 0, 3, 0, and 0) based on Akaike Information 
Criterion (AIC). The empirical evidence of the response of average lending rates to changes in policy 
rate is reported in Table 6. The dependent variable of the equation is the average lending rates.

Table 6 illustrates the long run relationship between the variables. It can be observed from the result 
that monetary policy rate and money supply (lnM2+) were significant at all the alpha levels but more so at 
99.9% confidence interval to be precise. However, the money supply (lnM2+) was negatively significant. 
This shows that graphically, the regression does not pass through the origin. However, there is a 0.03% 
decline in average lending rates when the supply of money (m2+) increases at a 1% significance level in 
the long run. A tight or contractionary monetary policy embarked on by the central bank reduces the 
supply of money. Inferring from the law of demand and supply, a reduction in the supply of money 
implies a shortage hence an increase in prices. The cost of funds as an element of price also increases. The 
findings are supported by Amidu (2006) whose study indicated an expansion of the economy through 
increase in money supply, induces bank to increase credit portfolios. All things being equal, increase in 
credit portfolio implies a surplus thus cost of funds reduces, as backed by the loanable funds theory.

Inflation was also significant at 5% significance level, indicating that an increase in inflation will 
lead to a 0.083% increase in average lending rates. This finding is consistent with other research-
ers and Amidu (2006) who stated the reduction in demand for bank credit by firms due to low 
productivity caused by high inflation. Put differently, at high lending rates, demand for credit falls 
all other things being equal. However, inflation rate was insignificant in his study and it can be 
attributed to the use of prime rate instead of policy rate to influence lending behaviour and Baoko, 
Acheampong and Ibrahim (2017) also suggested Amidu’s use of OLS produced biased results more 
so with a short dimension between 1998 and 2004. It is noted that a unit change in monetary 
policy rate increases the average lending rates by 0.32% in the long run.

Therefore the policy rate adequately served its signalling purpose by being a reference cap for the 
average lending rate. Thus, its significance at a 1% significance level indicated it importance as well 
as the response of lending rates to it changes as represented by a large coefficient fraction compared 
to the other variables.

Increasing Treasury bill rate by 1% leads to 0.13% increase in average lending rate at a 95% 
confidence interval. Aside monetary policy rate, Treasury bill rate account for the second largest 
fraction of influence on lending rates (0.13%). The study result is in consonance with the findings 

Table 6. Estimated long run ARDL Result

Variable Coefficients Std. Error t-Statistic Prob.

LnMPR 0.320 0.085 3.765 ***0.0002

LnTBR 0.138 0.050 2.751 **0.0066

lnM2_ −0.030 0.010 −3.072 ***0.0025

LnINF 0.083 0.033 2.467 **0.0146

C 1.862 0.305 6.112 0

***, **,* denote the rejection of the null hypothesis of unit root at 1%, 5%, 10% alpha levels, respectively. Dependent 
variable is average lending rate (lnALR) 
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of Garr (2013) which stated that there is an upsurge in cost of funds when government rely heavily 
on domestic banking sector for debt financing.

It also increases competition for funds through the issuance of treasury bills, because banks 
prefer to lend to the government which is relatively safe. Hence in order to lend to individuals 
whom are deemed riskier, the rates should be higher than the Treasury bill rates. Also, Bernanke 
and Blinder, (1992) research findings used three (3) month Treasury Bills rate to capture exogen-
ous shifts in monetary policy and realized that it reduced bank loans due to high lending rates.
3.5. Estimated short run error correction model (ECM)
From the bounds test conducted earlier in Table 4, the result indicated a long-run relationship 
between the variables. Engel and Granger (1987) however suggested that a valid error correction is 
represented in the variables when the series are co-integrated. Hence the dependent variable is 
able to respond to shocks in the independent variable and reconciles the short run behavior of the 
variable to its long run behavior. In addition, the coefficient of the error correction model measures 
the speed of adjustment in gradually restoring equilibrium in the dynamic model from deviations 
in the long run equilibrium.

CM = lnALR-(0.3197*lnMPR+ 0.1385*lnTBR -0.0304*lnM2_+0.0826*lnINF + 1.8621)

It can be deduced from Table 7 that the estimated coefficient of the ECM term is −0. 197,663. It 
is negatively and significant at a 99.9% confidence interval which presupposes its efficiency in 
restoring itself to equilibrium. Also, it will take a speed of 19.7663% to restore any disequilibrium of 
within a period of one month. 19.7663% represent a relative weak speed of adjustment in the 
short run. The relatively low pass- suggests rigidity in the banking system which may be due to 
underdevelopment of the financial system.

Table 7. Short iiRun iiResult

Short Run Error Correction Model

Variable Coefficient Std. Error t-Statistic Prob

D(lnMPR) 0.063 0.021 3.072 0.003

D(lnTBR) −0.015 0.036 −0.413 0.680

D(lnTBR(−1)) −0.015 0.061 −0.250 0.803

D(lnTBR(−2)) −0.049 0.038 −1.289 0.199

D(lnM2_) −0.006 0.002 −2.552 0.012

D(lnINF) 0.016 0.007 2.367 0.019

ECM(−1) −0.198 0.034 −5.787 0.000

R-squared 0.944 Mean dependent 
var

3.035

Adjust R-squared 0.941 S.D. dependent var 0.118

S.E. of regression 0.029 Akaike info criterion −4.213

Sum squared 
iiresiduals

0.145 Schwarz iicriterion −4.057

Log likelihood 398.735 Hannan-Quinn 
iicriter.

−4.150

F-statistic 367.465 Durbin-Watson 
iistat

1.974

Prob(F-statistic) 0.000
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The strength of the relationship of the model is described by the coefficient of determination of 
94.35%. The R-squared of 94.35% explains the variations in the average lending rate caused by 
unit changes in the independent variables in the equation. This implies that the regression has 
a good fit, a strong relationship amongst the variables and hence very reliable. The study further 
realized the insignificance of Treasury bill on average lending rate in the short run. It was however 
negatively insignificant with about two lags period which implied the inability of the effect or 
treasury bill changes to be felt immediately in the short run. All things being held constant the 
higher the credit risk the higher the lending rates as cited by the loan pricing theory.

Therefore, inferring from the loan pricing theory, the insignificance of Treasury bill in the short 
run is similar to Garr (2013) insignificance of Treasury bill rate on credit risk. However, the negative 
relationship can be explained in relation to the diversification of banks portfolio. In order to 
diversify their portfolio and reduce risk in general, banks reduce lending rate to risky individuals 
to minimize their risk of default. Ceteris paribus, the lower the price the higher the demand for 
loans by the private sector. Therefore, by this diversification efficient banks will still be able to 
make a lot of returns on their assets. Also due to relationship lending and the number of 
customers banks trust and have built a long-term relationship with, the reduce the rates to 
maintain their relationship with them. The insignificance of this relationship buttresses the collu-
sive banking theory and the underdevelopment of the banking sector.

However, monetary policy rate, inflation and money supply were significant at 5% alpha level in 
the short run. The coefficient of money supply has a negative elasticity of −0.006% and it is 
statistically different from zero at 5%level of significance. The money supply is however significant 
at both long run and short run and exerts negative pressure on both instances. In the short run 
a unit increase in money supply reduces average lending rate by 0.006. This is theoretically backed 
by Mishkin (2007) the author of “The economics of money, banking, and financial markets”. He 
stated that through the liquidity effect, an expansionary monetary policy will cause real interest 
rate to fall. Empirically, Hung and Pfau (2009) findings also concluded that increasing money 
supply led to a decline in cost of credit thereby increasing credit supply

The inflation rate were relatively more significant at a 5% significance level(0.0146) in the long 
run than in the short run(0.0190).

4. Conclusion
This study sought to ascertain response of changes in monetary policy on average lending rates and also 
to determine other macroeconomic variable that affected lending rates. The study used monthly data in 
Ghana between the period of 2002 to 2017 on average lending rates, monetary policy rate, Treasury bill 
rate, money supply and inflation. Monetary policy rate (MPR) was a proxy for monetary policy tool which 
was established in the year 2002. The MPR adopted was to signal all rates in the economy in view of 
stabilizing inflation and output. The Inflation targeting implemented by the central bank in 2007 after 
a transition from monetary aggregate was highly consistent with the policy rates. Per the loanable funds 
theory as stated earlier, money supply aside being a monetary policy tool as well, its fluctuation directly 
affects the lending rates as cited by many researchers.

The average lending rates was a representation of lending rates of all banks in the country as at 
the time of the study. The Treasury bill rate was included basically because in order to achieve an 
effective monetary policy objective, it must be consistent with the fiscal tool. It was also used to 
represent a macroeconomic variable just as inflation rate. The findings of the study found 
a positive response of average lending rates to changes in monetary policy rate. MPR was 
significant in both long and short run and had a large marginal effect on lending rates compared 
to all the other variables in the equation. However, in the short run the speed of adjustment was 
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relatively slow. This implied a more rigid downward adjustment of average lending rate to changes 
in all the variables. A study by Matemilola, et al. (2015) attributed the asymmetry response to the 
underdevelopment of the financial sector.

The study explained by the positive effect of inflation and Treasury bill rates on lending rates in the long 
run. That notwithstanding the unavailability of monthly data on GDP hindered an extensive macro- 
economic analysis. The interest rate pass-through effect varies depending on the type of interest rate 
used. It is evidenced from literature, more especially the works of Amidu (2006) that the prime rate and 
inflation rate were insignificant in affecting lending rate in the long run. Therefore, some level of 
improvement and benefit has been observed with the use of MPR. In conclusion, efforts geared towards 
strengthening and creating a vibrant banking and financial system as a whole would further enhance the 
effectiveness of monetary policy.

5. Recommendations
Loanable funds should be increased through diversification of the financial market alongside 
encouraging a strong competition amongst bank to make the banking sector healthy. The devel-
opment of the money and capital market will make the collusive banking theory invalid. Therefore, 
banks will feel pressured to reduce lending rates when these measures are put in place.

The wide interest rate spread is indicative of inefficiency in the banking sector and the level of 
development in the financial sector. Therefore, efforts that will be put in place to narrow the margin 
will ensure the complete pass through effect of the interest rates.

Again, competition in the banking sector encourages banks to take on more diversified risk (i.e. 
investing in real estate etc.) and make them less fragile to shocks. In order to erode the margin, 
competition should be encouraged, and legal and regulatory institutions should also be improved.

On the macro level, a reduction in inflation will also reduce the interest rate spread. Boyd et al. 
(2001) show that countries with high inflation have underdeveloped financial systems and that 
banks with higher inflation rates are positively associated with net interest margins.
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